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IALE DA TEEBICITTHhNE T,

ONTAP Select VM DF — R T 4 RV IZBEBE R 23YIBT « A7 ICEAEMITENTWS IS, MIBT 1 XU %
ZLLTHBREERTAEN T A=YV AEELE T,

IW—=brT7I V5 —=FDRAD JIL—FE2A FF. FRAERT 1 AVDBUCL>TERD X

@ T, WY RAID ZIL—F %4 FlE. ONTAP Deploy ICK > TEIRTNZE T, /—RICHHE
T4 AIHEDHTSENTWVBIEEIE RAID-DP AMERA TN, €5 TAWSEIX RAID-4 )L— K
T — NDMERENE T,

Y 7 b T 7RAID%ZfEF L TONTAP Select VMICREZEM Y 3155, BEEIIMERS A TOU 14
BRRSATHEERTBDUEDHD XY, FMHICOVWTIE. "A L —UFEDIRER" o

FASE LK UAFFY X T L X ERRIC. BEEORAIDZ IIL—FICIE. AEULDBEDORS A TDAHZEBMTEE
To BEHNAZTVRSA TEBETAY A XICABINET. FTILLRAIDIIL—T%ERKT 513, 2K

BINT =X VADMMBETLBRVELSIC. FILWRAIDYIIL—TOH 1 X ZBEFDORAIDY IL—TDH 1 X —%
SHEBZBEVRDD XTI,

ONTAP SelectT « X7 = %53 BESXiF /- IZKVMT « RV IC—EE D

ONTAP Select T« X ZICIZBE. NETxy WS IRILHMFIFSENET T+ X2 UUID I, *RD ONTAP O
Y RZFERALTEIETEEY,
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<system name>::> disk show NET-1.1
Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:

*500A0751:175C0B5SE*:00000000:00000000:00000000:00000000:00000000:00000000:

00000000:00000000

BPS: 512

Physical Size: 894.3GB
Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the

‘storage devices’ tab for the ESX host

e T T prpm—————— PR
4 Dace Sy Mol | Confgure | PemeEGas  VME  Dateisies  Netens  Uodass MeRsge
- o Dhirvic s
e :
- @A @ el @ @ B @usse- Dae
e B - -
:g Lotal ATA DSS (N8 S00A0TS 117 5£0054) o @
e Lo ask
T . -
T . o
g L =10
v £ -
v i -
ar
v nE e
-0 Loe

4

$8gepeacasds

WG Ammcwd

B G Amsches
AHTIGE  Amacned

ESXi £/zIE KVM S TV TROATV Y REANT R . FHEDYIET + X2 (naa.unique-id Ti#A) @ LED

ZRBEIEBZIENTEET,

ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM DR&

cat /sys/block/<block device id>/device/wwid

Y7 b7 RAID ERKFICERD R S1 TEENKE LGS

BEICE ST, BRORSA I THEBICEENRETIRADNRETZEHAHDET, SXTLOHE
. 77U —KRADREE. BENRELILERSATOHMICE->TEREDET,
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1 DD RAID-TEC4 77 US—KE. 1 2DF 1 XAVEE. RAID-DP 77U —KF2 D2DF 1 XA VEE.
1 DDORAID4 7T UT—RME3DDT A RIVBEHNEELTHELETDIICIEHD FA.

[BET 1 X7 DEN RAID 21 FTHR-FENTLWBEEDRABED DD ART T4 RIHMERF
BEAEEIE. BBETJOEINBINICHRBRINE T, ART T RIZEATIRWVEE. 7JUT—b
iF ART T RAIDEMENBETT I/ L—FREDT—2ZRMHLFT,

[BET X7 DHEN. RAD A T THR—FENBZBEEDORARZEITVWSHEG. O—NILTL v IR
BEENEELIENY—7N, VIUT—METIL—ROREICAD T, T—HIE. HAN—FF—D 2
BHEEHOTL Y I AW SRMEEINEFT, DED. /—F 1D IO EXKIF. IVFRXFZA >R —O%T bR— b ele
(iSCSI) Zfr L. /—R 2IYENICEESNTVSE T 1 AZICEEETNE T, 2 DBO LY I RICHE
ENRETDIE. POV T—MREBENRELEY—ICN, T—EDMERATELRLBDET,

T—=RODIZ—) I ZELLBHTRICIE. BEIRELLETIL Y I X ZHIRL TEBERT 20BN HD £
To BRODT A RVBEICL>TT—RT7I VTS =D TFIL—RTBE. L= TFITUF—rBTFTIL—R
INZZCISEFELTLIEETL,, ONTAPONTAP Selectid. IL— 5T —4F—4 (RDD) NX—F > 3=>4
AEx—TEFEALT. SYMEBERSATZ1DDIL—bN—FT 1023282007 —F2N—FT14>avIlnElL
9, EDORH. 12ULDT 1 RO EDNZ . O—AJIIL—bFEEEFVE—NIL—b 7S —rDO
E—. $X0O0—HINT—E2T75 V=) E— TF—27J )= bOAE—2ECEBOT7 IV —
CHENRITEEDHD £,

ROBABITIE. BEVEELLLTL Vv I ZXDHIREN. BIERSNTVLET,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD -
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
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shared NET-3.5 SSD 208.4GB
208.4GB

shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {y|n}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447.1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447.1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB

447.1GB (normal)
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shared NET-3.12 1 SSD - 205.1GB
447 .1GB (normal)
10 entries were displayed..

1 DFEIFEBDOR A TEEETAMERIEFY S 2L — T 3ICIS 'storage disk fail -disk
net-x.y-immediate AY > RZFERAL XTI X TLICARTHHZHEE. 7T U5 — DBEE
FEHBRINE T, BEEDXT—H X, storage aggregate show < > K %= M L THEER
TEEY, YTal—b+rEINEESE @%5#747%%@?%RH\OMAW%mwﬁﬁﬁb
£9, ONTAP R T 7% THEE ELTY—2JLTWVWBCITFRLTLIET KRS
TIFERICIFIIEL TH59. ONTAP Deploy 2L THUEBMTE XY, E)S‘Z?E L,rcaxwl,
ZHETBICIE. ONTAP Select CLI TXDOAY Y RZANALF T,

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

REOINY FOHNIFETHEIUENRDHD T,

{%*8 NVRAM

NetApp FAS & X 7 LI, EE &L D2 NVRAM PCl H— RAEDFIFSNTWVWE LTz COH—RIF. E

ZABNT =TIV ADKIBICALTEITERE T S v aXE)ERBH LI-EMEEN—RTY, k. 7

SATYMDSA MNY I ESTICHERETETSHEE% ONTAP ICf5 T3 TREINE S, /. TF

*ntT RITOVIEBRDA N L= AXT 4 T7ICBE#TE. TAT—IJENZ O ER T a—
HMETD_CHTETFXT,

AFTATAVATLICITBE. COX1 TOKBEDPEDFITENTUVERFA, CDTH. NVRAM A—FK
DIEBENMRABIL TN T, ONTAP Select VAT LT — b T4 RV LEON—Fo o avicBBBEINTEF £ LT
FDDH. AVARVADY AT LMRET« RV DEBREISIERICEETY,

ONTAP Select vSANS K ONEB 77 L 1 &Rk

1=%8 NAS (VWAS) ORI TIX. 1&48 SAN (VSAN), —&8D HCI G, BLUANSBT7 LA
RATDT— 22X k7 EDONTAP Select” 5 22— KM R—rEINET, TNS5DER
DERBERZAVIZANIVFvIE. T—RANTOMEEHZERBELET,

RNEHIE. FELTUVWBNIN—=NAHF— (HR—FEINTLS Linux KX b ED VMware ESXi 7%
KVM) EB B2 ZTR—ELTWVWEZETY, NTN—NAHF—HESXi DIFE. ENEND
VMware HCLICU A R ETNTWVARELRHD £9,

VNAS 77— 7 U F v

VNASH & LIS, DASZFER LABVWITARTODEY 7y FICERINET, YILF./—RKONTAP SelectZ 5 X
ADBPE. THUTIXE CHARTHD2DDONTAP Select/ — RHABE—DF—X X 7 (VSANT—4 X lw%
B20) 2HBEIRT7T—FTIO0FvHAEENE T, /—FiE. EACHEALTZLADSDROT—FZXNTICA
VAR=ITBEHTEET, CNICED. PFLAAIDR ML —2%FKA E E L. ONTAP Select HAR 7 £
FEDTy T FZHETEET, ONTAP Select WNASY U 2—> 3> D7 —FFoF vid. O—4h
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JLRAIDOY bO—S5%{FEAT B3DASLEDONTAP SelectD 7 —F T F v EIEBICEBTVWET, OF
D. ZBONTAP Select/ — RIZFHAN— h F—DT—2DAE—%5|EHIFRIFLE T, ONTAPR L —2%p
KR —IE/—RRA—=TFTT, LI=A>2T. ZLAAIDR b L —2%12R1bIE. @A DONTAP Select./
—Rh5DT—2ty MIBERTE30RMLNHZ7H. EELWVTT,

HA R7 D% ONTAP Select / — R TRILZDNTIFT T LA ZERAITZeHTEET, gk, MR ML
— < ONTAP Select MetroCluster SDS Z{EH 3 3158 D—iREIRFE T,

ONTAP Select / — R CICAIRDASIFT T L1 2ERT 3HBEIE. 2 DD 7 L1 H ONTAP Select VM & [d]
BRONT A=A ZHETZ EHIERICEETY,

VWNAS 7—F 7 U Fv . N—RTUT7RAID O +O—>%Z#EFH L 7cO—7JL DAS DLLE

VNAS 7—F 72U Fvid. DAS Y RAID OV FO—F BRI —N\DT7—F 70 F v EREIICK BT
WEd, 550585, ONTAP Select 3T —R XN T7AR—XA%ZHELEF T, TEDOT—RXALTAR—ZX
IE VMDK ICRDEITh. TN5D VMDK IZTEEKD ONTAP F—& 75 )7 — k& L £ 9. ONTAP Deploy
& 725 RA2ERE LU R ML —2EMOMIEBARIC, VMDK BB A XIZERESN. ELW L YT R
ICBIDYTENTWVWAZ Y (HART7DHES) #EELET,

VNAS ¥, RAID > FO—S#HD DAS ICIE. 2 DDOAZIHREVAHD £, ROLBAELEVIZ. VNAS
ICIZFRAID Y bO—SHMBEBRVEWVWS T E T, VWNAS . EBra39Md7 7L, RAID I> O
— S DAS MMM T 3T — X DkEME ETEEEZHEI TVWA I ZFHRE L TWET, 2 DEDEL
&, NVRAM /N T #—<I > RICBEMRLE T,

VNAS NVRAM

ONTAP Select N\VRAMIZ VMDK T%, D& D. ONTAP Select I&. 7Ow Y 7 KL RIEERRERT /N1 X
(VMDK) ET/IN1 b 7 R L RIBETTHERZER (ERDNVRAM) ZTXaL—bhL Y, LH L. NVRAMD/Y
7 #—< > ZXILONTAP Select/ — RLED /N T+ —I Y AICE > THEOTEETY,

N—RDJT7RAD I +rO—5%{EATDAS tv 7 v 7DHEE. NVRAM VMDK ADTARTOEFIAH
IFRAICRAID O FO—5 ¥y v aTHRIAMINE O, N—RTOT7RAD O O—F Fyvia
IENVRAMF vwvoar L CTHEEL 9

VNAS 7—F T U F ¥ DIHE. ONTAP Deploy |&. Single Instance Data Logging (SIDL) & W35 J— k5|
Mz FEHALT. ONTAP Select /— RZBEBMICRELEF T, COT— FIEMIEBESTNTVBRIHES.
ONTAP Select |& NVRAM Z /N1 /NZA L. T—ERAO—RETF—XT7I VS —MNIBEEEZIIAAFE

To NVRAM (F. EFIAAMUIBICL>TEEIN-TOVIDT RLRZEHRTR1-HDICOAMEATNE T,
CDOMEBED X1 w MME. NVRAM AD 1 DDEFIAHA Y NVRAM DT X T—CEDH S 1 DOEFIAH T,
TEDEFIAAELOBTIBZIETT, COEBEIXL WNAS TOAHFEMTS, RAID O bO—5Fvwvan
DO—AINEZTAAFTDOLATIELRIDIHLLIRWVTEHTT,

SIDL #BElZ. ONTAP Select M § N T®D Storage Efficiency #4RE & ISE#IMENH D £ Ao, SIDL #EEEIE. X
DARY RZEFERALTT7 VT — LRI TERDICTEET,

storage aggregate modify —-aggregate aggr-name -single-instance-data
-logging off

SIDL #EEZ A TICT B L. BEERAANT F—XVRIHELE Y, 7T —FADIANTOD
()  AU2—LEOTARTORFL—UMERY S —=EICLIET, SIDL MeEEBEEMICT
BCENTEET
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volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXiCVNAS%{HEH 9 5155 DONTAP Select./ — R DEIE

ONTAP SelectiCld. HEX ML —C EDTILF/ —RONTAP Selecty 5 R 2D HR— EHREENTUVE
o ONTAP Deploy Tld. CNED/ —RAFLI ZZXZDO—ETHEWVRD . BILESXiRR k EICHEE
DONTAP Select/ — REZRETIT X,

C O, VNASESE (BT —ZX b 7) ISR L TOBEHTT, DASR b L—U % ER
() 7588, K2 B0 OEEDONTAP Selectf > 28 ¥ R FHHE— FEhE Ao CABD
A2V REEEN—-RY T PRADIY FO—SZHET5H T,

ONTAP Deployid. YILF ./ —RVNASY 5 XX DYIHABARC. BL T 5 XX DEMDONTAP Select1 > X
BAUZNELCRRAMEICERESINBZVWLSICLET . XOKIE. 2DDHRRA M ETRETZ2D00D4/—KUZ
AZDIELWVWEAFIZRLTVWET,

TILF ./ — R VNAS 75 XX DOFIEIE A

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

BA%. ONTAP Select / —RIZHRRXMETRITTEET, CNICED. FEYIRBEYHYR— FERADIE
BOFEEL. BLYSREICHBEED ONTAP Select / — R, BB HR3F LK CEXEETIEHEMN
HBDET, XY TYTTIE. VMOIET7 T4 =T IIL—=IL%EZFETER L. VMware H'. EL HART7 D

;_— REZIFTTHRLS. ALY REZD/ — RETOYIEN AN~ BEMNICEIET3ELS5ICTH e #fERL X

()  7¥F774Z74 LT ESXi 25 24T DRS MERICH>TWBBENBD £

ONTAP Select VM DIET7 7 4 Z 5T 1 IL—=ILZERR T B HEICDVWTIE. ROFIZBE LTI L\, ONTAP
Select 7 S XA RIZEHD HARTHEEFNTUVBIBERIF. VSRAZHADIARTD/ —REZDIL—ILICED S
MBHHD T,
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Gatting Startad  Summary uunn:ur] Configure | Permissions Hosts VMs Datastores

“
w Senices

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
ISCSI Initiator Groups
Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters

VMHost Rules

M

Tyes

Networks  Update Manager

Thig lestis emply

Mo VM/Hest rule selected

Emakiad

Canllists
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

[ U ONTAP Select” 5 X ZH50NTAP Select./ — RH 2D E. ROWTNHDIEBRHICKEDEICESXiARZX
FICER OO ZRgEMEDHD XY ¢

* VMware vSphere @51 > ZHIPRICE D DRS h7A& L\, £7-id DRS BEINICH > TLVERL,

* VMware HA JLIB £ 7= (3 BIBEH B L 7= VM BITHEBLEINZ /-, DRSDIET7 74 =T« J)L—ILHN
1IN TN3,

@ ONTAP Deploy|FONTAP Select VMDIZFiZ FEBIICEER L B A. 7lEL. IS5 XA XEHiR
ETIE. CDHR—FINTULARWVWIERHONTAP DeployAJ ICRMEINE T ¢

UnsupportedClusterConfiguration cluster 20180518 11:41:10.04:00 (NTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

ONTAP SelectX kL —CAEDILEE

ONTAP Deploy I&. ONTAP Select 75 XA ZADE ./ —RICA L —UHEML. 50
YO RENMETB-OICFERTETET,

ONTAP Deploy D X b L —BINEEREIE. BETOX ML =S BOITH—DSGETHD. ONTAP Select
VM ZEEZETZCIETEELA. RORIC. AML—BMU s —REBEATS M+ 74OV %R
LF¥d,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

CCTlE. REZHRIBIBOEBLERFEZCH LTI, BIFOT MY ANAR-IDEEE BIFD
BELFROBEDEE) ICHIGLTWVWAHRENRDHD XY, /—RFHRSAEVRATNBEZBRAZ I LICH
BZARL—UBMLEIZRBLET, RUICTABBREDHLVWS ALY RZA VA M—IILLTELLEND
DEJ,

BXZD ONTAP Select 77 U4 — MIBEXEBMT 3BEIE. FILLWANL—JTF =)L (57—2X87) ICEE
FEDXRL—=F=ILERBEONT =X 7AT 7M1 ILDRETY, AFF ICBTeN—VFUTa (75
wahBH) E&BhICA YA M—)LEINT- ONTAP Select / — RiZ. SSDUANDZ FL—%EMT ST
CIETEFEFHA. DAS EATFIFTR L= DBEDTR—FEINTULEHAS

O—AIEGEA ML =% AT LICEBMUTHEAZO—AIL (DAS) R bL—UF—=)LICT 2561
RAID ZIL—7E LT LUN ZEINTIER T A2HELHD £9, FAS VAT LEERKIC. FILLWAR—X%[F
CL7I VT —RCEBMT35BE81E. FILWLWRAID JIL—FD/NT #—<I > ZAHTTD RAID FIL—FEIFIEFEL
ICBRBESICTEIMRELRHD £, 7/ US— b EFRICERTIBEIE. FTILLRAID JIIL—FICRID LA
TIOMEBLTHEDLEFVEEAD. FILWTFIUTS—DPNT =TIV RICEZZEZEXTDICEBEL THL
MBHRHD XT,

TFT—=RARTOEFHT A DY R=— b INZIBARAT—EA ST IZBIEWVSEEIE. ACT—2XLT7IC
TUOATVRELTHLLWAR—IZEBIMTEFE T, ONTAP Selecth’ 1 Y A —ILENTWBRTF—H I +T
ICT—RAMTITURTY M EEFNISEBINTE. ONTAP Select/ — RFOMIBICIZFZE L FH Ao

ONTAP Select / — RHA HARTD—ERTH BHEIE. THICVWK OO DREEZEEBTIHNELNHD £,

HARTTlE. &/ —RIZN— b F—DT7—ROZIZ—E—DBATNET, /—FR1ICAR—IAEEMNT
2BE8F. /R 1ODIRTODT—ED/—R2ICLFVTr—rENB3LSIC. AEDAR—IAE/N— T
—/—R2ICEBMIZHBELHDET, 2FDH. /—F1DAREEEMLIRRELT/—R 238NN
T-BEIE. /—R2TEEBHINT., 778X T23HTETEFA, /—R2ICAR—IPEMETNZD
&, HAARYRDBIC/ — R 1 DT — 2% TRl RETDHTY,

NT A= VRAIDVWTCEHICERBITDIMNELHD XS, /—R1OTF—RIFE. /—F 2ICEHNICLF)
T—hrENhET, COH. /—R1DHLVLWAR—R (F—HRALT) ONXTA—IVAH. /—R20D
FLOWAR=R (T—RAKRT) ONTA#—IVRE—BLTWVWBRHRELRHD FT, DD, MAD/ —RIC
AR—ZA%ZBMLTH. FZA4772/0°RP RAD JIL—THAIMRBLR->TWBE, NT+A—<I >V RICRH
BENELZEENLHDFT, THF. N—brF—/—RICT—R2OIE—%2FEFT3-DICERAINS
RAID SyncMirror 2LIEHEE T,

HARTZDOBEAD/ —RTA—YRT7 I LATEZBREZBEPRTICIF. /—RFTLIZ1 D G52 D0EZ

RITITBIHLEDHDET, BXAML—TVEMAET, @AD/ — FICEMDAR—IADBBERDET, &/
— FTHRELGEFRAR—XIF. /—F 1 THRELBIR—RE/ — R 2 THREBRAR—ADEFTTI,
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EBEy R 7Y T TlE. 22D/ —KRHEHDH., F/—RICIEZAR—ZIAD30TBDOT—RALT7H22HD
£9, ONTAPDeploy I£2 /— RIS ZARZ%ZERL. &/ —FRIEFT—XALT7 1 D5 10TB DAR—X%E
FAL &9, ONTAP Deploy I3. &/ —RIC5TBDT7 I T4 TAR—A%EHRELE T,

RORIFE. /—R1ICHTRIE—I ML —VDEIMREDERZRL TULWET, ONTAP Select |35| EFHiE &
J—RTERLCLEDA ML= (15TB) ZFERALET, 7=75L. /—F1ICIE. /—K 2 (5TB) &b 772
?47@2#&—9(1MB)ﬁ%DiTOﬁE®/ Rig. &/ —FHH5—FD/—ROF—20OIE—
%$Zhjétwsmék%munijo —RZART1ICIETBICEZTIR=ZINEL>THED, T—E2X
F72IERTEETIR—ADEETY,

cBRERRD  1EDR ML —YVEBIMREFROBIDETEESTRE Y

ONTAP Select ONTAP Select
Node 1 Node 2

HA Pair

= e
Node 1/Aggregate 1 (. =4
10TB e Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space In Datastore 1
S : : 1578
e -y
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB

J—RA1TEHICAML—VBMUEBARITIZE. T—RALT 1DERDDEZIAR—RET—RAKNT 2
—EHMERINET (BEDLEREZFEAR) - RVIOANL—JEBIMMETIE, T—X X7 112K >TL
2 15TB DZEZAR—ZAMMERAINE T, XOXIEZ. 2 DBDXA ML —CENMLEBOERZRLTVWET, &

DEST. /—R1ICIE50TB D7 VT« TT—ENEETICHD. /—R2ICIFTD 5TB BB D £,

BRERSD  /—F1ICHTZ 220X ML —UEMREROEIDETEESRE

ONTAP Select _ ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMEERICERAINZRAVMDKY 1 XIZ16TBTY . 75 XX EFIRIERICER TN B R AVMDKHY
1 Z1E5| EHTEI8TBT Yo ONTAP Deploy Tl A (2T I/ —REFLETILF/—RKIFRER) CEM
TNBBREICGL T, BAEY A XDVMDKIMER SN E T, 7275 L. FYMDKDORAY 1 Xid. 75 XXk
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Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true
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