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142Xy E>Y (RDM). NVMe DHEIE/NA X)L — % 7=iZF DirectPath 10 /N1 XDtz %Z ONTAP Select
ICIRTRLET,

14



KOETIE. COBEZREFLCEHHAL. 5. ONTAP Select VM AETER N3 RETFT s X2 . 21—
T—RDORMNIERINIYEBET A XIVDEWVERLET,

* ONTAP Select ¥ 7 b = 7 RAID: [R1EE7T «+ X2 £ RDM* DfEFH

ONTAP Select with Software RAID

—

VM System Disks

ONTAP Select
Software

Hypervisor

Host Bus
Adapter

SRATFLT4 XY (VMDK) (X, ECYET X7 LEOEILCLT—2XAST7RICHD £, &8 NVRAM T+
Z71CIF. BERTHAMOEWXT 4 7HHBRETY, L7=H>T. NVMe T—H X7 & SSD 21 TDFT—
RART7OHIDYR—EENET,

15



VM system disks =~ ONTAP Select managed

ONTAP Select B

software — — A
—
. OR
Hypervisor { Siiofade paoy | | JEb _ DirectPath /O
N - devices
Host bus
adapter

4 VYV VvV
By b bl e

SRTLT4RY (VMDK) & RILYET 4 RV LEOREILCT—2XNT7RICHD £, 1RE NVRAM 7«
271CIE. BERTHMAMOEWAT 4 THRETY, LIEcH>T. NVMe T—RX L7 SSD 214 TDFT—
RARTDHIDHR—EENET, NVMe RS54 T2 T—RIERTZESIE. NT+—<I X LEDEADS
SRTLT4RXTH NVMe TNA RICTBIHELRHD T, AlINVMe BNV X T LT 4 XZISELTWS
MDiE. Intel Optane 1— K TY,

@ RED ) —XTIE. ONTAP Select ¥ RT LT« RV ZEEDT—R X b7 £ I3ERDY)
BRrRSATICHEITBILIFTETEEA
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VM ICE#REL 9, COMIEIE. ONTAP Select VWM BT — hTE B LDICT B0, #HiEY 7w FBIC
BFMICETEINE T, RODMIIN—FTa>a=>F3n. IL— b7 U5 — A EFMNICEBEREINE

9o ONTAP Select / — KRB HARTD—ETHZHE. T—EN—Ta>a>idO—AILAL—T—)L
EZIS—XPL=U7—)LICEFNICEIDYETENE T, COEDYTIX. VT RARXEMRNIBER ML -8
IALE DA TEEBICITTHhNE T,

ONTAP Select VM DF —R T 4 RV IZEBE R 23WIBT « AV ICEAEMITENTWS =S, MIBT 1 XU %
ZLLTIBREERTAEN T A—NYVAUEELE T,

W=7 )5 =D RAD JIL—F24 FE. FERAIERT 4 AVDEICL>TERD E

C) 9, B RAID JIL—F &1 Fid. ONTAP Deploy Ic& 2 TEIRENE T, /—RIC+9AE
T4 AUVHEDYHTESNTUVSIHEIE RAID-DP MEARAIN. £5 THWISEEIE RAID4 JL—
TV — DBMER TN E T,

Y 7 b 7RAIDZfEF L TONTAP Select VMICR B Z BN 2155, BEEYIEF ST 1 i
BRIFSATHEZERTBIHVEDHD T, FMICOVTIE. "A L —IUBEDIER" -

FASH K UAFFY X 7 L EFAEIC. BEZORAIDS IL—FICIE. AEULEORED RS A TDHEEBMTE X
T BEHNATVRSA TITBEY AT A XIABINE T, FTLVLRAIDZIIL—T%2ERKT i5ald. £@FH

BNT =X VAPMBETLABRVEL SIS, FILWRAIDYIIL—TOH 1 X ZBEFDORAIDY IIL—TDH 1 X —5
SEBRENDDFET,

ONTAP SelectT + X7 ZR 6T DESXiX /o IFKVMT « XV IC—HEHE B

ONTAP Select T« X7 ICIFEBE. NETxy EWS IRILHMFIFSENET T+ X2 UUID (E. XD ONTAP O
IV REFEHLTEETEEY,
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

Wt B ) saotenises 30 pauesgat ssteppcom | " o5, | Aokans =
(B Swmmasy  UoAes | Confgure | Peimssons VS Datesioies  Hetwis  Updehs Masager
o & Dinkcad

Qe -

L B @ L @ sl @ © B BVaAsen - [y a

v — - - - e T

:g Local ATA DeaK (naa S00R0TS 117 5c0084) a s WOSIHGH  nmctwd Fuaan £ ]

YD Lo ask RIS G ARsces Flaat e

v [ s ANATIGE  Amaned Fuaa Bas

e [ o | HDD Biock Anaghe

v Loy anv an Bag

v e A (e aan

s Lo an Flash a0

e e - o0 Fisrs Chama

- oo "

4

$8gepeacasds

ESXi £/zIE KVM S TV TROATV Y REANT R . FHEDYIET + X2 (naa.unique-id Ti#A) @ LED
EFERIEZCHTEED,

ESX

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

KVM DR&

cat /sys/block/<block device id>/device/wwid

Y7 U7 RAID ERBICERD NS TEEVRE LSS

BERICE-2TIE. BHO RS I THEEICEENRETIRADRETZICHHD X, P XATLDOENE
&, 7 U455 =k RAD REr. BENRELIERSATORICL>TERD £,

1 DD RAID-TEC4 77U —hid. 1 DDT 1 AVEE. RAID-DP 7J U7 —kE2 D207« RUEE.

19



1 DDRAD4 TV —RIE3DDT A RVBENRELTHELETBZLIFHD EEA

BET XIVDOEHD RAD 214 TTHR—FENTVLWEIEZEDREABEIDHDEL, ART T4 AUHMERT]
BEASZEId. BEEOEIAEFNICHBEINE T, ARTTFTa XAV FERHTETRWVGE. 77U5—k
lE. ART T4 RIDEBMENBZETTIL—RREDT—4%=RBHELET,

BET 1 XD, RAID A4 FTHR—FINZEEORARZEZ TVWDiHE. O—AILTLyv I R
BENRELIEY—IN. 7OV —RMITIL—ROREICEDE T, T—XIE. HAN—FF—D 2
EBHOL v I RO SIREEINET, DFED. /—R1DIO0OEBXKIF. VFRZA>R—%T h7R— b ele
(isCSl) #NL. /—R2ICYENICEEBINTVWE T4 XRVIEEINE T, 2 DEBO L v I XICHE
ENRETZE. TOVTS—MIBENRELILEIY—T7 N, T—EDERTEAHLLADET,

T—RADIT—) VI ZELLBRTRICIE. BENRELLETIL Y I RXZHIBRL TBIERTIHBENHD £
To BRODT A RIVBEICL>TT—RT7IVF— DR TFIL—RITBE. L= FIUF—rBTIL—R
TNBCITEFELTLEEL, ONTAPONTAP Selectld. IL—kF—%F—% (RDD) /N\—F o> 3=>4
2FXF—THEFALT. BYIEBRSAITEI1DDIL—bNN—FT4 23> 2007 —2IN—FT 1> a>vICHEIL
F9, TD=H. 12ULEDT 4 RIDBKDOND . O—HILIIL— b FFRIFEUVE—FIL—bT7J U —FDO
E— 8&00—-HIWNT—R2T77V5— b VE— =277V = OAE—%ZSCEROT7 I r—F
CRENRITREENHD £9,

ROHABITIE. BENMRELLLT Ly I ZXDHIFRESN, BIERTNTULET,

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
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208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.
Do you want to continue? {yln}: vy

C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447.1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB
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447 .1GB (normal)
10 entries were displayed..

1 DFEIFEBOR A TEEETAMEIEFT T 2L — T 3213 'storage disk fail -disk
net-x.y-immediate Y > RZFERAL XTI RXTLICARTHHZHEE. 7T U5 — 0BEE
EHBRINE T, BEEDXT—H X, storage aggregate show < > K= L THEER
TEET, YITal—rENEBEZEDOHZ RS0 T%HIRT 3ICIE. ONTAP Deploy ZfEMA L
¥9, ONTAP (ZR S/ T% THEIE)  LTY—2JLTWVWBZCITEELTL IS, R34
TIFEBRICIFHIBL TH59'. ONTAP Deploy ZfEH L THUEBMTE XY, WBLEINIL
ZHET BICIE. ONTAP Select CLI TXDIAYY REZAALE T,

set advanced
disk unfail -disk NET-x.y -spare true
disk show -broken

REOINY FOHNIIETHEIUENDHD T,

{&*8 NVRAM

NetApp FAS & X7 LI, €K& D2 NVRAM PCl H— RAEDFIFSNTWE LT COH—RIF. E

ZRABNT =TIV ADKIBICALT I ERE TS v aXTE)ERBH LI-EMEEN—RTY, k. 7

SATYMADSA MNY I ETICHERETETSEE% ONTAP ICf5 3 TREINE S, /. TEF

*htv- RTAVIHBEBRDA R L= X T4 7ICBENT R, TRAT—JCHEINZ TOCREZ AT 2—
ETD_ECHTEFXT,

AETA T4 RATLICIGEE. COXATORBHEDFHIFIENTVELEA, CD7sH. NVRAM 1—R
DIRENMRBIL SN T, ONTAP Select > AT LT — b T4 RV EDN—T 12 aVICBBSNTEH LT
TDH. AVAZVADY AT LMRET « 2V DEEEIFIFEICEETT,

ONTAP Select VSANS K UNER 7 L 1 1K

{R%8 NAS (VWAS) OERITIX. 1&%8 SAN (VSAN)., —Z8D HCI G, BLUAIBT7 LA
RATDT—RRX ST _EDONTAP Select772/5’ —hHR—brENFET, CNSDOHER
DEBERDAVISANSIVFvIE. T—RANTOMEEEZRIELET,

=RNEHFIF. FRALTVWBANAN=N1H— (HR—FENTLS Linux KX b ED VMware ESXi £7z13
KVM) B EB R 2BRZTR—ELTWVWEZETY, NTN—NAHF—HESXi DIFE. ENENOD
VMware HCL ICUU R FENTVBRHREAHD X7,

VNAS 7—FT7 U F ¥

VNASHZEIE. DASZFERLAEVWITARTOEY 7y FICERINE T, YILF/—RKONTAP SelectZ 5 X
RDBE. THNICIEFRECHARTAD2DDONTAP Select/ — RBE—DF—2 X 7 (VSANT—H X L7 %
) ®HBIA3T7—FTI0FvHAEEFNET, /—FRIE EACEBASLTLADSDRDOT—RXNTICA
VA= FTBIEDHTEXET, chIcED. 7LAAIOR ML =AM EL. ONTAP Select HAR 7 £
FEDTY T R EHHTEET, ONTAP Select WNASY U 2a—> 3> D7 —F 7o F vidk. O—AH
JLRAIDO Y bO—S5% AT ZDASEDONTAP SelectD 7 —F T F v EIEBICE K BUTWET, DF D,
ZONTAP Select/ — RIFHAN— F F—DF—2D I —%#5|SHmIFIFLE T, ONTAPR kL —I%hR1t,
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KU =3/ —RZXA—FTF. LIeh>T. PLARIDR b L—Ush%(bid. HHDONTAP Select.) —
RHBOF—2ty MOBR TS 3TRENBS78. ZELLTT,

HAR7 D% ONTAP Select / — R CRIZDANSHITT7 LA %ZER T edHTEFET, ke AMTIFR AL
— T ONTAP Select MetroCluster SDS #{EHd 358 D—iBAERE T,

ONTAP Select / — R ZCICRIZDATIT 7 L1 2 EAT 3HBEI1E. 2 DD 7 L 1H ONTAP Select VM L [a]
BRONT A—IREFMERIET B EHIEEICEETT,

VWNAS 7—FFUF v, N—RYUTx7RAID O +FO—5%#EH L7-O0—75JL DAS OLHE

VNAS 7—F 77 F vid. DAS Y RAID OV FO—S %AV —NDT7—F T F v EHREBRICK BT

WET, EE55DFEH. ONTAP Select 3T —H AT AR—XA%ZEHELF T, TDT—HXARTAR—X
& VMDK (CE|E . TS5 D VMDK IERERD ONTAP T —R 77 U — %= H L £9, ONTAP Deploy
IF. 95 R2ERBE LU R ML —BMOMIEFRIC, VMDK BETIARY 1 ZICH/ESN. ELLWSL YO R

CEhYTENTWVWRZE (HARTDHRE) #HEELET,

vNAS . RAID O> bO—S5#EHD DAS ICIF. 2 DOKRZFHREWVWAHD £9, RHEREDELIEZ. VNAS
ICIZ RAID O bO—SHAMBEBELRVEWVWDS T E T, VWAS . EBr 238017 7L0H. RAID JI> O
— S1EE, DAS MR T2 7 — X DkFiE EMEEMZHEA TVWA e ZFilRE LTVWET, 2 DEHDEL
&« NVRAM O/NT #—<I >V RICBERLET,

VNAS NVRAM

ONTAP Select N\VRAMIE VMDK T3, DD, ONTAP Select I&. 70w 7 RL AIEERRERT/NA X
(VMDK) E TN b 7 R L RIEETTHERZER ((ERDNVRAM) ZT3IaL—btLET, LH L. NVRAMD/Y
74— XIIONTAP Select/ — RLEDNT =TV RICE > THBOHTEETY,

N—RJT7RAD O bO—Z%EAT=-DAS v k7 v 7DIHEE. NVRAMVMDK ADITARTHEZTIAH
IFRAICRAID O FO—5 ¥y v aTHRIAMINE O, N—RTUT7RAD I +O—-5 Fvywva
IINVRAMFT v v ar LTREBEL 9

VWNAS 7—F T U F v DiHBE. ONTAP Deploy I&. Single Instance Data Logging (SIDL) & W5 7 — k5|
& FEHALT. ONTAP Select / —RZBEHBMICRELEFT. COT— FIHEAIEBESTNTVBRIHRE.
ONTAP Select | NVRAM Z /N1 /A L. T—ERAO—RETFT—XT7I VS — MNIBEEEZIAAFE

Jo NVRAM (F. EFAAIBICK>TEESNTOVIDT RLAEGERTIDICOAMEATNE T,
CDHEBED X w FE. NVRAMAD 1 DDEFTIAHE NVRAM ODFXT7—JHROH S 1 DDEFIAAT.
—EQOEFTAHELOBETETZIETT, CDEEIX VNAS TOHFBEWTY, RAD OV rO—FFvyvan
DO—HIEZTAATDOLA T UIEIDIHL LI EVTZHTT,

SIDL #8EIX. ONTAP Select D3 R T D Storage Efficiency #aE & ISEIRMELH D £t Ao SIDL #EEIZ. X
DOAXY REFRALTT7I VS — LRIV TEDITEET,

storage aggregate modify -aggregate aggr-name -single-instance-data
-logging off

SIDL#&BEZ A TICT DY, EZFIAANTA—IVRAICEELEX T, 7UTG—FADODITARTO
()  AU2—LEOTATORPL—UMERY S —=EMICLIET, SIDL MeEEBREEMICT
DEHTEFET .
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volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

ESXiCVNAS%Z A %35 DONTAP Select./ — K DECE

ONTAP SelectiCid. EEX L =Y EDTILF ./ —KRONTAP SelectZ S XA ZDHR—EHEENTLE
o ONTAP DeployTld. CNH5D/ —RHAEILI ZZXZD—ETHRVLED . BILESXiRZ b EIZEE
MDONTAP Select/ — R %ZRETET X,

CDWERRIZ. VNASEREE (BT —42XL7) ICRLTOFEMTY, DASX kL —2 % FEH
() 7388, K2 B0 DEMOONTAP Select > 2 8> ZIFHH— b ESNE LA, TNBOD
ARV RAERLN—R YT 7RADIOY FO—S5%Had31HTT,

ONTAP Deployid. YILF ./ —RVNASY 5 XX DYIHABARC. BIL T 5 XX DEMDONTAP Select1 > X
BAUZANELHRR M EICERESNBVWELSICLET. XOKIE 2DDHRA S ETRET 32004/ —FRIZ
ZZDELWVEABIZRLTWLWET,

YILF ./ — R VNAS 75 XX DOFIEIE A

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

BA. ONTAP Select / —RIFTRR METRITTEEX T, TNICKD. FBEYIRBREP Y R— MTRADIE
BHAEEL. BLISREICHDED ONTAP Select / — KPS, EBRrHR3ELCHKR MEHBTZAEEED
HOET, FYRTYTTIE. VMDIET7 T4 =T IIL—ILEFEHTER L. VMware ', BIL HART D

_;_— R7ZIFTHLS. BLISRED ./ — RETOYIEN LR DE#* BENICEIETALDICT A2 HELE

() 7 F7I74=54 LTI ESXi£5 24T DRS AERICA > TLWBBENBD £ T,

ONTAP Select VM DIET7 7« Z T 1 IL—=ILZERR T B HEICDVWTIE. ROFIEZBEL T IV, ONTAP
Select 7 5 A RAIEHD HARTHEENTWVWBFEIE. X FZHADIARTD/ —REZDIL=ILICED S
MNEHLHD ET,
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Gatting Startad  Summary uunn:ur] Configure | Permissions Hosts VMs Datastores

“
w Senices

viphere DRS

v5phere Availability
- VEAN

Ganeral

Disk Managemant

Fauit Domains & Siretched
Chester

Heaith and Performance
iSC5I Targets
ISCSI Initiator Groups
Confinuration Assist
Updates

« Configuration
Ganeral
Licensing
Vibware EVC
VMHost Groups

VM Overrides

Host Options
Profiles
V0 Filters

VMHost Rules

M

Tyes

Networks  Update Manager

Thig lestis emply

Mo VM/Hest rule selected
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Name: |N| rodesinthe same Selec: clustes zannot b2 on the same ESKFost |

[] Enable rle
Type: | Szoarale VirLzl Machines
Desiotion;

The listed Virtual Machines mus: be ran on separae 13ts.

add. || Remove

\embers
5 Selectvii2
5p Selectvi1

[ U ONTAP Select” 5 X ZH50NTAP Select./ — RH 2D E. ROWTNHDIEBRHICKEDEICESXiARZX
FICER OO ZRgEMEDHD XY ¢

* VMware vSphere @51 > ZHIPRICE D DRS h7A& L\, £7-id DRS BEINICH > TLVERL,

* VMware HA JLIB £ 7= (3 BIBEH B L 7= VM BITHEBLEINZ /-, DRSDIET7 74 =T« J)L—ILHN
1IN TN3,

@ ONTAP Deploy|FONTAP Select VMDIZFiZ FEBIICEER L B A. 7lEL. IS5 XA XEHiR
ETIE. CDHR—FINTULARWVWIERHONTAP DeployAJ ICRMEINE T ¢

UnsupportedClusterConfiguration cluster 20180518 11:41:10.04:00 (NTAP Sefect Deploy does not support multipte nodes within the same cluster sharing the same host

ONTAP SelectX L —CAE=DILEE

ONTAP Deploy I&. ONTAP Select 7 5 A ZRDE/ —RICA ML —%ZEML. 54
O RELGETRDICERATEED,

ONTAP Deploy ® X k L —2BINEREIS. BIETOIX ML —J O ITH—DAETHD. ONTAP Select
VM ZEELTETICIETEEFA. KOMIC. AL—SEBMYAHF—REZBEIATZ M+ 74V %R
LExd,
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@ Cluster Details

Name onencdedSiP1s Cluster Size Single nade cluster
ONTAF Image Version 95RCH Licensing licersed
1Pvd Address  10.193.83.15 Domain Names -
Netmask  255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

» Node

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

CCTlE. REZHRIBIBOEBLERFEZCH LTI, BIFOT MY ANAR-IDEEE BIFD
BELFROBEDEE) ICHIGLTWVWAHRENRDHD XY, /—RFHRSAEVRATNBEZBRAZ I LICH
BZARL—UBMLEIZRBLET, RUICTABBREDHLVWS ALY RZA VA M—IILLTELLEND
DEJ,

BXZD ONTAP Select 77 U4 — MIBEXEBMT 3BEIE. FILLWANL—JTF =)L (57—2X87) ICEE
FEDXRL—=F=ILERBEONT =X 7AT 7M1 ILDRETY, AFF ICBTeN—VFUTa (75
wahBH) E&BhICA YA M—)LEINT- ONTAP Select / — RiZ. SSDUANDZ FL—%EMT ST
CIETEFEFHA. DAS EATFIFTR L= DBEDTR—FEINTULEHAS

O—AIEGEA ML =% AT LICEBMUTHEAZO—AIL (DAS) R bL—UF—=)LICT 2561
RAID ZIL—7E LT LUN ZEINTIER T A2HELHD £9, FAS VAT LEERKIC. FILLWAR—X%[F
CL7I VT —RCEBMT35BE81E. FILWLWRAID JIL—FD/NT #—<I > ZAHTTD RAID FIL—FEIFIEFEL
ICBRBESICTEIMRELRHD £, 7/ US— b EFRICERTIBEIE. FTILLRAID JIIL—FICRID LA
TIOMEBLTHEDLEFVEEAD. FILWTFIUTS—DPNT =TIV RICEZZEZEXTDICEBEL THL
MBHRHD XT,

TFT—=RARTOEFHT A DY R=— b INZIBARAT—EA ST IZBIEWVSEEIE. ACT—2XLT7IC
TUOATVRELTHLLWAR—IZEBIMTEFE T, ONTAP Selecth’ 1 Y A —ILENTWBRTF—H I +T
ICT—RAMTITURTY M EEFNISEBINTE. ONTAP Select/ — RFOMIBICIZFZE L FH Ao

ONTAP Select / — RHA HARTD—ERTH BHEIE. THICVWK OO DREEZEEBTIHNELNHD £,

HARTTlE. &/ —RIZN— b F—DT7—ROZIZ—E—DBATNET, /—FR1ICAR—IAEEMNT
2BE8F. /R 1ODIRTODT—ED/—R2ICLFVTr—rENB3LSIC. AEDAR—IAE/N— T
—/—R2ICEBMIZHBELHDET, 2FDH. /—F1DAREEEMLIRRELT/—R 238NN
T-BEIE. /—R2TEEBHINT., 778X T23HTETEFA, /—R2ICAR—IPEMETNZD
&, HAARYRDBIC/ — R 1 DT — 2% TRl RETDHTY,

NT A= VRAIDVWTCEHICERBITDIMNELHD XS, /—R1OTF—RIFE. /—F 2ICEHNICLF)
T—hrENhET, COH. /—R1DHLVLWAR—R (F—HRALT) ONXTA—IVAH. /—R20D
FLOWAR=R (T—RAKRT) ONTA#—IVRE—BLTWVWBRHRELRHD FT, DD, MAD/ —RIC
AR—ZA%ZBMLTH. FZA4772/0°RP RAD JIL—THAIMRBLR->TWBE, NT+A—<I >V RICRH
BENELZEENLHDFT, THF. N—brF—/—RICT—R2OIE—%2FEFT3-DICERAINS
RAID SyncMirror 2LIEHEE T,

HARTZDOBEAD/ —RTA—YRT7 I LATEZBREZBEPRTICIF. /—RFTLIZ1 D G52 D0EZ

RITITBIHLEDHDET, BXAML—TVEMAET, @AD/ — FICEMDAR—IADBBERDET, &/
— FTHRELGEFRAR—XIF. /—F 1 THRELBIR—RE/ — R 2 THREBRAR—ADEFTTI,
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EBEy R 7Y T TlE. 22D/ —KRHEHDH., F/—RICIEZAR—ZIAD30TBDOT—RALT7H22HD
£9, ONTAPDeploy I£2 /— RIS ZARZ%ZERL. &/ —FRIEFT—XALT7 1 D5 10TB DAR—X%E
FAL &9, ONTAP Deploy I3. &/ —RIC5TBDT7 I T4 TAR—A%EHRELE T,

RORIFE. /—R1ICHTRIE—I ML —VDEIMREDERZRL TULWET, ONTAP Select |35| EFHiE &
J—RTERLCLEDA ML= (15TB) ZFERALET, 7=75L. /—F1ICIE. /—K 2 (5TB) &b 772
?47@2#&—9(1MB)ﬁ%DiTOﬁE®/ Rig. &/ —FHH5—FD/—ROF—20OIE—
%$Zhjétwsmék%munijo —RZART1ICIETBICEZTIR=ZINEL>THED, T—E2X
F72IERTEETIR—ADEETY,

cBRERRD  1EDR ML —YVEBIMREFROBIDETEESTRE Y

ONTAP Select ONTAP Select
Node 1 Node 2

HA Pair

= e
Node 1/Aggregate 1 (. =4
10TB e Node 2/Aggregate 1
5TB
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space In Datastore 1
S : : 1578
e -y
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB ~ Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB

J—RA1TEHICAML—VBMUEBARITIZE. T—RALT 1DERDDEZIAR—RET—RAKNT 2
—EHMERINET (BEDLEREZFEAR) - RVIOANL—JEBIMMETIE, T—X X7 112K >TL
2 15TB DZEZAR—ZAMMERAINE T, XOXIEZ. 2 DBDXA ML —CENMLEBOERZRLTVWET, &

DEST. /—R1ICIE50TB D7 VT« TT—ENEETICHD. /—R2ICIFTD 5TB BB D £,

BRERSD  /—F1ICHTZ 220X ML —UEMREROEIDETEESRE

ONTAP Select _ ; : ONTAP Select
Node 1 — Node 2
HA Pair

— — Node 2/Aggregate 1
— 5TB 5TB
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

AEEMEERICERAINZRAVMDKY 1 XIZ16TBTY . 75 XX EFIRIERICER TN B R AVMDKHY
1 Z1E5| EHTEI8TBT Yo ONTAP Deploy Tl A (2T I/ —REFLETILF/—RKIFRER) CEM
TNBBREICGL T, BAEY A XDVMDKIMER SN E T, 7275 L. FYMDKDORAY 1 Xid. 75 XXk
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BHRERIFBTBZB R TIFHR 59 X L —2EMMEERIF16TBZEB R TIEHD EH A

Y 7 b 7RAID%Z R L 7-ONTAP SelectO B E DIL5E

AML—CEMUVs Y —REFERTDE. V7 7 RAID ZfEH LT, ONTAP Select / — ROEETIC
HIREEEPTENTEET, COTrH—RTId. FEHTIEELR DAS SDD RS54 JDOAMNRTR I N,
ONTAP Select VM ICRDM £ L TR wEY I TEET,

RESAEVRAE1TBHEATEY I LIFITEFIN. VI U7 RAD 2FERT3581F. BEEYIE
BIC 1TB BAITEY T EIETEF FtHA. FAS FHIZAFF 7L AICT 1 AV ZEBMT 358 ERHEIC. 1
BIORETEMTEZ A ML —YORNBEIE. FHEDEBERICL>TRED XTI,

HART7 Tl /—FRIUCARL—=U%EMTICIE. / —ROHART (/—FR2) THRELHE
DRSATHEARTRETHIVELRHDEFT, O—HILRSATEVE— T4 RIVDEA
C) . /—R1ED1DOX ML =Y BIMNREICE > TERSINE T, 2FD. UE—FKRSAT
& /—FR1OFLWRA ML —IUH )/ — R2ICER TN, RESNTVWBRCZHERTB7HIC
FRINES, /—R2ICO—ADIITHERERI L —CEEMT 3ICE. B0 RL—28
M. MAD ./ — R TRHEOEED RS ITHERRIRETHINELHD £,

ONTAP Select (. FTILWKRSA T ZBEFEDORSATERALIL—b T—&. T—FZN—=FTa>3a>Il/N—TF
43=ZVJLET N—=FTa>a=>J0BIF. HILWFI VS — NOERKE. £IEBEOT7I )45 — K
DIFREFICEITINE T ESTARIDIL—EN=—FT 123> A4 TH A X BET 1« RV DEEDIL
—cN=F 423X E—HITBLSIEKRESNET, LIeH>T. 2200ELCT—EN—F1> 3>

A ZIDEFNENIZDOWVWT, T RIDEHBRELBIL—MN—FTa0> a4 X %=5|\WiEx 2 TE|o 7

ExEHHETEET, L—MN—TFT 023 >RA AT A XIBET, ¥V A2y b7 v TRIRD K
SICHEINE T, BERIL—FIR—RADEET (VT /—RISREADIHEIL68GB. HARTDIFE
I$136GB) %#. RHIDT A RATEDBSARTRSAT NI T4 RSATHEF|IWHTEIDEd, JL— N
— T4V AVANSATHAXIE, PATLICEBMENZIRTORSA T T—EICHED LS ICHEINE

3—0

FLWTZIUSY— 2T 358, BELRR/NRSA THIZ. RAID 21 7. &K ONTAP Select / — R
NHARTDO—EHESMIE>TERDET,

BEOT7IIVTF—RIZANL =BT 2B81E. THICEBIRTIELNHD £, RAID JIL—FHER
BABUISZELTULWAWESIZ. BIFEDORAD JIIL—FICRSAT#BMTEET, BIFED RAID ZI)L—FICRX
EYRILEEBIMT ZBORED FAS £ AFF DRA N TS0 T4 AN I THEHAIN. FILLWAE Y RILIC
Ry FRARY O TEZENERIFEHELBDET, £/, BEIFO RAID JIIL—FICEBIMTE3DIE. T—%/N
—TF42aYOHAIINELINENULDORS A TRIFTY, s Lic& SIS, T—EN—F4>3a>DHA
XlE. RSATOYBHAICIZERDET, BMTE3T—FN—Ta0>arhBEON—Ts>a>EDK
FWEE. FILLWR S JIX@EYRY 1 XIHABINE T, 2FD. FILLWERSAJDBREICIIERINAE
WEBRHFED £,

FLOWRSAI2EARALT, BBFEO7 U5 —bDO—E LTHLWRAD JIL—7%21ER T2 HTEE
T, CDHBEE. RAID JIL—TFDHA XIFEEFED RAID )L —F7DH A X B L THAIVERHD £,

ONTAP Select Storage Efficiency® 7R — k

ONTAP Select Tld. FAS 7L 1% AFF 7L - £ |ZIZ[E U Storage Efficiency 7+ 7 3
vHREENF T,

A= TS5vaVSANEIGAB 7Sy a7 L1 %2 {EHAT 30NTAP Select (RZENAS (VNAS) IBiE
IZ. SSDUANDEZEEHRA ML — (DAS) %EHTB0ONTAP Select DRI IS5 U F 4 RIS BELH
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D&,

SSDRZA THREHEDDASA L= TFLIT LAY ZABBNE. FL WA VR ~—)LTAFFICElFz/N—
VU T« B EEBRICENICED XY,

§$EMEN—V+U%4ﬁ%%%Q\m@4>34ySE%%ﬁ4yzh—wﬁuaﬁmtﬁ%nﬁoi
A VI EONE— VR

* R a—LAa 251 VEEHR

* RV a—LNyIT S50y REERR

CTRITATA T4 VEHE

CAVISAYT=RAYNITaY

C TIVIT— b S A VERR

CTIOVF— RNy O T ST REEIR

ONTAP Select T7 7 #JL kDT AR T®D Storage Efficiency R —DEMICHE>TWVWB I EZFEET 3 IC
IE FLLKIERRLT=R) 2a—LATROOAY Y RERITLE T,

<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

9.6LABEN S5 ONTAP Select =7 FJ L — R 9 3551, Premium> 1> X% DDAS SSD
AL —2ICONTAP Select Z1 Y A b—IL T B3HENHD EF, F7. ONTAP DeployZ £
@ L7 5 XA2DHE1 >R ~—JLEIC, Storage Efficiencyz BMICT 2 *F T v IRy IR %S
VICTBIRENHD £, URIDEHFIHINTULWRWEEIZ AFF ICBTeNN—=VF T2 D
RAKONTAP 7y U L—RZEB#MICTBICIE. T—bEIBZFHTERL. /—REUT
—FIBRELRHD FT, FHICOVWTIE. TI7ZAHIILYR—KMIERAVWEHELIETL,

ONTAP Select M Storage Efficiency:%E
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MRDORIC ATATRATEV T D754 R LT, EHARIEEA Storage Efficiency® 7> 3 >,
T 7L ETER. £737 7 1)L b TEWLEHHERE SN T UL B Storage Efficiencyd 7> 3 > &RLEF T,

ONTAP Select DHEAE DAS DAS VNAS (3RTDS1t>
SSD (FL X7 LZFfIE HDD (TRTDHDS1tEY R)
TL I 7 LXLAMA) 2)
1> 541 > O%H o (F7#IHK) o:RUa—LBMTI— o:RUa—LBfITI—
HHEML HHEML
RUa—LAVSAVE o (F7#ILE) FRTETEEA HR— bR
B
2KDIUSAVERm ( ol R)a—LBATI— o:/R)a—LBMHTI— HR—FXRA
ZORERE) HhHEML HHEME
BKDAYSAVEME (7 o (TT#ILE) o R a—LBMTI— HR—- RN
A FT 1 TEHE) HHEME
NI 59 RERE HR— bR o R)a—LBMTI— o:R)a—LBUTI—
HHEML HHEME
EMERF v T EYAN EYAN ol R a—LBEfITI—
HhHEML
AVSAFT—=R2AVIN o (FTAILE) o AR a—LEMNTI— HR—rEFRHN
vy HhHEML
aAVNTSaIVRAEvF  1E0, E{AR HR— bR
TIVTF—rA4YS54Y o (FTHILE) ZE%L HR— xRN
BRI
R)a—=LNyIT3T o (TT#ILE) o R)a—LBMTI— o:R)a—LBUTI—
> REEHR HHEML HHEME
TOUG— Ny o095 o (FTHIE) YL TR~ bR
U > REEHR

MONTAP Select 9.6 Tld. FTLWS 1t > X (Premium XL) £EH LWMB A X (KiFE) A R—kSh
F9, 112 ABRELVMIEZ. VI o7 RAID 2R 9% DAS B TOA Y R—brEhExd, /N\—R
7 £ 7RAID £ VNASHERIZ. 9.6 1) — XD AR ONTAP Select VM TIEHR—rEINEH Ao

DAS SSD #Ei D7 v 7o L — RENMEICEYT 2.3 2F1E
ONTAP Select 9.6 f#ICT7 Y I L—R LB, LIFSLKFE XY system node upgrade-revert show
BIFED R 2 — LdDStorage EfficiencyDEZHEFR T DR1IC. 7y I L—RARTLIECEZRTIATV R,

ONTAP Select 9.6LA&ICT7 Y U L— RSN AT LTI BIEQT7 I VS — N FlEFTICER SN T
)= MIERSNTFHLVWARY 12— LOEEIX. FIRORBETERSINTAR) 2a—LERLT

9o ONTAP Select A— KD 7w I L—RZETITBIHEFOR) a—LICIE. FICER LR 2 —LK
IFE AL L Storage Efficiency R —HDEREINEITH. W<OHDNII—23>hHD T,

o)A A1
7w I L—RaEic. R 2—LdDStorage Efficiency’ R > —HERICHE > TLARWVEE :
* ['space guarantee = volume | DR 2—LTId. 1> >T7—RAVNI> 3>, FIUF5—b

AT VEER. BLUVT IV — NI 750 REEFRIIBMICED A, TNH5D
FFoavid. TvFIL—REBICBMITEET,
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* 'space guarantee =none' DR 2 —LTIE' Nv I I 70 REEIDEDICH>TVWEREAZDLT TS
IV Ty TTL—REICEMICTEET,

* BBIEDR ) 21— LD Storage Efficiency R > —Idk. 7v I L —RRIC auto ICRESINE T,
>FrIF 2
7w 7 L—RHEIC. R 12— LdDStorage Efficiencyh g TICEICE > TWBIHE
* 7w U L— R1RIC 'space guarantee = volume HY8E SNTcR ) 2 —LISEWIH D FEA

* 'space guarantee =none' MR 2 —LTld. 7IVF—bNv OIS0 RERIBREN A ICH->T
WEd,

* T storage policy inline-only 1 BM¥EEIN/=AR) 2—LDR) > —(F auto ICERESNTWLWET,

c A—HEZDIA ML —URRER)S—DERESNTZAR) 2a— L. TAR=IAF¥Z 2T+ =none
1 DERESNTZAR) 2a—L%ERE. RUD—ICBBIEHD FHA. CORYa—LTIH. 7TV 5—
N DTS REEBIRINBEMICHR >TVWET

2y bhD—%>T
ONTAP Select> v kT — 27 OB 5

F£9. ONTAP Select FRIBICEHAINS—MMNERY NT—J DB 2B L ET, X
IS VTN —RIOSRRAETRILVF /) —R IS RRIINWLRT BHHE e F>oa>zhE
L E9,

YRRy bO—2

YRRy D =013, EICBBERBRBLAV2IAVFUIAVTSZRMETS LT, ONTAP Select 75
AABBETR—bLET, MEXRY bT—TICEET BZEAICIE. NAN—NAHF =R b&. [REEICX
Ty FEENlcRy hD—ORIBORMANZTENE T,

RALDNIC AT 3>

£ ONTAP Select /\ 1 /IN—NAH—KRIAME. 2 D2F7F 4 DOYER— b E2FRALTHRETINELHD
F9, BRIZIERIE. RICSRTVL DO DERTRED XY,

* 7 ZXBIZ ONTAP Select X MH 1 DU EEEFNTULEHESH
CEHEINTVWBRNAIN—NAY—DARL—T 1 VI RT LA
*RER A Y FORERE
* 1)U T LACP BMEREINZHhESH
YIEZ Ay F DR
YRR A F DT ONTAP Select IRIED Y R— SN TWVWERZCZHR T AUNENHD T, YWEX1v

Fid. NAN=—NAF—AR-—XDREBRA v FEHMEINE T, BRY BBRIE. WS ODDERTRED F
Yo TRERFHEIIRODEED T,

s WER Y FT—2 EAER Y T — 0 ODBERET BI0IEE S TAUELVTT D,
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TRy RNT—JCEERY b - DORBEHIFT BN SH
* LAV 2VLAN BEDKSICRESNE T,

WmIERY NT—2

ONTAP Select |52 DDELZHEBXR Y b T—0%FERAL. XA TICIGLTRS 7o v o= D8 LET, BK
BICIE. b7 v ID IS RRADKEI MEETRN. F7AZONBICHDZIARL—=J0F4T7 2 RRPED
MDOTIICEELX T, BEBRYNT—I%FHR—ET3DIE. \NAMN—NAHF—=IZL>TEEINSRE
A1 YFTY,
RERRY kT —2

TILF/—ROUSIABETIE. B4 D ONTAP Select / — Rz L7z TR =w bDO—o%ERALTE
ELET. CORYMIT—2IFRNATNTHEST. ONTAP Select 7S ZAXARND ./ — RONEBTIXERATE X
Ao

() ABEy FO—SETLF/ — RIS RRICOBNELET,
KBRS Y T — 2RO & 5 B ENS D £ 7

* RDONTAP VS RBZALZ T4 v I DIBICHERINE T,
A &
° High Availability Interconnect (HA-IC ; HAf > X —x%J )
° RAID FH#AZ 5 — (RSM)
* VLAN [CED<KCE—DLAIV 2Ry D=2
* 289 IP 7 K L X|& ONTAP Select IC& > TEIDHTHNE T,
° IPv4 D&
° DHCP I¥fEAThEEA
Yy oO—hAILTRLZR
* MTU H#+ X7 7 #JL kT 9000 /N kT, 7500~9000 DEFRN THETET XY (AHOEEZD)

NEBRY hD—2

AERy T =21, ONTAP Select 7 5 RED ./ —REMIF AL =20 54T R BELVZEOMDT S
SOBMDEZ T4y O RMIBLET, ARy T —JEIRTDIFAZBRRICTENTED, XRDELS5%
BED B FT,
* D ONTAP b5 74 v I DIBICERTINE T,
°7—4& (NFS. CIFS. iSCSI)
c B (VFRRE/—F, BEIZIELTSYM)
c UZREM (T2 3aY)
* WEIZIGLCTVLAN ZHR— b ¢
© F—BR— -
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o BIER— NI

c BEEICLIREDERABICEOVWTEIDETSNBE IP7RLXR
° |Pv4 7| IPv6

* MTU H 1 X177 #JL T 1500 /N b (FAZEETRE

NEBR Yy T —21EHS5PBHTA DI IRICHIGLE T,

REITS DRy FT—DEE

NAIN=NAHF—=FRAME. WO DRy bT—UEeERIBHLE T,
ONTAP Select &, RAET S > %BEL TROEREZFIATET X,

REI>DR— b
ONTAP Select TEEHETZE 3 R— rHWVWK DB D F T, BEIDYTEFERIZ. V7 XZ2DOTAIRE. W
<O DOERICESWTITONET,

RAEZA Yy F

vSwitch (VMware ) F7=I% Open vSwitch (KVM) ICEARAEL<. NI N—NAF—ERBRORER 1T v
FYITRITT7IE RETS VDA TEIR— M EYIEAL— Ry ENIC R—MIEELET. EFNEN
DEBICH L T, & ONTAP Select 78X ~iZxt L T vSwitch 2R E T AHELH D £9,

ONTAP SelectO> > J )L/ —RELUNILF/ —RDxy T — U8R

ONTAP Selectid. > T/ —RERILF/—ROmMADRY N — U= TR— b~
LEd,
VTN — KRRy b= U

2L/ — K ONTAP Select R Tld. V5 RXAE S5 T4wv I HARS T4 v I S5—r53T74v N
HELBWH. ONTAP REERY b T =13 EHD T A

ONTAP Select DT ILF / — AR EIZEA D . FZFONTAP Select VMICIEZ3DDRIERY KD —0 7R T4
MNEFN. ONTAPRw T —27R— kela. eOb. BLVelclciRtEINE 7,

N5DOR—bZFEALT. BELF. 7—&2LIF. 75 XZMELIF DU —EXDEHEEINET,

KVM DR&

ONTAP Selectx=> > JIL/ —R VSRR LTEATEE T, NTN=NAIHF— R MIIE. AEBRY D
—IONDT IV AZRET2REIAM Y FHAEENTULET,

ESXi

ROEIE. ThoDR—~EBBERZYNPET S T2OBEFRZRLTVWET, TORIF. ESXi/NA/N—/\1
H#'— EDONTAP SelectV S XX/ —FZRLTWVWET,

* o> J)L/—FK ONTAP Select 7 5 R A D%y N T — TR *
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ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO

;
Active-Active NIC = et
Teaming eth0 ethl

Corporate
Network

(D 2 IM/—FI52810E2 20TETETHHITIA, NIC F— 3 VI BKETT,

LIF D&IDHT

CORFaAXVFDTILF/—RLFEIDYETEI 3 Y THEINTWLWS L SIC. ONTAPIZIPspaces% {48
LTOSRE Ry bNT—=0 bS T4 v 0% T—RELVEBIN S To v IdDBLET, COTSV T
F—LDIVTIL/—R NITYRIE 952 2y hT—=0F38FhFEFEA. LEDNDT. V5 X4—
IPspacelC i3 R— D EFELXFHA.

@ ISR /) —RDEELIFIZ. ONTAP SelectZ S X 2Dt b 7w THRICEESNICIERR I N
F9, BOODLIFIZT FOA XY FERICIERRTE X9

BIELIFT—4LIF (ela. eOb. elc)

ONTAP /R—  ela. eOb. eOcld. RDRXATD T4 v I ZNIEY B LIF DEFER— & LTEES
nFL7o

*SAN/NAS 7O rIJIWD KRS T4wv% (CIFS. NFS. iSCSI)
CUSRA, /=R, BLUVSYVMODEE NS T v Y
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* US2LMEZ 71w 2 (SnapMirror . SnapVault)

NIF/—F 2y bT—U1ERK
YILF ./ — RONTAP Selectry b T —J1BHIF2DD >Ry b T —J THEEINE T,

B VSREBELVABL TV r—> 3> U—EXZRBETIRERY hT—0 8. TR T7IEXR
EFIUVEEBY-—EXZRHETINBRY FT—ITT, CNB5220%Y N T—JRZRNBDZ T v D
ZIVRY—IVRTHBMITZLEIE. IS5 RXXDEENIELLRREZERT S LTHEREICEETY,

CNS5DRY FT—ZIFRODBISRENTUVWEY, Thid. VMware vSphere 75w b7+ —LETRTEN
TW3 4 /—R®DONTAP Selecty 72 2%ZRLTWVWET, 66 /—F. 8 /—F. 10 /—F. ELV 12 /—
FDYZRE2—ICIRERDORY bT—0 LATIEHBD ET,

& ONTAP Select 1 > XX > RlE. BILZDOYPEH—NICIFELET. RIBES T 0 v EHNEB

@ ST vOlERl2DRy hD—OR—bTIN—THEFERBLTHEINE T, Y NT—TR
—r =TI RIRERY F D=0 AV B—T A RCEIDYTH N, 75RE/—RIZAL
YIBRAYFA VTS5 HBTETET,

ONTAP SelectYILF/ — RIS RZx%y b T —JERDOBIE

Frr————
NetApp 1. T a
OnCommand ||} :
Suite [ 1 ml Cheq_t:f;gocai lgﬂ CIFs f [;‘ﬂ
% : 3
~ ! ]
Shaed . T ONTAP-external NetwquT |' |
=] | i
| ONTAP-intemal Network | |
;
B Faeeacn e B ey Tee il sty gl | gt e R s R S
gcr’c:tups : pgaxt Vi : . po-ext e : : paax vﬂ'ﬁﬁa L ' paox v :
|7 Select-a ; |— Select-b ] w | Select-d ]

% ONTAP Select VM (CI3. 7 DDFy bT—2UKR— b, ela~e0g Dt k& LT ONTAP [CIRRENS 7
od)ﬁi*ﬁzu FO—OT7ETEINEENTVET, ONTAP ZCNSDTHTRZYIENIC & LTHRUVWEY

« REICIHMRIEENIC THDO., RIELEhicRy b - LAV 2B L TEDYEA > F—T 1 RUY
‘y ELIENET. CORb. BRRT 1 YT F—NIC 6 DOMERY R T— 5K — FEBET SHBEIESH
HEHEA.

(D) ONTAPSelect WM IcfRi8% v F D=5 74 T2 BMT B LIFTE E A

CNSDR—FE ROY—ERZRET B LS ICERBESNTLET,

*efa. eOb. 5LV elg : BELIF & T—AXLIF
*elc. e0do V5 RAFRXY hT—2 LIF
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*ele. RSM (RSM)

ce0f tHAM>Z—x%J b+
R— bela. eOb. H&Ve0giEAIBRy FT—U EIZFEELF T R— beOch 5elflFWLV K DO DRE% B #dE
ZRITLETH. 2 L TASBSelectry b T—U%ZBELET, Ry M T—UFRAZRET R EEIE. C

NESDR—bZ2B—DLAV-2xy bT—VICERETBZHRENDBD X, CNSDRBT7 I TR —%R1E S
Y hT—UETORI BBEIEIHD T A

CNSDR— b EBERBZYIBT AT XOBGRZROKICTILET . CORIF. ESXiINAT/N—N1H#—FE
D1DDONTAP SelectZ7 T XX/ —FZRLTWVWE T,

*II)LF ./ —RONTAP Select7 S A X D—ETHBIE—/—RDRYy FT—U1HK

ESX ONTAP Select VM
Data, Mgmt,
Hypervisor
Services
Port Srowss ONTAP-internal ONTAP-external | | vmkernel
‘ vSwitch0
L eth0 eth1 eth2 eth3
Active/Active

NIC Teaming i_

Non Routable

Internal External
Network Network Routable VLAN

RS T v I ENBRS T4 v I RBERIYENICICOBETEI LT, XY R T—0 DY —ZADTR+9
BT7IVCR%ZRE. DATLICEENRETZDZEHTET, I5IC NICF—IVJICKBENICED, B
—DXY D=0 PR TRICEBEDNRELIBETH. ONTAP SelectZV 5 XX /—Rlgxy kT —0OAD7T
T AW TETED,

VLAN

ARy bDT—0 K=k JIL—TFEREBRY bT—0 R—k JIL—TFOEAIC. 4DDNICT
S TR RTHHBIICEEFNTVE T, SRy D=2 K— bk TL—TROTI7 1 7

() &= ri RERY FO—IRORES /T K= F T, WIS, RERY bT—2 K=k o
W=TRDT7 I T« R—hrE HEBRY bT—0 R— bk TIL—TRADIZ 2 NA R— kI
BDET.

LIF D&IDHT
IPspace DEAICLEL. ONTAP R— bO—JLIFBELESNE L7 FAS 7L E[EERIC. ONTAP Select 7 5

ABRIET 7 # )L b IPspace £ 5 XX IPspace DEANZENE T, *v hT—UR—bkelda. elb.
e0g =7 7 #JL & IPspace ICEEE L. R— b e0c & e0d %2 5 XX IPspace ICEEET S T, CNHDKR
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— MO FRBAD LIF 2 AR T BT 213w <D E L. ONTAP Select 75 R AADED DHR— ME.
VR—T A ZADEBEDHETCEEBEL CTERACNTABY —EXREZRHELEFT, RSM1 U EZ—T T4 AR
HAM VR —OX O bR =T A REERIC. CNESDHR—KMZONTAP > T ILEBLTT7IERXTBC
CIETEFE A

FARTOLIF I ONTAP XY RU TILA B TP IE X TEZDIFTIRBD Ao HA A X —
@ A R AV B—T T ¥ RSM « ¥ 2 —T T+ ZI% ONTAP D5 IEBH SN T, RECE
AN TENZNOY—EXZRELF T,

FYRT=OR=—FELFIZDOWTIE, COHEDEISa>THLLEFHBLET,

EELIF5T—4%LIF (eda. e0b. elg)

ONTAP ;R—k e0a. eOb. e0gld. KDRATDEZ T4 v I EIEBT S LIF DIEER— b LTEES
ni l./TCO

* SAN/NAS 7O RO FZ 71w (CIFS. NFS. iSCSI)
*USRE J—F. BLUSYMODEERNSTrv D
* VS RAMEZ T4 w2 (SnapMirror . SnapVault )

@ SRR/ —RDEELIFIZ. ONTAP SelectZ S X 2Dt b7 v THRICESNICIERR I N
F9, BOODLIFIZT FOA XY FERICIERRTE X9

9522y hT—2 LIF (e0c. e0d)

ONTAP D7R— bk eOc & e0d |F. VT RABA VR —T T4 ADK—LR— b L TEREINF L. &
ONTAP Select 75 X4/ — RATIE. ONTAP Oty 7w FEHCU >o0O0—HILDIP 7RL X (
169.254.x.x ) ZFEALTEIMIC2 DDISREAAVE—T 1 ARNERINET,

@ NEDAVA—T A RICENIP 7RLAZEDYTEZ I TEEFHA, £ BMOY
SRR AVRA—=T A R%=ERR LEBEWVWTLIEE L,

VSRR " T=0 53 T4 v 01d BLATUITIL—Tao 27 ENBVLAV—2xy T —J%ZEH
TRIBENBDET, VFRXZDAIN—TY bELATUIDEHRIZED. ONTAP Selecty 5 X 2 = ¥IEH
WA LIE (TR xid. JILFNY I B—DT -8Rt %) ICEBIBHENHD £, WANET:
ISHIBRICRENTSIBFRZ N L CTHA — R Z0BEL TL 40 6. 8. 10, Fl3M12/ —FRDR LY FISIA
BRZBRIBZCETR—FINTVWELEA, XTI —2—ZEA LIRS/ — FIBRMNMTR—FEh
TWET,

FICOWTIE. #BBLTLLETWVW2 /—RZ L wvF HA (MetroCluster SDS ) ODARZA TS5«
2"

9528 Y RT—2 £5T4 v IDRARN—T Y FERRT BB, DR bT—2
A=k v >R 7L—L4L (7500~9000 MTU) ZERT 3 LS ICEBEINTVWET, 77

() ZBEELKEMESEBICIE. ONTAP Select 7524 / — RICRERR Y kD —2 $—E 2%
BT S LROTATORBRA v F EWRBRAA v FTIv >R TL— LAEMICA>TVS
CCEBAL TS,
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—hHREETNEFT, REZUNT U NROARER— FDIEFH. 2 DONEBR— bk JIIL—TRETERERICAN

BbHoTWLWET,

* /S\— k1 . ONTAP Select AZR— KT IL—TD

Se. ONTAP Exaeowmal - Ean Semteags
Py opertaes.
S By
Traffe stuspursy

=~

X RE

* /N\— bk 2 : ONTAP Select NEPR— LT IL—FDHRTE *
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ropertes
Securty fetech
Traffic shagang
Faonmey' or ey
"f Swmimide
Acive adapies
il o
Stancly’ adaptess
ot
et
Al eneicd Ly
Unaised adaplers

0K ¥
B3I EZELT. XOKLSICEIDHTET,
ONTAP - 4\E ONTAP-External2
TOT4TT7RTR . vmnich AZANATR TR TOT4TT7ETE . vmnicT AXVINATRTHE .
vmnic7 « vmnic4 . vmnic6 vmnic5 . vmnic6é . vmnic4

KOEIE. RERY b T —OR— T IL—FDHE ( ONTAP-Internal & LT ONTAP-Internal2 ) ZRLTW
9, 7974787 FTRF. ERZRZYNT—TOH—KEH5DHDTYT, COFRETIE. vmnicd &
vmnic 5 [ZE CYIR ASIC EDFT a7 ILAR— R THD. vmnic 6 & vmnic 7 IEBID ASIC LORIRRDT 27 )L
R=FrTYo XAANA TR TRZDIEFISHERBED 7 A ILA—N—%HL. AERY bT—0DHR—FIE
RRICBEDET, REZYNA) A OATR— DIEFRSH. 2 DOWER— I IL—THETRRICANED
h%d,

* % 188 : ONTAP Select REfR— b T IL—TERE *
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Clowmsa iz ’

o oz

i axkagers
W ol
Slancdry adaplirs O ST O A oo 2
W etk
i mach
lm!h
Uenried acigher s

Satect it and standy adietey. Curing wiadoves, Stardby aZanters avivite i e order specsied asow

[ [ omen |

* % 2% . ONTAP Select RERR— cF)IL—TF *

S 0

Lodd Bakaneng Dm Fota s on angnbng el pad

Propertes
Seculy Network (ihow dilechon [ Ot L 2 o0
Tiafi shoprg S —
ST

[——

[l neride

ek
Sty bagtEr s
ik
Wl it T
W i
Iiruriind st s

Selert it ind standly adictirs Dumng 4 v, stindly adioters ativith i Gl Gpdcsied ibom

Lok || coma |

RBY3EZERBLT. ROKIICEIDETE Y,
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ONTAP - HER ONTAP-Internal2
TOT4TT7RTR . vmnicd RAZAVINATR TR TOFT4TT7RETE . vmnicb AXVINATRTH .
vmnic6 . vmnic5. vmnic7 vmnic4 . vmnic7 . vmnic5

EEE-IEPE vSwitch BL U/ —RIZ 2 DDYER—

2 DDOEIE (25/40Gb) NIC ZEH T 3358, #HREINBZKR— b JIL—THERIZ. BERBICIE 4 DD 10Gb 7
AT 22 ERLIBREFBICBUTVWET, MBT7R T 2% 2 DREIFTERAT3HETH. 4 DOKR—F T

—TZERATIHEDNHBDE T, R—b JIL—TOEIDHTIFIRDEED T,

R—=rIIL—7F AE81 (e0a. eOb WER1 (eOc. ele HEF2 (e0d. e0f #EB2 (elg)
) ) )

TIOF4 T vmnicO vmnicO vmnic1. vmnic1.

2N vmnic1. vmnic1. vmnicO vmnicO

* J—RZrIC2DODEXE (25/40GB) #IER— k%% Z 1= vSwitch *

Hypervisor
h— services
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A

1The port groups attached to the virtual NICs are configured to use one NIC as active and the rest as standby.

2DDYWIBAR—~ (10GbIUT) ZFEATBBE. ER— b IIN—TFIRETIT1 TT7ETRERZINATH
TEADBPEWVMIRFCEBHRINTWVWBIRELRHD £T, REBBRY FT7—21F. <ILF ./ — RKONTAP Selecty 5

ARIIDHFELET. 2T/ —RISRADBE. MADT R TZ2NBR—ITIN—TTT7 o747
ELTHBRTEERT,
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RDOFIE. vSwitchE Y JLF ./ — KONTAP Selecty 5 X Z DRERE K UONERBET —E X ZMIBT 320D
—cIIL—TOEEETRLTWVWET, AEBRY FT—2VMNICIZZDR— T IL—TFD—EFTHDH. XZ>
NTE—RTHERINTVWS=H. XY hT—IBENRELIBE. ARy NT—TIZRERY FD—
JVMNICEFERTE XY, ARy b T—IDHFEIEFEICAEDE T, 20DKR—bIIL—TBTT7 I T«
JVMNICE ZZ Y INAVMNICZREICYIDEZ B id. *v b7 —2{=LEFDONTAP Select VMDIE L L
TJTxAINFA—=N—ICE>TEETT,

* B/ —RIZ2DDYIER—F (10Gb L) %z 7= vSwitch *

Hypervisor
services

vnics
Port groups
ESX -
Standard
vSwitch
VMNIC1 VMNIC2
Controller A
LACP %= {EH L 7= 8 vSwitch

DB vSwitch ZBETHER T 2BEIE. Ry N7 —UBRZE51LT37HIC LACP ZFATE XY (=72
LRRANTSIT4 RATIEHDEFEA) o HR— TN ZHE—D LACP B Tld. §RTD VMNIC % 1 DD
LAG ICEEODBZIRELRHDFT, 7Y TV IDYEBIA v FIE. FYyRILADIARTDR—KT7T.

500~9 . 000 O MTU ZHR— b T B3HENBHD FF, ONTAP Select DREBPRY R T—0 EAZR Y kT —
JIE. R—=RrTIL—=FLRILTHEHTEIHNELHDFT, ARy NT—JFII—Ta0>T73INAEV (DS
n7=) VLAN ZERTINELHD £9, ARy bT—TIE VST, EST. £7/LIXVGT 2EHTEXY,

I, LACP ZfER L7=98X vSwitch DEREHERL £,

* LACP AK® LAG 7O/NF ¢ *
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Mame: |0N‘I'AP-LAG

Mumber of ports:

Mode: [ Active =]

Load balancingmode: | Source and destination IP address, TCPAJDP portand VLAN | ~ |

Port policies

You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Crvemide | VLAN truniing

VLAN trunk range:

MetFlow,

* LACP W"EZN72 38 vSwitch Z £ 258K — b 7L — TR *
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(O ONTAP-Btemal Settings =[0fx]
|Route based on IP hash -
|Link status only -~
[ves 2
[ves =
Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name . 1 Move L
Active Uplinks —Dl
ONTAP-LAG e Do |
Standby Uplinks
Unused Uplinks
dvlUplinkl
oK Cancel

* LACP "B 8K vSwitch Z RS Z2NEPAR— b J )L —THEAL *
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- |0} x|
v —Poliges -
[ Policles Teaming and Failover
Sacurity e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
VLAN ! ity " 5
Network Failover Detection: |Link status only -
st b Notify Switches: |Yes -]
Miscellaneous Failback: |‘|’e-s LI
Advanced
Failover Order
Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.
Name ' _
Active Uplinks v |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl
O Cancel

LACP Tld. Pw TR MU—L X1 wF F— hEF—k Frale LTRETZRELHBD
() #9. H#vSwitch TCOREEBMICT BRI, LACP HIGA— b F ¥ RILMEL < BES
NTWBCEZREL TS L,

ONTAP SelectiJIE 2 1 v F DIERK

UGN AAYFELIUVOVILFRA Y FORFBICEDLSTYTA M) —LDYBRER 1 v
FHERDFEM.

REXAYFLAVHOOYIBERA Y FADERFEZRET BERICIE. TRBRANBETT, Vv TFRKY
—LDOYPER Y hT—JL AV TH., LIV 2VLAN ZERLEDBEICE>T. REBIZRXAX T Trvi%
NBT—RY—EXDSDHRIT BVENDHD XTI,

YIEBZAAwF R— ISV R—bE LTRETIHNELHD £, ONTAP SelectAEB LT 1w o

lE. 220HFEOWVWITNHOTERDOL AV —2%y N T—JICDETET X, 1D2DHEIF. B—DR—K J)L
— 7 TONTAP VLANAZ A ERER— b2 FEHTBZE T, HI1D2DHEIIE. VSTE— RTEBDAR—
TIN—T%EER— belallED Y TR ETY, F7-. ONTAP Select) V- > F )L/ —RERIFTIL
F/—REBREICIGEC T, T—42 R— r%e0bXel0c/e0gilEID Y TERIMRENRHD E T, AT Ta v IHE
BOLAV—=2%y bT—=DIZ3DNTWVWBEE. 7Yy TV IOYBIA vF R— bDFFRIINTZVLAN X

52



MCENSDVLAND'ZENTVWBREDHD T,

ONTAP Select ODRERRY FT—O r ST 0w IICiE. U>2O0—AILDIP 7RLATERZRINZRET >
R—T A ADMERINE T, COIPT7RLRAEGI—FTarFIngWicdH, 953X/ —REORE~S
TA4vII3BE—DLAV 2Ry D=0 %ZRBATIVENDHD £9, ONTAP Select 75 XX/ —REDIL—
Ry I R—FEINFEE A

HEYPEX A v F

RDEIE. TILF ./ — FEONTAP Select? 2 AZAD1DD/ — R THERAINBZ XA Yy FERZRLTVWET,
CORITIE. REBRY bT—=T R—b TIL—FNLRY b T—T R— bk JIL—TDOWAZRI T
%vSwitches TERTNBMIENICIE. BLT7Y TR M) —L Ay FICT—TIEHREINE T, A1V F b
ZT71v7iE ERDOVLANRICEENS TO—FF v X b FXA YV ZFERL THOBINICREICRINF
3-0

ONTAP Select AEf %Y f T —2 TlE. ZF > JFR—bTIL—TFLARILTITHONET, D
() AIcsERy FU—2C VET AMERINTVETA. COR— ~JIL—T T VGT & VST
OEHHYH— b ESNET,

* HEVIERA v FeERLIERY T —J18R "

Single Switch
Ethernet Switch
[ — N RS EEAEEE | WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
MNative VLAN 20
vSwilch 0

COWHTIE, HEXA v FAE—AWEL A ET, AETHS, WRO XA v FE LA
() LT #Ewsn— RO FREARELLBEICI S22y FI—IHELELABUE S
THEUBNBDET.

BHOYPEZ A v F
TRENVERZEIF. BROYIERY bT—0 XAy FZERTIVENHD I, ROKIF. YILF/

53



— RONTAP SelectZ 5 2ZD120D / — RTHERATNAZHERBMERL TVWET, RER—K JIL—-T&
SNEBR— bk JIL—TOmAD NIC HRBRBYIERA v FICT—TIERIN. B—DN—-FUITT7 R1YF
BENSI-—F—ZFRELET, AINZ2T V) -—DOBEZHIEHIC. 21y FRICERBR -~ FyxIL
HRESNE T,

* BEOYEI Ay FeERLIERY hT— T8

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

ONTAP SelectD T —RX S T4 v I BB NS T4 v I DODE
T—=RARNT T VI BB S T v I%NLIDOLAV22R Yy NT—DICDBELE T,

ONTAP SelectNAZxy T —2 ST a0 vPiE. T—4 (CIFS. NFS. iSCSI) . B, LU —>3>
(SnapMirror) bS5 74 v LTEEREINE T, ONTAPY S XARZATIE. BARXAILD T T4 v TI&
Ry D=0 R—FTERIANTIZIREDHZERDHET VX —T 1 A%ZFEAL FT, ONTAP Select
DIILF/—RIEBHETIE. CN5IFHR— belads & UWelb/eOgt LTIEESNE T, UL/ —RIEBRT
&, CNsidelads & Velb/eOc L TIRESIN. HDDAR—MIAILI S RAZ H—EZXRBICFHEINE T,

NetAppld. T—E LS T4 v I BB S TJa v I ENLADLAV=23% Yy ND—JIIDBHTDCEHEL
TWE T, ONTAP SelectIRIETld. CHUISVLANR I ZFERL TIThNET. BE NI 71 v 7HICVLANA
IRER—bITIN—T2R2y N TD—OFHATR21 (KR—bkela) ICEIDHETBECT. CNEXRRTEET,
FDH. T—E ST v IRIC. eObELUWelc (> FIL/—R IVS5XA) . eObHB&Velg (RILF/—
RISZA) ICHRDR—bIIL—T2EDYHTEZ e TEED,

CORFa2XYMTEIELT VST #RE TIEIRTRRIFEIEX. T—2 LIF B LIF OmA%ZE CIRER—
MCEEET D EHDREBICRDGEDNHD XTI, EDEHICIE. VMO VLAN 2X > 5 %E1T79 5. VGT L
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MEns 70Xz EALET.

ONTAP Deploy 1—7 « ) 7« BT 31581F. VGT TF—4%y hT—J L &BR v +
() T—vesmIscLnTEEA. COTOLREITREDEY b7y TORTHICET
TRIRENDD ET,

VGT Y 2 /—RUSXA%EFEHEITZHEIE. THIEEDNBRETY, 2 /—RISTIXZEBRTIEZ. /—RE
BIP7RLAZFERALT. ONTAP WRLICERAIEEICABEICAT 1 T—2— \DEGzHIILEd, L
7=h>T. /J—REBELIF ((R—hkela) ICRvEYIEINTAR—FTIL—TTIE. ESTHRF VS L VST
REXVTDOHDPYR—FEINET, THIC. BEMN S T v I8T—32 S5 T70 v ID0OmADELER—KIIL
—THFEALTVWEEE. 2/ —RISAZEAETHR—FEINZDIE. EST & VSTIF T,

VST VGTDEE5DEHA T a>vb Y R—rINET, ROKIZVSTDOIF ) AERLTHED. b3
Ty 238D YTENTER— 8T IL—T%FEAL T vSwitch LAV TRIFIFTSINET, COEETIEX. 2
SRR/ —RDEELIF B ONTAP R— bk ela (CEID HTHN. BIDETENAR—FIIIL—TEELT
VLAN ID 10 TRIfHFTEINET, T—Z LIF IE. K— bk eOb &LV eOc F7=lk e0g DWLVFNHAICEID HT
5N, 2BBHOR— LI IL—TFEFEALTVLANID 20 B 5ENET, VXX R—MEIIBEBDOR—KT
JL—7%=EAL. VLANID 30 iMtE5EENhF T,

*VSTICK BT —REEBEDDH *

Ethernet Switch
(o= Emems ]
PortGroup 1
Management traffic
VLAN 10 (VST)
i PortGroup 2
— Data traffic
vime | vians VLAN 20 VLAN 20 (VST)
b e e PortGroup 3
Cluster traffic
VLAN 30 (VST)

Data-1 LIF:

Cluster-management LIF:

! e | 152.188.0.124 i
; Node-management LIF: Oua Lo ;

| 10.0.0.1/24 hcurti ot

P ———

ROMIFE 2 DEBDVCT DY FUAZTRLTED, ONTAPVM A BIZDTO—RF*Fv A MR XA VICERBES
NTWB VLAN R— b EFEBLTIFS 70 v 05 2IHIFLET. COHITIE. RER— b e0a-10/e0b-10/
(e0c £7zld e0g) -10 LU e0a-20/e0b-20 B* VM 7R— |k e0a & eOb D EICEEBINTWVWE T, ZDIE
B Tl&. vSwitch L1V Tid7% < ONTAP A CEE®RY hT7—0% 2T HIT T2 EHAIEETYT, BIELIF &
F—A LIF I SDRER— MIEBEINTWVWSSH. 1 DDVMER—FRATLAV22E5ICHBTSE
BEIICH>TVWET, V5XAZVLAN (VLANID30) IF5|EHmIR—bTIL—TTERIFITEINET,

CE

s COWERRIZ. B IPspace ZERAT3IHAICEICELTVWET, SHICHEIBRENARDBEETILTFT
TV —HURETHZHEIE. VLAN R— b ZRLZDHARAR L IPspace (7 IL—FLLTLIEE L,

*VGT ZHR— T 37 MERAYFDLZYIR—BMIESXi/ESX KA MRy D=0 TFRT2%
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BRI AIMNELRHDF T, REXA Y FICEGINTZR— ML= TR X0 %BMCT BICIE
VLAN ID % 4095 |[CRRET 2HELHD X7,

*VGT 2R LT — X EEIRDH *

Ethernet Switch

[E= EE

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

— VLAN 20 (VGT)

oole Shusioe Port Group 2
Cluster traffic

gt
VLAN 10
| - || = " - || - | VLAN 30 (VST)

Default LPVM

Broadcast Domain: BDA Broadcast Domain: BD2

.
Cluster-management LIF: i o0 |i eon0 | 0 || 020 E Data-1 LIF: E
10.0.0.100/24 ' ; 152.168.0.1/24 5
Node-management LIF: i b Data-2 LIF; E
10.0.0.1/24 i 152.188.0.2/24 E
e ] 7.— —

SARET7—*TIF v

ONTAP Select/\ 1 7RXAZE) T A0t A
SEAMA T a xR LT BRICEDE LI HARBRZEIRL T ETL,

BERIET V=230 0—00—REIVR—TFSAXIVTADA ML =T FSAT7IADNSAET 4
TAN=RITTTHETEZIVIRTIITR=ZADY ) 2= 3 VICBITLIBODTVWEITH. MESHE 77+
—JILE LT YRICHT B = —XPHAFIEZE DD £ Ao Recovery Point Objective ( RPO ; B1E21E (R =

) YOO HABERE (. 1V 7S AZYIADAVR—2Y FNEEICLZT—RBENSEEHRETFREL

F9,

SDSTHIZFDAEDIE. YT T7—RFvI VT AL —YOBRICEIVWTEEINTSED., VI 7 L
Tr—goickb, BRZ A ML O —Y— 5F—20ERO I —%2RETZIETT—4H
DETHMRMEINZE T, ONTAP Selectid. ONTAPHRIE T ZEIHAL U4 — 3 V#4EE (RAID
SyncMirror) ZFRALTY SR Z—NICA—H— 7—XOEMIAE—ZHFRET S LT, COFIHRICEDWV
THBEINTVET, CNEHARTOOAYTEFAMRNTEELE T, IRTOHART I, 21— — FT—42D
AE—%2DFREFELE T, 121 3O0—H) /—RICK>TRHEETNBZ I ML= RIS, HI1DIFHAN—~F
—ICE O TIRMHINBZI AL =Y LHICRESINZE T, ONTAP Selecty 5 XX —ATIE. HAS K UREIL 7
T—=2avIiFEORITENTED. 2DO0OKEZYIDBEL /=D, ML THERLAED TR IETEERE A,
ZOFER. BIHAL TV —> a VEEIIRILF / —R A7 7 1) VI TOHKFARRET T,
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ONTAP Select 7 5 A2 Tld. EEAL U4 —> 3 V#EEIX HA DREBETH D . FEFEERD
@ SnapMirror £7z1% SnapVault L 7V —> 3> TP UICH2HDTIEHD FHA. FHIL
FVr—2 3> HADGYIDEEL TIER T3 i3 TEEE A,

ONTAP Select HAE A EFI)LICIE. YILF/—RISRA (4/—KR, 6/—K, 8/—FK. 10/—K., £7:
1312/ —R) £2/—RISZREZD2DOWBH D T, 2/ — RONTAP Select” 5 A X DEEELR4FHIZ. T
T LADF VA ZBRT BDIEDICHAA T+ T—R——EXZERAT S LTI, ONTAP Deploy
VMIZ. B TR IARTD2/) —RHARTZ DT 7 A MDAT A IT—2— LTHEREL T

D207 —FTU0F v 2 ROKICTKRLETD,

*O—NIEHRASL—2 *ZERALI2 /— R ONTAP Select 7 2 X%, UE— AT I—X—1&

ONTAP
DEPLOY

Mailbox 3
Dlsks///'
. y 3

-

Max Latency: 125 ms. RTT =
Min Randwidth- 5Mb/s Seid —

iS50

2 /— R ONTAP Select 7 5 X Zld. 1 DD HARTEXT A T—RX—THERINET, T HA
() <7tk 89528/ —REDF—8TI U~ MBS S—USIEN. T AT —
N—HRE LIBRICT — 2 hbN3 ZeidH b £ Ao

*O—HIIEHRANL—S%FERTS 4./ — K ONTAP Select 75 X4
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* 4/ — RDONTAP Select? 5 X & lF. 2DDHART THERINTWET, 66 /—KR,. 8 /—K, 10 /—
R, 8LV 12 /—RDISRE—F. ENEN3. 4. 5. BLUV 6 DD HARTTHERINE T, ZFHA
RTPATIE IS/ —RODT—2F77 VT —DREEBNICSS—) VI, ZxAIILA—N—
RELTHT—AanebnsdZciddb £t A,

*DAS A L —#FERLTVWRIEES. ¥IBY — /N LEICIEETE S ONTAP Select 1 Y XAV X E 1 DF
|79, ONTAP Select IF. > ZXTFTLDO—AJLRAID O FO—JICHHMEWICT VX TIRENLDH
D, D OO—AIEGRET A RV BEITEILSICEKAINTVWS=H. X ML =2 OYPIERNRESREHLR
AIRTY,

2/—FHAXZXIF/—F HA

FAS 7L+ LIZE% D, HART7H®D ONTAP Select / — RIF IP Xy h T — BB TOMBELE T, DF
D IPRy T—VFE—EES (SPOF) THH. XY NT—I N—=FTq4>a> R TUy bk TLAV
FTUAHSDRENRADEERAEICADET, TILF/— R US5241F 3 DULDOERE/ —RiZk>
TUITRAR VA= LERIUTETZ-H. B—/—RFOEZEICMABZENTEXT, 2/—RISIXAE

IZ. ONTAP Deploy VM ICE > THRX FENBE AT+ I—4 H—ERIEKEFELTRLEREERLET,

ONTAP Select / — R & ONTAP Deploy X714 I—X2—H—EZXDBD/N\N—rE—rRY D=0 5T q vy
JISRNEHDDOMBEEMN B B 7. ONTAP Deploy VM % 2 ./ — K ONTAP Select 7 5 X & £ 3RID T —
BEUBA—THRIALTZZEHABETT,

2/ —RIUSREZDAT 14 IT—R— LTHEEET 2% A. ONTAP Deploy VM IEZE DT 5 XX
ICARARBERTT . XTAI—R—H—EXZFEATIAVGEE. 2/ —RISXRIET—
ZDRBEELNTEITH. ONTAP Select 7S XAZD A ML —T 7 A ILA—/N\N—HEBEISERIC

@ HBDEFT, CDF=8H. ONTAP Deploy DXF 1 T—Z—H—E Zld. HARTDE ONTAP
Select / — REDEENRBEZHIFTINEDNHDF T, VTRRI +—F L= BEYNIHEEE
TEBZICIF. RNFEED SMbps . RTT (RAZV YR MU w FER) A1 125 S UBTRIS
nEE D £ Ao

XTF 4 I—4R—r L THBEYT 5 ONTAP Deploy VM ' —BFICER TIT RWEE. FRIFKAICERATET AL
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BRBEEMEDHZHEIE. EHUH) ONTAP Deploy VM 2R L T2 /—RISREI+—S L% R
E7TEXYT, FDFEER. FL L) ONTAP Deploy VM (& ONTAP Select / — RZBIETIT FHAN. VT XX
P3—ZLOT7ILT) A LICISREER BMTNE T, ONTAP Select / — K £ ONTAP Deploy VM DS D&
fFICid. IPv4 #2EB @ iSCSI 7O~ J)LAMERTINE T, ONTAP Select / —RDEEIP 7PRLANAIZ> I
—ART. ONTAPDeploy VM D IP 7 RL AN RZ—4w hTY, LTch 2T, 2 /—RISREZ%ZERT 515
B, /—REBEEBIP7RLADIPG 7RLRIEHR—FTEEHA, 2 /— RIS XZDIEMEFIC. ONTAP
Deploy THRARENBZX—ILRY I RT 4 AW BEIICIERR S . #EY)7% ONTAP Select / —REIE IP 7
RLRICYRIVEINFET, REEIARTEY 7y TRICBFNICITHhN. EEREEFRETY, V5 X4E%
ER 9% ONTAP Deploy 1 YRRV XD, FEDISAEZDT I AN MDAT 4 IT—R—BDET,

XTF 4 IT—R—DuDGMEZEETINENH SR BEIEENNETT, 7tdD ONTAP Deploy VM Hik
PNIBETHISREVA—SLEYANITBZZEIFERETTN. R b7y I Tld. 2/ —RISX
BAHA VXA 2L ENBT-TIC ONTAP Deploy T—ER—RX%E NI TV TR =#HRELET,

2/—RFRHAY2./—KRXkLvyF HA (MetroCluster SDS) DLEE

2/=RDT70T14TIT70T14THAISAZELDRVEERHCHRL. &/ —RZEGET -2t 42—
ICECB Y 2 ENERETY, 2 /—FUSRRE 2 /—RIA MLy FUFRE (5% MetroCluster SDS) D
HE—DEWE. /— REDRY b7 —JEEEHETY,

2/)—ROSR2clF. ALT—R2E2—RICHD 2 DD/ —RKH 300m UANDEHICEEBEINTWE TS
2T —fRIC. MAD/ —RIZIE. BCRY bT—T X4 v F F7=lF—ED Interswitch Link (ISL ; X
AYyFEIVT) XY RNT—=ORAYFADT Yy T IHRHD F9,

2 / — K MetroCluster SDS & (&, RIDEE. FIDEY. RHOT—2tE>X2—7a L. ¥ENIC 300m L EEEN
1o/ —RZRDUVZIRATYT, THII. &/ — D7y T UERIE. BIRDXRY bD—0 4y FICHEK
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