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4. BEEOIERICKESDT. T74I)L D RAID-DP #B%=ERALTT7I U — % ER L. *Create* &7
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Create Agaregate

To create an aggregate, select a disk type then specify the number of disks.

Name: agor?
6 Disk Type: SAS | Browse |
Number of Dizks: 8 g Mzx: B fexcluding 1 hot spare), min: 5 for RAID-DP
RAID Configuration: RAID-0DP, RAID group size of 16 disks Change
Mew Usable Capacity: 4963 TB (Estimated)
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° NIS DIE#HR : F—LT—EXPR—LIYYEVJIINIS ZFERALTVLWEHEE

* HJ%w hlE. Network Information Service (NIS) . Lightweight Directory Access Protocol ( LDAP
) .« Active Directory (AD) . DNS REDHY—E XIIHBBR IR TONSBY —NADIL—T 1 > T HE]
BETHIDELRBHD XTI,

*NBTTFATIOA—IINDBBHEIF. XY ET—TIH—EINDT I ERXZFFRI T2 LS ICEYIEREL
TELREDBDFT,

*AD RXA >y bO—F. 547> b, LU SYM OBFZDIRED 5 DURICEZ L SICHEEAL T
BELHBELHD FT,
Flig
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JLIETARTERLE T,

CIFS 77t ZAHMEBRIFEIZ. CIFSUVSA 7V MENFS 7547 MAEILT—4Z LIF Z#2HEBT
EBRLDICTBHIC. T*cifs*now ) ZFEIRTIMERDD £,

- BRENRERIT 74 ED CUTF-8 DFEFICLEFT,

NFS 547> SMB/CIFS 75472 bOMATERXFORTZYR—ELT
()  VaHaK. ONTAPO5 LR TRHS TS * UTFEMBA * S551— R DA% R
LTLE

HETERIT BRI 12— LTHIDEEFENMEAINE T, R 1-—LOEFEZXEEIBZLIFTER
Ao

AT ICIFSTORILEZBMCILIEESIE. EXx a2V 7o E  unix *ICEEL X9,
CIFS 7O M ERBRLIEZGE. EXaVT7oHEEADNT T7AILFTNIFS ICRESINE T,
A TSIy i SVMIL— R a—LEBRTBIL— T VT = EFERLE T,
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Storage Virtual Machine {5¥M] Setup

o (1) O

Enter SWM basic details
SVYM Details

@ Specify a unigue nare and the data protocols for the SYA

Suh hMarme: wall.example cam

@ IPspace: W
(@ pataProtocals: W aFs W nFs [T iscsl 0 FOFCoE T

() Default Language | CUTE-&[ cutf 2] h

The language of the Swh specifles the default language encoding setting for the Sk and

Itz volumes. Usinga settingthat Incorporates UTF-8 character encoding 15 recommended.

(@) security Style: UNIX ¥

Root Aggregate: | data_01_agsr i

f. DNS Configuration * S T. T 7 #JL b®D DNS R R XA Ve X—LH—N\H. TD SYM IZFERT
52 DNSHRERXM>THZD e zHRLET,



DNS Configuration

Specify the DNS domain and name servers. DNS details are reguired to configure CIFS protocol.

2 Search Domains:
L) example.com

1" Name Servers: 182.0.2.145182.0. 2146 182.0.2.147

g- [Submit & Continue] =2 wv 2o L%,
SVMAMERENE T, 7OFJNDREIFEFLERTLTULEE A

4. Configure CIFS/NFS protocol * R— M * Data LIF Configuration* 20> 3> T, 9547V DT —4&
ANDT VL RIERT S LIFDFHZIEELE I,

a LIFICIP7RLRZEIDETE T, BELICY TRy bHSBEETEIDETSH. FETANLTE
DETEY,

b. T*Browse | #27JwZ LT, LIFICEERITE/ —RER—FEBERLETD,

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration for MFS clients.
Data Interface details for CIFS

Aszign IP Address: | Without a subnet h

IP Address: 10224107188 Change

2)Port abccarp_l:elb | Browsze... |

5. [NIS Configuration] SBIM D el ENTVWBIBEEIE. BELET,

6. R—LHF—EXPR—LIVEVTIINIS ZEALTWVWEHEIE. NISH—NRORFXA2EIPTRLZR
ZHEELFT,

« | MI5 Configuration {Optional}

Configure M5 domain on the 5%Wh to guthorize MFS users.

Comain Mames: gxample.com

IP Addresses: 182.0.2.145,192.0.2.146,182.0.2.147

1" Database Type: ¥ Eroup ¥ passnd ¥ netgroup
7.NFS 7V ZABICRY a—LZEBLTIIRR—FLET,

a. T*ExportName* | IC. TV RR—FRER) 2—LBDEBEOMAICERT 340EANDLE
ER

b. 774 ZRMNTBZR) a—LOYAXEZEELET,



Provision a volume for NFS storage.

Export

MName: Eng
Size: 10 GB v
Permission: Change

R)a—LDT7I )5 — b %EETINEIEIHD FHA. R a—LIFRBRIERAR—INEDHZ
W77 05— rIBEENICRRESNE T,

C. [* permission] 7« —JLRT. [*Change] #0 U w o L. A—N\N—2—HT7IEX%=ET UNIX BIER
ARADNFSVI 7O RZHRTBDITIVRR—MIL—IILZEELET,

Create Export Rule

Client Specification: | admin_host

Enter comma-s=eparated values for multiple client specifications

fccess Protocols: [ CIFS
= =2 R [0

|- Flexcache

B- Ifywou do not select any protocol, access is provided
through any of the abowve protocol= {CIFS, MF5, or FlexCache)
configured on the 3torage Wirtual Machine {34}

Access Details: V' Read-Only V' Readwrite
UMY v v
Kerberos 5 r ¥
Kerberos 5i r ¥
Kerberos Sp r v
MTLI r v

I allow SUperuser Access

Superuser access is =Bt to all

Eng W5 10GB DR a—LZER L TENg EWSEFTIVAR—FL. A—=N=—2—HT7IE2R
#EE Nadmin_host ] 9547 Y MIIOVRR—MADITILT IR EHATTBRIL—ILEZEBINTETE
ER

. [Submit & Continue] 27 Jw 2o L %9,
RDATZ U CHMERREINE T,

cSVM DHEICEWVWSHBIDT—RLIFIC T _nfs_lif1 1 WS HT 1 v o X%Z[10
° NFS #—N

° FRTUERAR—ZADVRHZVWTIUS— b LEIZHZHR) a—Le TURR—MRIC—HTZHEIT
KEIC T _nfs_volume | £WSH T4 woR%E[FITET,

e RV a—LDITRKR—h
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c[*SkiplzZ Uy L. BEIZGL TR TEEEEZRELET,
° RBRIFHREASIL T, T *Submit & Continue* ] 2w L%,

M T@E* ) R—DZzHERL. BTHBECLZBEREZDHL T, "OK1 20Uy I LET,

NFS OS54 72Tl T—RLFDIP 7RLZNBEICHEDXT,

FER

FLWLWSVMAMER TN, BEERICTIAR—bINTZHLVWRY 2—LEZFE NFS H—N\HDMERR TN E
S

SVM JL— bR a—LDIT Y RKR—FrRYS—%FE< (NFS Xt SVM OEFFRIER)

TIAINEFDIIVRR—=FR)O—=IZIL=ILEZEIMLT. IRTDISAT7 > R
NFSV3 #ZHTOD 7 VLR ZFATIBERHDE T, CDLOBIL—ILZEMLEW
Y. Storage Virtual Machine (SVM) CZDHRY 2a—LICXHTEZNFS V47> D
TOEZADNIRTIEEINFT,

CDRAVIZDWVT

FRTDONFS 7UHEREF T4 RDI I RKE—FRUS— LTHEELTHS. RUa—LTEICARE
LDITYVRR—=bR)—ZERLTER) 2a—LADTI7ERZHIBRLFT,
FlE

1.8VMs U« >V RUICBEIL £,

2. SVM DFRE*RTZ2 0 Vv I LET,

3. [* Policies * (KU —*) | R4 >T. [*ExportPolicies (LZRKR—FrRUS—*) o UwILE
ED

4. SVM JL— R 2—LICERAINTWVS *default* EWSEFIDIT Y AR—bRUS—%ERLET,
S FERRA>T. *BM*%Z0VvILET,
6. Create Export Rule * 41 7OJ Ry I AT NFSUSA TV RDIRTDISATYMNITIEVRTS

TeHDIL—ILZERR L 75

a. [Client Specification] 7 + —JL FIZ. RO K SICANILEFT. 0.0.0.0/0 L—=IDAITARTDI 17

VhERETSELOICLET,
b. L=IA>TYvIRADT I HILMEIE*1*DEFICLET,
c. T*NFSv3 ] ZFERLZE Y,

d FHARNDER]DTICHS [*'UNIX] FT Vv IRy I AUND TR TDF Ty IRy IR EATICL
£9,

e [OK|Z27 )y I L&Y,



Create Export Rule ><

Client Specification: | 0.0.0.0/0
Rule Index: 1 :
Access Protocols: | CIFS

I WFs |« NFSv3 [ MFSv4

LI Flexcache

If you do not eelect any profocol, sccese iz provided
through any of the above protocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
[SVM)
Access Details: |#| Read-Onhy | Readn\rite

UM ] =

Kerberos 5 I I

Kerberos Si I I

MTLHM I ]

LI Allow Superuser Access

Superuzer secess iz 2ef fo &l

HER
SVM ICER LTI ARTDRY) 2a—LICNFSV3 ISA T MBS T IEATERZELDICHDET,

LDAP DOE&E ( NFS Xt/ SVM OFFRIERR)

Storage Virtual Machine ( SVM ) #H' Active Directory X— X ® Lightweight Directory
Access Protocol (LDAP) H5I1—HIERZEIE T 5L DICKET 355 IE. LDAP
7347 B L. SVMICH L TEMICLT. I—FBHROMDOY - LD DH
LDAP Z1B I B L DICRE T DHENHD FT,

EEZFRY 371
* LDAP 5%7E T Active Directory (AD) % FHL TWBRREHLRHD £,

BOFELED LDAP ZFHT3HESIE. MORFa XY MIE->T. ARVYRSAYAVEZ—TT14 R (
CLI) #{EHLTLDAP 2RETAIHNELHD £, FHFMICOVTIZ. ZBBL TLLTLV'LDAP OfF
BAEDEE",

*AD RXA Y AD H—/\. BFIUNA Y RICFERTBRERELANIL. NA Y RI—HFENIT— R R—
ZXDN. LDAP R—hrDEHRZHER L TELBENHD X7,
FlE
1. SVMs U1 > RUICEEL £,
2. YPERSYM EERLEY
3. SVMDERE*RTZ0 Vv I LET,
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4. SVM TS LDAP I 14 7> hEREL £,

a [*H—EX* (*Services*) | RA>T. [LDAP 257> k* (*LDAPClient*) (%21 w ¥

b. [* LDAP Client Configuration* (*LDAP 75447V rRE*) 17«4V RIT. [*EBM*1 20Uy
ILFY.

C T4V RIUDEM*RT T, LDAPY ATV FREDZAZATILET (fl: vsOclientls
d AD RXA Y FEIFAD H—NDOWIFNHZEEML EFT,

Create LDAP Client

General Binding

LOAP Client valclientl
Configuration:

Servers

#® Active Directory Domain example.com

Preferred Active Directory Servers

Server | Add |

182.0.2.145

Active Directory Servers

e NAYR*ZI Uy LT, BEELARNIL NV RA—HF—ENZXT—F, R—ZXDN. 8LUKR—
bZEHEELET,

Edit LDAP Client

General Binding

Authentication level: zasl w
Bind DN (User): user

Bind user password: 0 |seess

Base DN: DC=example, DC=com

Tep port: 389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which wil be used to connect the
LDAP server whenever a Storage Wirtual Machine reguires CIFS user information
during data access.

LIRELTCHALS 122V voLFET,
FLWISAT7Y RPMERE N, SYM TIERTE 3L SICHRD FT,



5. HILWLDAP V547> h%E SYM I L TERICLET,

a FEF—2a3 RA>T. *LDAPRE*Z 7 Uw I LFT,

b. [#R& (Edit) 120Uy o LZET,

CHER LI ZAT7 AN *LDAP V547 b * TEIRSNTVWB ZCZHERRLE T,
d *LDAP 547> b EBMICTS | Z&EIRL. OK|ZVUvILET,

Active LDAP Client

LDAP client name: valclient d

|#| Enable LDWAP client

Active Directory Domain gxample.com

Servers

SVM THLWLDAP 517> hHMERTENE T,

6. Network Information Service (NIS) XO—AHIIDI—H T IL—THE. I—HFIBFROMDY — 2 LD

10

H LDAP Z BRI AL DICRELE T,

a. SVMs U1 Y RUICEELFT,
b. SVM %3&RL. *Edit* =22 )vILET,
C. [Services] R 7 &) v I LET,

d. [Name Service Switch] T. 7—A2RX—X XA TDBEFX—LYP—EXZXAvFY—R L Tldap %
BELXT,

[REFELTHAL3 1 Z22) v I LET,

0]



Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

ZDSVM T, XZ—LY—EXFLUVR—LIVEITICERTZ1I—HEHRDY — R LT LDAP H'8
EINBELDICHRDET,

UNIX BIERX b D5 NFS 7 U 7 R 2 TR

Storage Virtual Machine (SVM) (CX9 3 NFS 7 XADREHNTT LS. IELL
BRESNTWVWB L ZHRIZIVENDD £9, REZHEZ T DICIF. NFS BERX +
ICOJ4> L. SYMICHT 3T —RDFHARD L EZAADAEIE ShZHERL £
ER

ERZRIB Y BH0IC

COSATY Y RFLIC BICEELETI ZE— ML—ILTHITINATVS IP 7 RLIDEIDYTS
NTLBRELBD £,

* root A—HDOT A VIBHRHAHBRETT,
FIE

1. 9SATF7Y R ZAFLICroot A—HF LTAd1>LET,

2 Ah$2a<%> R cd /mnt/ TA4LI M) EID NI AIIWAICEEBLE T,
B FHLWIAIILEZEHRL. SYIMDIP 7RLZAZFEHLTIYIYMNLET,

a ANT3IVY R mkdir /mnt/folder Z27 U w2 LT, TILWI AL EERL XTI,

b. AZ7§330<Y > K mount -t nfs -o nfsvers=3,hard IPAddress:/volume name
/mnt/folder 227w LT. COHFLWTa LI IJIZAR)a—LEIYIVNLETD,

C ANT2OVY VR cd folder T4 LI MUEFILWI A IILRICEELEXT,

ROIAR Y BTIFE. testl EWSHFID T AL A ZERR L. IP 7 FL X 192.0.2.130 DR 12— LA
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voll ZX O R 74 A test1 ICRTV LT, TaoL I bUZHFLWtest! ICEELTUVWET,

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4 FLVWI 7ML EZERL. EDTF7AIUNEFERETZ L ZRREBL T TFRAMEZETAHFT,

a. ASJ920<Y 2K touch filename 227w L TTFRAM I 71ILZER L E T,
b. AZ7§30Y >V K 1s -1 filename 7 7MW EFEETI xR LET,

C. A1$2IX K ‘cat>flename 7w LTTF*XcEASAL. CtHDF—%BLTT AT 7
AINNICTHFRNEESIIAAZFE T,

d AZ7920Y> K cat filename 27U wILT. TAR 7 71ILORBRERRTLE T,
e ANT3IY R rm filename 7w I LTTA NI 71 ZHIBRLE T,
LANNTZOAY R cd .. Z0)yI LTETALIZRMIJICEDET,

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

&R
SVM IZXT B NFS 7O EADNBEMICHR > TVWB I E 2B TEE LT

NFS V547> b7 0 X%EHREL THESE (NFS XIS SVM Z#H#RRICIERR)

HEEHNTE5. UNIXBERZX FTUNIX 7 71ILER%ZERE L. System Manager
TIJVRR—FIL—=ILZEBMLT, BIRLIEV ATV MIEEANDT VR ZHFATY
BCENTETET, REMNTT LIS, REITBZ3A—HXLIETIL—FHRU 2a—LAIC
TOERTEFZCEZERLTLEETL

FIig

1. HEADT I REHATZ0 547V M A—HEF T I —TERELET,

2. UNIX BEERX M Ty root A—HEFEAL T, RUa—LICNT S UNIX DFREHECHEREREL £,

3. System Manager . TJ XR—brRUS—IZIL—ILZEBIMLT. NFSOUZA 7Y MIEBEADT I+
AZFALET,
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a. Storage Virtual Machine (SVM) Z3#IRL. *SVM Settings* #2oJwv I L£T,

b. [* Policies * (ZAR1J>—*) ] RA>T. [*ExportPolicies (LIRXRR—KRUS—*) (ZToUvD
L9,

CRUa—LLRALEBRMDIIAR— RIS —ZFRLE T,
d FIVRR=KIL=IL*]RTT, "EBM]ZIUVvIL. 753147 hDEY FZEELEY,

e. BEERIAMNDT IV RZFHATBIL—ILOBTIDIL—ILHRITEND LIS, *IL—IL1>TY
JA*ITIF*2* Z2FERLF T,

f. T*NFSv3 ] Z=&RL XS,
9 REBERT7IVEADEFM%EIREL. *OK.*&Z Ty I LET
SFARDIEZAADIINTIECREZISA T MIAE5TRICIE. TRy EEASDLET,

10.1.1.0/24 [Client Specification]* & A1 L. [Allow Superuser Access[*Z[R SRTDT7 IVt X F
TV IRy AEZERLET,

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: || CIFS
I WFS |« NFSv3 [ NFSv4

|| Flexcache

If you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
SV
Access Details: [#| Read-Only l#*| Read/Write

UM [ L]

Kerberos 5 |+ ||

Kerberos 5i |## ||

MTLHM ] L]

LI Allow Superuser Access

Superuzer sccess iz zef fo all

4 UNIXISA4T7Y T R a—LADT7 7Rz LicWwinpoal—HelLlTadr> L. Rz
—LEIXIVELTT 7 ZETE R c 2R L £ 9,

BIfZD SVM AND NFS 7OV XA %#HET 3

BEZD SVM IS T B NFS V547> D7 VX %ZEMT BICIE. SVYM IC NFS D%
EZEML. SYVMIL—FR)a—LDOIIVRR—FRUS—%FEFT. BEIZIELT
LDAP ZERE L T. UNIXBIEERXAMHISDNFS 77X =B LET. D%, NFS
DSAT N IOCREZERETBDENTEFXT,
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B2 SVM |C NFS 77t X =B/

BIZD SVM AD NFS 77t X%=BMT BICId. T—H LIF ZER L. BHEIZIGLT
NIS#Z:5EL. RUa—LE7OES3=Z>J L. R)a—LEIVIAR—FLT. I
PJAR—bR)—%HFELEFT,
VEs % RAta T B A0IC
* SUM TERTRRDRY hT—4 AV E—2Y hERRELTEBBLABHD £7,

° PRI VR —TTA1R (LIF) 26§53/ —REED/—RLOBEDFE—

o F—=ALFDIP7RLAEIOEY 3 =093 Txy by FHIBHBEBISIHELCTT—4X LIF ICE]D
LTBRHEDIP7RLR

AT FATOA—NUDBBHERIE. XY b T—I Y —EINDTIERZFHAT LS ICEYICHKREL
TELRBEDBD T,

* SVM TNFS 7O R JILDEFRI SN TVBHRELRHD X,
FMICOWTIE, #B8BLTLLETVW" Ry N T—08ET 27"
FE

1. SVMOZONIIILEHRET 3-HDOBEFHICEBEL XTI,
a |METBSVMEBIRLET,

b. [*5¥#H * (*Details*) 1/8RJLO[*FO~IJL* (*Protocols) ] DH#ICH S [* NFS* (*NFS*
) (&2 )w Y

Protocols: FE | ECIFCcE

2. Configure NFS protocol * (NFS 7O RJILDERE*) 44 T7AJRY I AT, T—X LIF ZERR L F
ED

a LIFICIP7RLRZEIDHETE Y, EBELILY TRy bHSEHITEIDETS D FETAAILTE
DETET,

b. T*Browse ] 27U w2 LT, LIFICBEMITZ/—RER—bZBIRLEFT,

< | Data LIF Configuration

¥ Retain the CIFS data LIFs configuration far MES clients.
Data Interface details for CIFS
Assign IP Address: | Without a subnet v
IP Address: 10.224.107.188%  Change
7 :
2) Port:

gbccorp_T:edb | Browse... |

3 =LY —EXPXR—LIVvEITICNIS ZEALTWBIGEIE. NISHT—NDORXTI>EIPT7RLZR
H#IEEL. NISRZ—LY—ERYV—X%ZEBMTERIT—EIRN—XZ1 T%=ERLET,
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4« | MI5 Configuration {Optional}

Canfigure M5 domain an the 5Wh to autharize MFS users.

Domain Mames: example.com

IP Addresses: 182.0.2.145,182.0.2.746,192.0.2.147

NIS H—EXDFATERVERIE. NIS H—EXDREIXITHLHEVWTLEE W, NIS H—EXHEYIIC
BESINTLWAWE, RAT—2XMTICT7IEITER VAR

-NFS 772 ZRRBICRY) a—LZER LTIV RR—bLET,

a. T*ExportName* ] (C. TURR—FRER) 2a—LBDEEOAAICERT 38812 ANL £
ER

b. 771 ZRMNTBZR) a—LOYAXEEBELET,

Provizion a volume for NFS storage.

Export

Mame: Eng

Size: 10 GB |+
Permission: Change

R)a—LDT7F )T — b %2BETAINEBIEIHD FH A R a—LIZFARIGERAR—INEDHZ
WrZJ U= MIBENICEEESNE T,

C. [* permission] 7« —JLRT. [*Change] Z7Jw o L. A—N\N—2—H7 7€ X%ZFT UNIX BIER
ARANDNFSVI 7O R%ZHBITBDILTIRAR—MIL—IILZEELET,
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Create Export Rule

Client Specification: | admin_host

Enter comma-=eparated values for multiple client specification=
Access Protocols: [ CIFS

M wrs B nFswd [T nFSwa

[ Flexcache

0 Ifywou do not =elect any protocol, access is provided
through any of the abowve protocols |CIF5 MFE or FlexCache)
configured on the Storage Yirtual Wachine {34 hi).

Access Details: v Fead-Cnly ¥ Readinrite
UNIX W v
Kerberos 5 r v
Kerberos 5i r ¥
Kerberos Sp r ¥
MTLM r v

I allow Superuser Access

Superuzer access is =8t to all

Eng £\W5 10GB DR 21— LEERLT Eng L WSEHITIZZR— kL. R—/N—I1—H 7+ 2
80 Nadmin_host ] 7547 Y MIIZUVRR—EMADITINT IR EHAIT2IL—ILEEBIMTETE
ER

S. [XELTHL3 N Z Vv IL. [OKIZVUv I LET,

SVM_)'I/___I) FRYa2a—LOIVRR—bFRDUS—%F< (BEFED SVM AD NFS 77t

DEXE

TIAI DIV RAR—FRIS—IZIL—=ILEEMLT. IRTDISAT7 > MIC
NFSV3 B TOD 7 VLR ZHFATIBENRHDET, CDELIAIL—ILZEMLEWL
¢ . Storage Virtual Machine (SVM) £ ZDHRU 2 —LICHTBEINFS ISAT7> LD
TICADTRTETINE T,

CDRRAIICDWT

IRTDONFS PIERZT T4 EDIVAR—bRIS—E LTHEELTH S, R a—LITLICHARE
LOIT Y ZAR—bRUS—ZEH L TER) 2a—LADT7 IR ZHRLET,

FIE
1.SVMs U« Y RUICBEIL F T,
2.SVMDORE*2TZ20 ) v I LET,

3. [* Policies * (ZARU>—*) ]| RA>T. [*ExportPolicies (LYRKR—FrRUS—*) | ZOUwILE
ER

SVM JL— bR a—LICERAINTWVWS “default * EWVWSEBIOIT I RR— RS —%BIRLEF T,
TERA VT, *EBM*Z2o)vILET,

o &
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6. Create Export Rule * 1 7OJ Ry RXAT. NFSUSA T RDIRTDISATYNMITIERTS

fcHDIL—ILZER L T

a. [Client Specification] 7 + —JL FIZ. RO KL SICAHILEFT. 0.0.0.0/0 L—=ILDAITARTDI 17

VhERETSESICLED,
b. L=ILA>TYIRDTIAILMEIZ*1*DFEFICLET,
c. T*NFSv3 ) ZEIRLZET,

d *FAWMDER]DOTICHS FUNIX] FT v IRy I RBUNADIRTDF TV IRy I REFTICL
9,

e [OK]Z27 )y I L&ET,

Create Export Rule *

Client Specification: | 0.0.0.0/0
Rule Index: 1 3

Access Protocols: L CIFS
I NFS |« NFSv3 L[| MFSv4

Ll Flexcache

If you do not 2elect any profocol, access i provided
through any of the above protocolz [CIFS, NF5, or
FlexCache) configured on the Storage Virual Machine
SV
Access Detals: |#*| Read-Onhy | ReadnNrite

UM [ =

Kerberos 5 I I

Kerberos 5i I I

MWTLM L ||

| Allow Superuser Access

Superuzer sccess iz zef fo il

"R
SVMICER L Tc 3 RTDAR) 2a—LICNFSV3 I SA T OB T7IOERTESELSICBDET,

LDAP Z&F (BX1ZMD SVM AD NFS 77t 2 & &7F)

Storage Virtual Machine ( SVM ) #H' Active Directory X— X ® Lightweight Directory
Access Protocol (LDAP) D5 I1—HEHRZEIE T3 LDICRET %51 LDAP
7347 hetEL. SVMICH L TEMICLT. I—FBEHROMBDOY —XLDDH
LDAP Z1B I B L DICRE T DHENHD FT,

EE#Z AT SHIIC
* LDAP £&7E T Active Directory (AD) Z{ERL TWRRELRHD £,
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BDOFELED LDAP ZFBIT3HEEIE. HORFa XY MIE->T. ARV RSAVAVE—TT1 R (
CLI) #{#EBELTLDAP 2RETAIHNELHD £9, FHFMICOVTIZ. ZBBLTLEIV'LDAP OfF

RAEDEE",

*AD RXA Y AD =)\, BIUONA Y RICERTBERBEELANIL. N Y RIA—HFENRXT—F, R—

A DN. LDAPR—hDFEHRZHEE L TEHENHD XY,

FIE

1. SVMs U« Y RUICEEL £,

2. PEHR SVM ZEIRLET

3. SVM DEE*R T2 Vv I LET,

4. SYM TFERHJI B LDAP V54 T7 > b EREL T,

a[rH—EX* (*Services*) | RA>T. ["LDAP 2> 147>k* (*LDAPClient*) 1%&2oU)wv?
b. [* LDAP Client Configuration* (*LDAP 5147V rRE*) D4V RIT, [*E8M*1 %20y

L&Y,

9]

Create LDAP Client

General Binding

LOAP Client vslclient
Configuration:

Servers

# Active Directory Domain example.com

Preferred Active Directory Servers
Server

182.0.2.145

D VRO R T T, LDAPY SA 7Y FREDREIZANILET (Bl : vsOclientlo
d AD RXA > FIFAD H—NOWTFNHhZEML X,

Add |

Active Directory Servers

e NAMYR*Z0 )y LT, BEELARNIL NV RA—HF—ENZXT—F, R—ZXDN. BLUVKR—

bEEELETT,
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Edit LDAP Client

General Binding

Authentication level: sasl W
Bind DN (User): uzer

Bind user password: 00000 | seses

Base DN: DC=example,DC=com

Tcp port: 389 ﬁ

ﬂThe Bind Distinguizhed Mame (DN} is the identity which will be used to connect the
LODAP =erver whenever a Sterage Virtual Machine reguires CIFS user information
during data access.

f[RELTCEHLC3 122V voLET,
HLWIOSAT7Y RHDMEREI . SYVM TEARTEZLSICHEDET,

5 HILWLDAP V547> % SYMICH L TERICLE T,

a FEX =3 RAVT. *LDAPKRE*ZIV VI LET,

b. [#R&E (Edit) 22U v I LET,

CERLIcOZA T A *LDAP V5147 b * TEIRETNTVWER e ZMHEELEF T,
d *LDAP 547> b Z2BMICTS | ZFRL. [OK| 20Uy ILET,

Active LDAP Client

LDAP client name: valclientl hd

|#| Enable LDWP client

Active Directory Domain example.com

Servers

SVM THLWLDAP 2 514 7> bHMERTNE T,

6. Network Information Service (NIS) O—AHILDA—HFIIL—THE. 2—HFIBFROMMBOY —X LD
H LDAP Z BRI B L SICEKRELE T,

O]

. SVMs U1 Y RIICEEEL £,
. SVM Z#ERL. *Edit*ZoUwoILFd,
- [Services] 2 7= 0w L£T,

. [Name Service Switch] T. 7T—2ZRX—X XA TOBEFX—LY—EXZAyvFY—RR L Tldap =
BELXT,

[REFELTHALCS 122 ) v I LET,

o (o

o

0]
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Edit Storage ¥irtual Machine

Details Resource Allocation Services

Mame service switches are used ta look up and retrigve usear infarmation tao
provide proper gccess to clients. The order of the sendices listed determines in
which order the name seryice sources gre consulted to retrieve information.

Marne Service Switch

hosts: files ¥ |dns hd
narnemap: Idap ¥ files d
Eroup: Idap ¥ files ¥ nis 7
netgroup: Idap ¥ iles ¥ |nis hd
passwd: Idap M [ files ¥ | nis h

[+] 2D SVM T, X—LY—EXBLUVR—LIYVEVTICFERAT S I—FEROY —XE LTLDAP H
BREEINBELIICHDET,

UNIX BIERX b D5 NFS 7 U 7 R 7z TR

Storage Virtual Machine (SVM) (CX9 3 NFS 7 XADREHTT LS. IELL
BESNTVWB L ZHRIZIVENDD £9, REZHIZ T DICIF. NFS BERX -
ICOJ1> L. SYMICHT 3T —RDFHARD L EZAADAEIE S hZHEEL £
ER

ERZRIB Y BH0IC

COSATY Y RFLIC BICEELETI ZE— ML—LTHITINATVS IP 7 RLIDEIDYTS
NTLBRELBD £,

* root A—HDOT A VIBHRHAHVRETT,
FIE

1. 9SA 7R ZAFLICroot A—F LTAd1>LET,

2 Ah$2a<%> R cd /mnt/ TA4LI M) EID NI AIIAICEBLE T,
B FHLWIAIILEZEHRL. SYIMDIP 7RLZAZFEHLTIYIYMNLET,

a ANT3IVY R mkdir /mnt/folder Z27 U w2 LT, TILWI AL EERL XTI,

b. AZ7§330<Y > K mount -t nfs -o nfsvers=3,hard IPAddress:/volume name
/mnt/folder 227w LT. COHFLWTa LI IJIZAR)a—LEIYIVNLETD,

C ANT2OVY VR cd folder T4 LI MUEFILWI A IILRICEELEXT,

ROIAR Y BTIFE. testl EWSHFID T AL A ZERR L. IP 7 FL X 192.0.2.130 DR 12— LA
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voll ZX O R 74 A test1 ICRTV LT, TaoL I bUZHFLWtest! ICEELTUVWET,

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4 FLVWI 7ML EZERL. EDTF7AIUNEFERETZ L ZRREBL T TFRAMEZETAHFT,

a. ASJ920<Y 2K touch filename 227w L TTFRAM I 71ILZER L E T,
b. AZ7§30Y >V K 1s -1 filename 7 7MW EFEETI xR LET,

C. A1$2IX K ‘cat>flename 7w LTTF*XcEASAL. CtHDF—%BLTT AT 7
AINNICTHFRNEESIIAAZFE T,

d AZ7920Y> K cat filename 27U wILT. TAR 7 71ILORBRERRTLE T,
e ANT3IY R rm filename 7w I LTTA NI 71 ZHIBRLE T,
LANNTZOAY R cd .. Z0)yI LTETALIZRMIJICEDET,

host# touch myfilel

host# 1s -1 myfilel

-rw-r--r-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

&R
SVM IZXT B NFS 7O EADNBEMICHR > TVWB I E 2B TEE LT

NFS V547> 70t X%EHREL THESE (BIFED SVM AD NFS 77t X %Z&7E)

HEEHNTE5. UNIXBERZX FTUNIX 7 71ILER%ZERE L. System Manager
TIJVRR—FIL—=ILZEBMLT, BIRLIEV ATV MIEEANDT VR ZHFATY
BCENTETET, REMNTT LIS, REITBZ3A—HXLIETIL—FHRU 2a—LAIC
TOERTEFZCEZERLTLEETL

FIig

1. HEADT I REHATZ0 547V M A—HEF T I —TERELET,

2. UNIX BEERX M Ty root A—HEFEAL T, RUa—LICNT S UNIX DFREHECHEREREL £,

3. System Manager . TJ XR—brRUS—IZIL—ILZEBIMLT. NFSOUZA 7Y MIEBEADT I+
AZFALET,

21



a. Storage Virtual Machine (SVM) Z3#IRL. *SVM Settings* #2oJwv I L£T,

b. [* Policies * (ZAR1J>—*) ] RA>T. [*ExportPolicies (LIRXRR—KRUS—*) (ZToUvD
L9,

CRUa—LLRALEBRMDIIAR— RIS —ZFRLE T,
d FIVRR=KIL=IL*]RTT, "EBM]ZIUVvIL. 753147 hDEY FZEELEY,

e. BEERIAMNDT IV RZFHATBIL—ILOBTIDIL—ILHRITEND LIS, *IL—IL1>TY
JA*ITIF*2* Z2FERLF T,

f. T*NFSv3 ] Z=&RL XS,
9 REBERT7IVEADEFM%EIREL. *OK.*&Z Ty I LET
SFARDIEZAADIINTIECREZISA T MIAE5TRICIE. TRy EEASDLET,

10.1.1.0/24 [Client Specification]* & A1 L. [Allow Superuser Access[*Z[R SRTDT7 IVt X F
TV IRy AEZERLET,

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

Rulg Index:

Access Protocols: || CIFS
I WFS |« NFSv3 [ NFSv4

|| Flexcache

If you do not zelect any profocol, sccess iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virusl Machine
SV
Access Details: [#| Read-Only l#*| Read/Write

UM [ L]

Kerberos 5 |+ ||

Kerberos 5i |## ||

MTLHM ] L]

LI Allow Superuser Access

Superuzer sccess iz zef fo all

4 UNIXISA4T7Y T R a—LADT7 7Rz LicWwinpoal—HelLlTadr> L. Rz
—LEIXIVELTT 7 ZETE R c 2R L £ 9,

NFS 35 SVM | NFS 7R 2 — L %810

NFS Xty SVM IC NFS 7R a—L%EEBMT BICIE. R a—L%EZEKRLTEEL. T2
AR—FR)—ZEHRL. UNIXBIEBRIMDSDT7 7 XEZMHEELET., FDIE.
NFS O SAT7 YR IOERERETDENTETET,

ERZRIBY BH0IC
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SVM T NFS OFREHTT LTWBRBENDHD 3,

R a— L%zl L THRE

T—RZIHNT B FlexVol R 2 —LZERTAIVENHD XY, AJa—LDtEFa
)7 RHIE. BEICIGCLTEETSZECHTEXT, 774N ETIE IL—FARU2
—LOEF 2V T ERADPBEINE T, £/o. R a—LDR—LIAR—IKNDIGHA
HRBICGCTEETEXY, 774/ FTIE. Storage Virtual Machine (SVM) O
IW—brR) a—LICREINE T,

FIE

1.
2.

[*Volumes (R a—L) |74V RIICBEIHLET,
[* YERL > FlexVol DIERL X 22U w o L £ T,

Create Volume (AR a—LDIERK) A4 7O Ry I IANKRREINET,

KEICRALZAZY TR WeT 74 FDO&FIZEET 3581 ROLSICFHLLWAFIZIEEL F
j_o vollo

R)a—LDT7T7Vr—bBERLE T,

R)a—LDHAX%ZBELE T,

[ERX (Create) 1Z2Uwo L%,

System Manager THLWHRU 2 —LZERT D E. T ETIE RUa—L%ZTv>o>av

ELTERALTIL—FRY2—-LICRIEENET NFSTSA TR TRU2A—-LEIYIETBLE
Tl Pv o2 avnNRePv o avEaEERALET,

R a—L% SVM DIL— cUNDIGFRICEEE T 2558 ld. BIEDOR—LAR—ZARNTHLWAY 2 —L4

DIFFEZEEL XY,

a [*ZEIZTEE ] T Y RIICBEL XD,
b. ROWFIHE I AZa—HB*SYM* ZEIRL X T,
C.[ROVh1ZPVJyILEY,

d Y9V MRV a—L*FAA4T7ARYIRT, R)a—L, ZOIv> o2 a>yNADOEF. LU
R)a—LzRo2hd30v>r02avNRzEELET,

e LW v >3 /XX% I*Namespace* | T« Y RUTHEERELET,

BEDRYa—L% Ndata] EVWSAA VR a—LICTEDHZHE. FILWARYU 2 —L4 Tvoll |
ZIl—hrR)a—Lh5 Tdatal R a—LICBREITEET,

Path Storage Object Path = Storage Object

45/ B velexamplecom_root 44 B velexamplecom_root
“§ data 5 data 4 "L data [ data
% voll 8 ot = voll 8 ot

8. R)a—LDEFa T HAEERE L. BEICHELTEELEF Y,
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a. [*Volume* (RUza—L*) 194>V RIT, B LAY 2—L%&ERL. [*Editt (RE) 127
DwoLEzT,

KU 2— LORESL A TOT Ry I ZANRRSN, KU a—LOBHEOLF 21U T HRNRRE
9. t¥2UT ol SUMIL— KU 21— L SHEShET,

b. tXxa )T XN UNIX THB L ZHEBLE T,

Edit Volume X

General Storage Efficiency | Advanced

MName: voll
Security style: NTFS hd
o NTFS e
UMLK permissions Read Virite Execute
UMD
Qwner .
Mixed
Group

R)a2—LDIYRKR— bR —Z21ERK

R 2—=LADT7IER%ENFS 75472 MIFFRAI T B80IC. R a—LDITRKR—
FRUS—%EBR L. BIEERANMIELZ 77X =2HTIT3I/IL—I)LzEML. FILLWI
PDAR—bRI)D—%AR) 2a—LISERTI3HENRHD £,
FI&E
1. SVMs T4 Y RUICBBIL £ 7,
2.SVM OFE* XTIV v I LET,
B FHLWIVRR—bRUS—EERLET,
a. [*RU—* (*Policies*) | RA VT, [*ITYVRAR—FrRUS—* (*ExportPolicies*) 1%Z7
Vw2 LT. [*ERL* (Create*) ]
b. Create Export Policy * 7+ > R I T, RUS—2%ZEELET,
CPHPIVRR—=FIL=IL*]T. FEMIZZVYILTHLWRUS—IZIL—=ILZEBML T,
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4.

| Create Export Policy

Policy Mame: ExportPolicy

[L] copy Rules from

Export Rules;
E-‘.'ﬂ Add :~_. Edil # Oelel= | @ Movallp &
Rule Index Client Access Protocols = Read-Only Rule

[*TORR—FIL—LOER*] 470Ky I T, EBENIRTOTOMINZFERALTTIY

AR=bANDTIINT IR %ZF T B3I —ILZ2ERLE T,

a TIVRR—FEINTAR) 2a—LOBEBTTE R IP7RLRAERIEZIS147 > M4 (admin_host B Y

) ZHEELE T,
b. T*NFSv3 | ZZFRL £

C. INRTD*FHAWMD | EZTIAA* TV LADFME * A—N—1—FT7 I XZ5F0 * BHEREINTL

MR LET,

Create Export Rule

Client Specification: | admin_host

Access Protocols: [# CIFS
L] NF5 |« NF3v3 || NFSv4
Ll Flexcache

If you do not zelect any protocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or

FlexCache) configured on the Storage Virdwsl Machine

SV,
Access Details: || Read-Onty |#*| Readfirite
LINEE [ L]
Kerberos 5 [ ||
Kerberos Si I ¥
MNTLM [ L]

|#| Allow Superuser Access

Superuzer sccess iz 2ef fo all

d [OKlZZUwvo L. [*1ERL (Create*) 220U v I LET,
FLOWI I RR=bRUS =D LWIL—IL TR ESNE T,
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5. BIEEBRA MDY RY 2a—LICTFIERATERESIC. FILWRU 2a—LICFLLWIVRR—rRYS—%
WRALEI,

a [*BEIZEE 1T Y RUICBRBMLE T,
b. R)a—LZFERL., *TIRR—bFRUS—DEE*ZT)vILET,
CHLWRUS—ZERL, *EE*ZIUvILET,

REEER *

UNIX BIERX DO 5D NFS 77t XA DHESR

UNIX BIE/RX FH'5 NFS 77t X %= FESR

Storage Virtual Machine (SVM) (%93 NFS 77t XDHRENTT L5, EELL
SNTVWBR L EHERTIVENHD 9, REZHRT DICIF. NFS ’F"*EE/T\Z ~

L:I:Iﬁ‘*f‘/b\ SVM IZXF BT — R DFRAED 2:%3 ABDEIRENE S h = FEFE L

ER

ERZFImY 3HIC

CUSAT YR RATLIC, BICEBELIEI I ZAR—ML—ILTHFRAETNATWS IP 7RLINEDHTS
NTVWBREDBHD T,

* root I—HDOY A NEBRHPIHETT,
FIE

1. 95A4TF7 YR RAFLICroot A—r LTOd1>LEd,

2 AHh$2aY> R cd /mnt/ TA4LIZ M) EID NI AIWNAICEBLET,
B EHLWIAINAZERL. SYIMDIP ZRLRAZFEHALTIY IV MLET,

a ATV R mkdir /mnt/folder #27Uwo LT TILWI AL EZERLET,

b. AZ79% 1< > K mount -t nfs -o nfsvers=3,hard IPAddress:/volume name
/mnt/folder ZZUw o LT TOFHFLWTa LI MIICAR) 2a—LEIXTVNLET,

C. AN92OV >R cd folder T4 LI MUEFHLWI AIIRICEELE T,

KDY RTIE. testt EWOSBFID T AIAZEERHRL. IPT7RLX192.0.2.130 DR 2a—LA
voll ZY O R 74N R testl ICRTMLT. ToL MU ZEHLWLtest ICEELTWVWET,

host# mkdir /mnt/testl
host# mount -t nfs -o nfsvers=3,hard 192.0.2.130:/voll /mnt/testl
host# cd /mnt/testl

4 FLWIT7AIILEEL. EDT 7D EFRET B ZHEBL T TFRMEEETAAET,

a. AJJTB3IVVR touch filename #Z VWO L TTFAM I 71IILZEERRLE T,
b. AH$B3OY>2 K 1s -1 filename 7 7AW EETRIEEZERLET,
C. AN$2ITYR cat>flename® 2w I LTTF*XcEANL. Cr+DF—%BLTFRX T 7
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TIICTHFIALZEZTIAHFFT,
d AB925ITY2 R cat filename 27w I LT, TAL I 71ILOABRZRRLE T,
e ANNTSANY> K rm filename Z7 )y I LTT AT 7AILZHIBRL £9,
fLANTZAT U Rcd .. 20Uy LTEHTA LI MIICRED Y,

host# touch myfilel

host# 1ls -1 myfilel

-rw-r--r—-—- 1 root root 0O Sep 18 15:58 myfilel
host# cat >myfilel

This text inside the first file

host# cat myfilel

This text inside the first file

host# rm -r myfilel

host# cd ..

mR
SVM ‘uﬁ?% NFS 71’.’173‘EXM~_EOTL\5 (\_/_%EEI:IIL.\"C:E i Lth_o

;\IFS DSAT T OER%EHRTE L THESE (NFS XIS SVM I NFS 7R 2 — L% B

N TE5. UNIXEBIERX MTUNIX 771 I)LiER%ZEHRE L. System Manager
TIVRAR—FIL=ILZEMLT. BRLIEIVZAT Y MIEBEANDT7 IR %EHA T
5—tﬁT%$?oEEﬁ%TLLb\&éjél HFEIFTIL—TFHAR) a—L4IC
TIORATERCEZBERL TS

Flig
1. HEANDT IV RA%EHATEZI9 547 b eA—FEETIL—TZRELE T,
2. UNIX BIERX T, root A—HZFEAL T, R 2—LALICXFT S UNIX DFFEMECHERZREL £95
3. System Manager T. TJ RKR—FrRUS—IZIL—ILZEBMLT. NFSOSA 7Y MIEEADT It
2ZHALEFT,
a. Storage Virtual Machine (SVM) Z%Z:#(RL. *SVM Settings* #2 U v I L£T,

b. [* Policies * (ZAR1J>—*) [ RA>T. [*ExportPolicies (LIXRR—KrRUS—*) (ZIoUvD
LFxd,

CRUa—LLRALEBRMDIIAR— RIS —Z2FRLE T,
d FIVRR—=KIL=IL*]RTT, "EBM]ZIUvIL. 753147 hDEY FEEELEY,

e. BRI MNDT IV RZFHETBIL—ILOBTIDIL—ILHRITEND LIS, *IL—IL1>Ty
JRA*TIE*2*ZERLET,

f. T*NFSv3 | #ZEIRL XY,
9 REBRT7IVEADEFM%EIREL. *OK.*&Z v I LET
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HAWDIEZIAHFDIINTOECRZIZAT Y M5 BICIE. TRy b EADLET,
10.1.1.0/24 [Client Specification]* & A1 L. [Allow Superuser Access[*Z R IRTDT7 IV XAF
TV IRV AEERLET,

Create Export Rule ¥

Client Specification: | 10.1.1.0/24

Rule Index:

Access Protocols: L CFS
[ nFs @ NFSv3 [ NFSwd
[l Flexcache

If you do not 2elect any profocol, accese iz provided
through any of the above profocolz (CIFS, NF5, or
FlexCache) configured on the Storage Virdual Machine

[SVR).
Access Details: v Read-0nhy ¥ Readnrite
UNIX ¥ )
Kerberos 5 |+ v
Kerberos Si s s
NTLM v v

] Allow Superuser Access

Superuzer sccess iz zef fo all

4. UNIX 75147 hTe RYa—LADOT7I7ERZzFRALIWInhoI—HFelLTodr> L, KJa
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