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PerLET
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cluster::> network device-discovery show

Local Discovered

Node Port Device Interface Platform

nl /cdp
ela CL1 Ethernetl/1 N5K-C5596UP
e0b CL2 Ethernetl/1 N5K-C5596UP
elc CL2 Ethernetl/2 N5K-C5596UP
e0d CL1 Ethernetl/2 N5K-C5596UP

n2 /cdp
ela CL1 Ethernetl/3 N5K-C5596UP
e0b CL2 Ethernetl/3 N5K-C5596UP
elc CL2 Ethernetl/4 N5K-C5596UP
e0d CL1 Ethernetl/4 N5K-C5596UP

8 entries were displayed.

B BIUSAAAVRA—TITA ADBERT—H A F-IIEBMEAT—R A 2HELET,

a Xy bI—UR—FDEMERTLET,

I network port show | DK SICRREINET



PerLET

ROBNE. AT LDy hT—UR—rDEEZRTLET,

cluster::*> network port show —-role cluster

(network port show)

Node: nl

Ignore

Health

Port
Status

Cluster

Cluster

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

Cluster

Cluster

up

up

up

up

Broadcast Domain Link

9000

9000

9000

9000

MTU

Speed (Mbps)

Admin/Oper

auto/10000

auto/10000

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

8 entries

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

were displayed.

I A —T A RCET BIERERTLET,

up

up

up

up

+network

9000

9000

9000

9000

auto/10000

auto/10000

auto/10000

auto/10000

interface show

Health

Status

Health

Status



PerLET

OB AT LEDITARTO LIF ICET 32— EEHREZRRLET,

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.

b. MEHINIISTRAEZRAA Y FICEHTRIBEHRZRTLE T, +system cluster-switch show
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ROBNE. V5 XZTRHASNTVWEISRERAAVFEEDEEIP 7RLAZRRLET,

cluster::*> system cluster-switch show

Switch Type Address
Model

CL1 cluster—-network 10.10.1.101
NX5596

Serial Number: 01234567
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP
CL2 cluster-network 10.10.1.102
NX5596
Serial Number: 01234568
Is Monitored: true
Reason:
Software Version: Cisco Nexus Operating System (NX-0S)
Software, Version
7.1 (1)N1(1)
Version Source: CDP

2 entries were displayed.

4. MAED/)—KRT. 95X LIFclust LW clus2 @ T -auto-revert | /NS X—%% [false | ICFREL F
ER

I network interface modify 1 Z&8L T 7ZE L)



PerLET

cluster:

—-revert

cluster:

-revert

cluster:

-revert

cluster:

-revert

:*> network
false
:*> network
false
:*> network
false
:*> network

false

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl

clus2

clusl

clus2

—auto

—auto

—auto

—auto

5 MEICIH LT, LWL 3132Q-V RA W FICEYHR RCF LA A=A YA M—ILENTWVWB Z E #HESR
L. A—HENXT—R, XY hNT—=OF7 RLABEDEERNLGY A FOAREZIA %= {TVWET,

CORRTHADRAN Y F2ERHIBIVENHD o RCFBLUVAX—DZT7 v TIL—RTBIHEN
HBHEIF. ROFIEZRITLET,

a. ABH"Cisco 1 —t %y k24 v F"NetAppHR—hk B FETEL LTV,
b. FHL TWARA Y FHLIUMBEBRY I hITT7N—avE, TOR—JOXRICEHLEFT,
C. ZYTBAIN—a>YDODRCFERIYO—RLETD,

d. [Description] X— Tlcontinue] 23R L. 1> XAZHICEE L T, [Download]* R—J DIERICHE
STRCFZEAI>O—RLET,

e WYBN—232DAX=IVYT Iz T7Z2R0>O0-RLET,

ONTAP 8XLUFED U T RAB LVEEBRY N T—U XA wF U T 7L AT 71 )L__Download
—JEBRBEL. BUAEN—2a EERLED,

FLWN=3 V%R BICIE

—VEBRLTIETL,

6. 3TH#ad % 2 FHBE D Nexus 5596 X1 v FICEEMITSENTWVWS LIF #281TLET.

2y bT—=2 « A28 —T 11 X171

ONTAP8X LDV SR B Ry T =IO XAy FDRI>O— KR
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PerLET

1. OZREDREEZHERLE T,

10

I network interface show | ZE2B L T L

ROFNE. n1 & n2 TIH, IRTD/ —RTLF DBITZERITIIHENHBD XTI,
cluster::*> network interface migrate -vserver Cluster -1if nl clus2
-source-node nl -
destination-node nl -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if nl clus3
-source-node nl -
destination-node nl -destination-port e0Od
cluster::*> network interface migrate -vserver Cluster -1if n2 clus2
-source-node n2 -
destination-node n2 -destination-port eOa
cluster::*> network interface migrate -vserver Cluster -1if n2 clus3
-source-node n2 -
destination-node n2 -destination-port e0d



PerLET

ROBIE " BID network interface migrate <X > ROEREZRLTWET

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
ela false

nl clus3 up/up 10.10.0.3/24 nl
eld false

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
ela false

n2 clus3 up/up 10.10.0.7/24 n2
e0d false

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.

8. XA vF CL2 ICYEBMIICIEFI SN TWBR IS RAA VA=A b R— b2 vy ROV LET,

I network port modify | ZB8RL T EEL



PerLET

ROIAR > IR
bzl vy ATV TEIRENBDEY,

cluster:
cluster:
cluster:
cluster:

DF>
F>
D
DF>

nlt & n2 CIEESNTER—bE2v Yy ROV LETH. IRTD/ —RTHR—

network port
network port
network port
network port

modify -node
modify -node
modify -node
modify -node

9. VE—FIZRARAVEA—T A ADEHEHR L F T,

12

nl -port
nl -port
n2 -port
n2 -port

elb
elc
eOb
elc

—up-admin
-up-admin
-up-admin

—-up-admin

false
false
false
false



ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

A showdW Y RFZRITLTHFRERTT BRIIC. BHFHE>TITE L,

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

IANTODONTAPU U —X

FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEiZMERITH AT R .

cluster ping-cluster -node <name>

13



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

79T« 77 Nexus 5596 X1 v FCL1DISLR— b41~48% > vy RE OV L E T,



PerLET

ROFE. Nexus 5596 R wF CL1 TISLR—hk41~48 %2> vy bRV T BHEEZRLTULE

ERS
(CL1)# configure
(CL1) (Config) # interface el1/41-48
(CL1) (config-if-range)# shutdown
(CL1) (config-if-range) # exit
(CL1) (Config) # exit
(CL1) #

Nexus 5010 F 7=1£5020% 3529 35S 13, ISLICE L/ R— rBESZIEELEF T,
2. CL1 & C2 DRIC—BFRIA ISL EHBEL £,

PerLET

RDOAFNF. CL1 & C2 DFEIC—BRIZA ISLZEY b7y TLTVET,

C2# configure

C2 (config)# interface port-channel 2

C2 (config-if)# switchport mode trunk

C2 (config-if)# spanning-tree port type network
C2 (config-if)# mtu 9216

C2 (config-if)# interface breakout module 1 port 24 map 10g-4x
C2 (config) # interface el/24/1-4

C2 (config-if-range)# switchport mode trunk

C2 (config-if-range)# mtu 9216

C2 (config-if-range)# channel-group 2 mode active
C2 (config-if-range) # exit

C2 (config-if)# exit

ROFIE
"F— FOBRETY,

5596 X 1 v FH'53132Q-VA 1 v FICRITT RO DHR— LD

A

axX AE

Nexus 5596 21 v FH 5FH L L Nexus 3132Q-VIA1 v FICHBITITBDLDICHR— k&

IBFIEIF. ROEED T,

B a—

axX ;B

15



Fg
1. TRTD/—RT. Nexus5596 X1 wF CL2 ICIEHEINTVLWBRIARTOY—TILEANLET,

HR—FEINTVWBRT—TILEGEEFERAL T, IRTDO/ —REDOYIIINTLSHR— b% Nexus
3132Q-V X1 wF C2 ICBEHFL F9,

2. Nexus 5596 X1 v F CL2 B IARTDT—TILEZBWOANLET,

#1L U Cisco 3132Q-V X1 F c2 DR— b 1/24 ZBEF D Nexus 5596 . CL1 DR— b 45 ~ 48 |Z3&H:
9 %EY)% Cisco QSFP/ SFP+ JL—20 7D hr—JI)Lz#EH L £,

3. A VA—T T4 X Eth1/45-48 DEI{TAV T4 F¥ 2L —> 3 VIZF TIC T channel-group 1 mode active |
PEENTVWE R LEF T,

4. 72U T« 775 Nexus 5596 X1 v F CL1 T ISL 7 R— k 45~48 =& L £,

PlerLET

ROBIE. ISLKR— b 45~48 =B L F 7,

(CL1)# configure

(CL1) (Config) # interface el/45-48
(CL1) (config-if-range) # no shutdown
(CL1) (config-if-range) # exit

(CL1) (Config) # exit

(CL1) #

5. Nexus 5596 1w F CL1 D ISLH Tup ) THZ e ZzHRLEFT,

MR—brFvRILOBE)

16



PerLET

R— b Eth1/45 ~ Eth1/48 |Z. (P) ZRLTWARERHD £9, THild. ISLKR—EHKR—Fk
FYyRIVAT 7y 7] THZZe=EBEKLED,

Example
CL1# show port-channel summary
Flags: D - Down P - Up in port-channel (members)

I - Individual H - Hot-standby (LACP only)
s - Suspended r - Module-removed

S - Switched R - Routed

U - Up (port-channel)

M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/41 (D) Ethl/42 (D)
Ethl/43 (D)
Ethl/44 (D) Ethl/45 (P)
Ethl/46 (P)

Ethl/47 (P) Ethl/48 (P)

6. 3132Q-V X1 wvF C2 EDISLH Tup) THH =R LET,

R—brFvRILOBE)



PerLET

R— I Eth1/24/1 . Eth1/24/2 . Eth1/24/3 . KLUV Eth1/24/4 |F. R— b F v RILAD ISL R— k
N IT7yvT) THRZeZBERLTLWBAHRELRHD £,

C2# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (D) Ethl/32 (D)
2 Po2 (SU) Eth LACP Ethl/24/1 (P) Ethl/24/2 (P)

Ethl/24/3 (P)
Ethl/24/4 (P)

7. IRTO/—RT, 3132Q-V R Y F C2ICEREINTVWEIRTDI T REA Y Z—ART hR—k
ZEBLET,

I network port modify 1 ZBBL T f2E L)

erLET

ROBNE. /=R n1 LV n2 THERESNIR—FDESHINTVWEZEZRLTVWET,

cluster::*> network port modify -node nl -port eOb -up-admin true
cluster::*> network port modify -node nl -port elOc -up-admin true
cluster::*> network port modify -node n2 -port eOb -up-admin true
cluster::*> network port modify -node n2 -port elc -up-admin true

8. IRTD/—RT. C2ICEBEINTVWERITEADI FRAXAVZ—OART M LIFZIANTUN—FL
ESE

I network interface revert | D&

18



PerLET

ROBNE. /=R n1 LU N2 DR—LAR—MIBITLEISRAZLFZUN—FLTWVWETY,

cluster::
cluster::
WD
g WS

cluster:
cluster:

*>
W

network interface
network interface
network interface

network interface

revert
revert
revert

revert

—-vserver

—vserver

—vserver

—-vserver

Cluster -1if
Cluster -1if
Cluster -1if
Cluster -1if

nl clus2
nl clus3
n2 clus?2
n2 clus3

9. IRTDIFREA YR =20 b R—bDR—LICUN— SN 2R LEFT,

I network interface show | Z2BL T2

L)

19



PerLET

KOFIE. clus2 @D LIF RENZNDR—LR—KMZUN—FrENZeERLTVWET, (s
Home 1 %® T Current Port ] BIDR— DX T—R XD [true 1 DIFE. LIF BEEIC/N—F
TN eERLTUVWET, Is Home OED false DIFE. LIFIZUN—FETNTULEHA.

cluster::*> network interface show -role cluster
(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
e0d true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
eld true

8 entries were displayed.

10. VS X R—bHERIENC e 2L E T,

I network port show | DK S ICRREINEFT
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PerLET

DB BID network port modify Y > ROFERZRLTED ' IRTDIFRAE « A FZ—1F%
JhDup THR =R LTVWET

cluster::*> network port show -role cluster

(network port show)

Node: nl
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -

8 entries were displayed.



N VDE—FISARAVA—T 1 RADEHGEEREL T,

22



ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

A showdW Y RFZRITLTHFRERTT BRIIC. BHFHE>TITE L,

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

IANTODONTAPU U —X

FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEiZMERITH AT R .

cluster ping-cluster -node <name>

23



cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. S ZZADE/— R T, T ZRFIDNexus 5596 21 v FCLUICEE[MFSNTWVWSR I >VEZ—T T
1 RX2BITLET,

Ry b T—=0 « A2 —T 41 XF17]
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PerLET

cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node nl -
destination-node nl
cluster::*> network
-source-node n2 -
destination-node n2
cluster::*> network
-source-node n2 -

destination—-node n2

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

interface migrate

-destination-port

2. VUSREADAT—AREHERLE T,

I network interface show | ZE2B L T L

—-vsServer

e0b

—-vsServer

elc

—vserver

e0b

—vserver

elc

ROBNF /=R n1 XV N2 THBITITER—FERLIFLIFZRLTVWET,

Cluster

Cluster

Cluster

Cluster

-1if

-1if

-1if

-1if

nl clusl

nl clusé4

n2 clusl

nZ2 clusé4

25



PerLET

ROBNF. BEGRITZXZLIFH VXXX YF C2 TRAFENTWBEYHRT T X XK~k
ICBITENICEZRLTVED,

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
eOb false

nl clus?2 up/up 10.10.0.2/24 nl
e0b true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
elc false

n2 clusl up/up 10.10.0.5/24 n2
e0b false

n2 clus2 up/up 10.10.0.6/24 n2
e0b true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
elc false

8 entries were displayed.

3 FARTO/—RT, CLTICERINTVS/ —RE—rES vy REIYLET,

[ network port modify 1| Z&BRL T TV
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PerLET

ROBNE. /=R n1 BELUn2 THEESNIR—bFZ2 vy FEUY L TVWSKREZTRLTVE

ED

cluster::
cluster::
cluster::
cluster::

*>
WS
*>
*>

network port modify -node
network port modify -node
network port modify -node
network port modify -node

nl -port
nl -port
n2 -port
n2 -port

ela -up-admin
e0d -up-admin
ela -up-admin

e0d -up-admin

4 T U T4 TH3132QVAA v FC2DISLR— b24, 31, 2> vy bATVLE T,

292841 L)

erLET

TOFE. ISL24 .

C2# configure
C2 (Config) # interface el/24/1-4

C2
C2
C2
C2
C2
C2
C2#

~ o~ o~ o~ o~ o~

config-if-range) # shutdown
config-if-range) # exit
config)# interface 1/31-32
config-if-range) # shutdown
config-if-range) # exit
config-if)# exit

31, LU R 2o vy U VTBHEEZRLTVET,

false
false
false
false

Nexus 5596 X v F CL1 IR SN TWVWBRITRTOY—JILZWOALET,

HR—FEINTVWBRT—TILEREFERAL T, IRTO ./ —REDOYIMIEINTLSHR— k% Nexus
3132Q-V X1 wF C1 IcCBEHELFI,

6. Nexus 3132Q-V C2 R— bk e1/24 1'5 QSFP JL—0 77 =TI ZzBOAL £,

HR—FENTUWLS Cisco QSFP T 7 A NT—JIL FHldEEEGy —J )L =ERA L T,

e1/31 5LV el1/32 %% c2 DR—k e1/31 HEL U e1/32 I L £,

1. R—br24DKEZV A L7 L. C2O—RR— b F v RIL2ZHIBRL £75

C1 DR—b
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C2# configure

C2 (config) # no interface breakout module 1 port 24 map 10g-4x
config)# no interface port-channel 2
config-if)# int el/24
config-if)# description 40GbE Node Port

# spanning-tree port type edge

config-if)# spanning-tree bpduguard enable

config-if)# mtu 9216

config-if-range) # exit

C2 (
C2 (
C2 ( )
C2 (config-if)
C2 ( )
C2( )
C2 (

C2 (config) # exit

C2# copy running-config startup-config
(H#HFHAHAHFEHEHF R AR AR HHH A A F AR E R AR HH] 1005
Copy Complete.

8. c2MDISLIR—b 31 BLUV3R2%T7UFT 1 7% 3132Q-V 1w F [noshutdown 1 TEFLFT

PerLET

ROFIE. 3132Q-V A1 v F C2DISL31 £ 32 % up T B3HEERLTVET,

C2# configure

C2 (config) # interface ethernet 1/31-32

C2 (config-if-range)# no shutdown

C2 (config-if-range) # exit

C2 (config)# exit

C2# copy running-config startup-config

[#H4## 44 HF S H S 4] 1009
Copy Complete.

ROFIE
"BITDFET"TY,

Nexus 5596 X -1 v Fh 5 Nexus 3132Q-VZ 1 v FADIIT%H
=T LET,

Nexus 5596 X 1w FhH 5Nexus 3132Q-V 1w FADBITETT TBICIE. ROFIE%E
ETLET,

FIE
1 ISLEEGRN TH B e ZHRL £ up 3132Q-VAA v FC2LETRDFIEZRITLE T,

MR—brFvRILOBE)
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PerLET

R— b Eth1/31 BLUVEth1/3213 T (P) 1 ZRLTVWBRERHBD XY, Chid. MAD ISLR
—b;HR—=bF¥RILAT Tupy THBZEZE®RLET,

Cl# show port-channel summary

Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
S - Switched R - Routed
U - Up (port-channel)
M - Not in use. Min-links not met
Group Port- Type Protocol Member Ports
Channel
1 Pol (SU) Eth LACP Ethl/31 (P) Ethl/32 (P)

2. gRTO/—RT. HLL3132Q-V ZAM Y F C1ICEBEETNTVBRITRTDY FREAVE—A%T b
R—bZEFHLET,

I network port modify 1 ZBBL T f2E W)

PerLET

ROFFE. 3132Q-VZAAYFCI1 DN EN2 TIRTDITREAAVRZR—AFYT rAR—b%& up IC
LTWET,

cluster::*> network port modify -node nl -port ela -up-admin true
cluster::*> network port modify -node nl -port eOd -up-admin true
cluster::*> network port modify -node n2 -port ela -up-admin true
cluster::*> network port modify -node n2 -port e0d -up-admin true

3. VSRR /) —RR—bDRT—RRZHZELET,

I network port show | DK SICRREINET



PerLET

KOBIE. FTILWLW3132Q-V A YF C1 EDITARTD/ —ROITARTDYSREA > A—AFT +
R—FD Tup IZB->TVWBREZRHERLET,

cluster::*> network port show -role cluster

(network port show)

Node: nl
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore
Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 -
elb Cluster Cluster up 9000 auto/10000 -
elc Cluster Cluster up 9000 auto/10000 -
e0d Cluster Cluster up 9000 auto/10000 -

8 entries were displayed.



4. IRTD/—RFRT. FEDIFRELIF zZhEhDHR—LER—MIUN—FLEFT,

I network interface revert | D&

PerLET

ROFUE. /—FEn1 LV N2 DR—LR—FMIIUN—FTBIRHEDI ZXAZLIF ZRLTULWE

ER

cluster:
cluster:
cluster:
cluster::

3w
x>
WD

*>

network interface
network interface
network interface
network interface

revert
revert
revert

revert

—-vserver

—vserver

—vserver

—-vserver

5. AR —T A AP KR—LICHE>TWR I EZERALET,

I network interface show | #E2B LT 2T

L)

Cluster
Cluster
Cluster
Cluster

-1if
-1if
-1if
-1if

nl clusl
nl clus4
n2 clusl
n2 clus4
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PerLET

TOBENE M ENR2DIFTRR A VR—=—AXIF A VRZ—TTAADAT—RA%Z 'up LU is
home THB &z LTWVWEXTY

cluster::*> network interface show -role cluster

(network interface show)

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nl clusl up/up 10.10.0.1/24 nl
ela true

nl clus2 up/up 10.10.0.2/24 nl
elb true

nl clus3 up/up 10.10.0.3/24 nl
elc true

nl clus4 up/up 10.10.0.4/24 nl
eld true

n2 clusl up/up 10.10.0.5/24 n2
ela true

n2 clus2 up/up 10.10.0.6/24 n2
eOb true

n2 clus3 up/up 10.10.0.7/24 n2
elc true

n2 clus4 up/up 10.10.0.8/24 n2
e0d true

8 entries were displayed.

6. JE—rISREAVR—T 1A ROEHEHRLF T,
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ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

A showdW Y RFZRITLTHFRERTT BRIIC. BHFHE>TITE L,

clusterl::*> network interface check cluster-connectivity show

Source Destination
Packet
Node Date LIF LIF
Loss
nl
3/5/2022 19:21:18 -06:00 nl clus2 n2 clusl none
3/5/2022 19:21:20 -06:00 nl clus2 n2 clus2 none
n2
3/5/2022 19:21:18 -06:00 n2 clus2 nl clusl none
3/5/2022 19:21:20 -06:00 n2 clus2 nl clus2 none

IANTODONTAPU U —X

FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEiZMERITH AT R .

cluster ping-cluster -node <name>
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cluster::*> cluster ping-cluster -node nl
Host is nl

Getting addresses from network interface table...

Cluster nl clusl nl efa 10.10.0.1
Cluster nl clus2 nl eO0b 10.10.0.2
Cluster nl clus3 nl e0c 10.10.0.3
Cluster nl clus4 nl e0d 10.10.0.4
Cluster n2Z2 clusl n2 ela 10.10.0.5
Cluster n2 clus2 n2 e0b 10.10.0.6
Cluster n2 clus3 n2 eOc 10.10.0.7
Cluster n2 clus4 n2 e0d 10.10.0.8

Local = 10.10.0.1 10.10.0.2 10.10.0.3 10.10.0.4
Remote = 10.10.0.5 10.10.0.6 10.10.0.7 10.10.0.8
Cluster Vserver Id = 4294967293

Basic connectivity succeeds on 16 path(s)

Basic connectivity fails on 0 path(s)

Detected 1500 byte MTU on 16 path(s):
Local 10.10.0.1 to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10. to Remote 10.10.
Local 10.10.0.4 to Remote 10.10.0.8

Larger than PMTU communication succeeds on 16 path(s)

RPC status:

4 paths up, 0 paths down (tcp check)

clic el leleNeNeleNeleNe el
DR D W WW W NNNR R R R
O O 0O 0O O O O O OO0 O O o O O
Jd oy U1 0 - o U1 © ~J o U1l @ ~J o O

4 paths up, 0 paths down (udp check)

1. Nexus 3132Q-VISRAARAAvFIC/—RZEBMLT. V95X 2%k LEFT,
2. BRICEFNBATNARICETRIBEREZRTLE T,
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I network device-discovery show | D& SICKRRINET
I network port show -role cluster | D& SICRREINET
I network interface show -role cluster ] DK S ICEKREINET

I system cluster-switch show
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PerLET

KDBE. 40 GbE S5 RAKR—bHR—bk e1/7 5LV el/8 ICEH N/ —Rn3 LU nd
% Nexus 3132Q-V 7 S REZRAAYFEMAED /) —RBRI SR ZICEBMLTWVWBRZZEZRLTW
F9, I B 40GbE VT XA VA —0%YU bAR—FlE. edAB LV ede T,

cluster::> network device-discovery show
Local Discovered

Node Port Device Interface Platform
nl /cdp

ela C1l Ethernetl/1/1 N3K-
C3132Q0-V

e0b c2 Ethernetl/1/1 N3K-
C3132Q-V

elc c2 Ethernetl/1/2 N3K-
C3132Q-V

e0d c1l Ethernetl/1/2 N3K-
C3132Q-V
n2 /cdp

ela C1l Ethernetl/1/3 N3K-
C3132Q0-V

elb c2 Ethernetl/1/3 N3K-
C3132Q-V

elc c2 Ethernetl/1/4 N3K-
C3132Q-V

e0d c1l Ethernetl/1/4 N3K-
C3132Q0-V
n3 /cdp

eda C1l Ethernetl/7 N3K-
C3132Q0-V

ede C2 Ethernetl/7 N3K-
C3132Q-V
n4 /cdp

eda Cc1l Ethernetl/8 N3K-
C3132Q-V

ede C2 Ethernetl/8 N3K-
C3132Q-V

12 entries were displayed.

cluster::*> network port show -role cluster
(network port show)
Node: nl



Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n2
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

ela Cluster Cluster up 9000 auto/10000 -
;Ob Cluster Cluster up 9000 auto/10000 -
;Oc Cluster Cluster up 9000 auto/10000 -
;Od Cluster Cluster up 9000 auto/10000 -
Node: n3
Ignore

Speed (Mbps)

Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

eda Cluster Cluster up 9000 auto/40000 -

ede Cluster Cluster up 9000 auto/40000 -



38

Node: n4

Ignore

Health

Port
Status

Health
IPspace
Status

Cluster

Broadcast Domain Link MTU

Cluster

Cluster

12 entries were displayed.

up

up

9000

9000

Speed (Mbps)

Admin/Oper

auto/40000

auto/40000



cluster::*> network interface show -role cluster

(network interface show)

Current
Vserver
Port

Logical
Is

Interface

Status

Network

Admin/Oper Address/Mask

Cluster

ela

e0b

elc

e0d

ela

e0b

elc

e0d

eda

ede

eda

ede

nl clusl
true

nl clus2
true

nl clus3
true

nl clus4
true

nZ2 clusl
true

n2 clus2
true

n2 clus3
true

n2 clus4
true

n3 clusl
true

n3 clus2
true

nd4 clusl
true

n4 clus2
true

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

up/up

12 entries were displayed.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

10.

.1/24

.2/24

.3/24

.4/24

.5/24

.6/24

.7/24

.8/24

.9/24

.10/24

.11/24

.12/24

Current

Node

nl

nl

nl

nl

n2

n2

n2

n2

n3

n3

n4

n4
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40

cluster::*> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL1
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

CL2
NX5596

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002

true

Cisco Nexus Operating System (NX-0S)

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.101

01234567

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

cluster—-network 10.10.1.102

01234568

true

Cisco Nexus Operating System (NX-0S)

7.1(1)NI(1)
CDP

4 entries were displayed.



3. X L 7=Nexus 5596 B’ BHEINICHIBR S NA WSS IX. TNSEHIBRLE T,

I system cluster - switch delete | WS OXY Y RZAALET

PerLET

JRIC. Nexus 5596 ZHIBR Y 2H%=R~LE T,

cluster::> system cluster-switch delete -device CL1

cluster::> system cluster-switch delete -device CL2

4 £/ —RTUZRXAclus1&clus2%ZBEIN— T3 LSIEREL. BEELE T,

PerLET

cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network
—-revert true
cluster::*> network

—-revert true

interface

interface

interface

interface

modify -vserver

modify -vserver

modify -vserver

modify -vserver

O BB TARAA wFHEREINTVWS I EZREB LT T,

I system cluster-switch show

nodel

nodel

node?2

node?2

-1if

-1if

-1if

-1if

clusl -auto

clus2 -auto

clusl -auto

clus?2 -auto
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PerLET

6. o — XD BEMERZINHIL 7235 E1d. AutoSupport X vt —J U L THERZBEEMCLEF T,

I system node AutoSupport invoke -node * -type all -message MAINT=end | £WD Xyt —IHRRE

nx

ROFIE

cluster::> system cluster-switch show

Switch
Model

Cl
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

C2
NX3132V

Serial Number:

Is Monitored:
Reason:

Software Version:

Version

Version Source:

Type Address

cluster—-network 10.10.1.103

FOX000001

true

Cisco Nexus Operating System (NX-0S) Software,

7.0(3)I4(1)
CDP

cluster—-network 10.10.1.104

FOX000002
true

Cisco Nexus Operating System (NX-0S) Software,
7.0(3)I4(1)

CDP

2 entries were displayed.

e

"ZA Y FALRBERORE TT
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