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ソフトウェアを設定します

Cisco Nexus 3232C クラスタ スイッチのソフトウェア インス
トール ワークフロー

Cisco Nexus 3232C スイッチのソフトウェアをインストールして設定し、リファレンス
コンフィギュレーション ファイル (RCF) をインストールまたはアップグレードするに
は、次の手順に従います。

"スイッチを設定します"

3232C クラスタ スイッチを構成します。

"NX-OSソフトウェアとRCFのインストールの準備"

Cisco NX-OS ソフトウェアおよびリファレンス コンフィギュレーション ファイル (RCF) をCisco 3232C クラ
スタ スイッチにインストールする必要があります。

"NX-OSソフトウェアのインストールまたはアップグレード"

Cisco 3232C クラスタ スイッチに NX-OS ソフトウェアをダウンロードしてインストールまたはアップグレー
ドします。

"RCFをインストールします"

Cisco 3232C スイッチを初めてセットアップした後、RCF をインストールします。

"SSH の設定を確認"

イーサネット スイッチ ヘルス モニタ (CSHM) およびログ収集機能を使用するには、スイッチで SSH が有効
になっていることを確認します。

"スイッチを工場出荷時の状態にリセットする"

3232C クラスタ スイッチの設定を消去します。

3232Cクラスタスイッチを設定します

Cisco Nexus 3232Cスイッチをセットアップおよび設定するには、次の手順 に従いま
す。

作業を開始する前に

• インストールサイトでHTTP、FTP、またはTFTPサーバにアクセスし、該当するNX-OSおよびリファレン
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ス構成ファイル（RCF）リリースをダウンロードします。

• 該当するNX-OSバージョン（からダウンロード） "シスコソフトウェアのダウンロード" ページ

• 必要なクラスタネットワークおよび管理ネットワークスイッチのドキュメント

を参照してください "必要なドキュメント" を参照してください。

• 必要なコントローラのドキュメントとONTAP のドキュメント

"NetApp のドキュメント"

• 該当するライセンス、ネットワークおよび設定情報、ケーブル。

• 記入済みのケーブル接続ワークシート

• 該当するネットアップクラスタネットワークと管理ネットワークのRCFは、NetApp Support Site からダ
ウンロードできます "mysupport.netapp.com" 受信したスイッチの場合。すべての Cisco クラスタネット
ワークスイッチおよび管理ネットワークスイッチは、シスコの工場出荷時のデフォルト設定で出荷されま
す。これらのスイッチには、NX-OSソフトウェアの最新バージョンもありますが、RCFはロードされてい
ません。

手順

1. クラスタネットワークと管理ネットワークのスイッチとコントローラをラックに設置します。

設置対象 作業

Cisco Nexus 3232C をネットアッ
プシステムキャビネットに設置

スイッチをネットアップキャビネットに設置する手順については、 _

Cisco Nexus 3232C クラスタスイッチの設置と NetApp cabinet guide

のパススルーパネルを参照してください。

Telco ラック内の機器 スイッチのハードウェア設置ガイド、およびネットアップのセットア
ップガイドに記載されている手順を参照してください。

2. 入力済みのケーブル接続ワークシートを使用して、クラスタネットワークスイッチと管理ネットワークス
イッチをコントローラにケーブル接続します。

3. クラスタネットワークと管理ネットワークのスイッチとコントローラの電源をオンにします。

4. クラスタネットワークスイッチの初期設定を実行する。

スイッチの初回ブート時に、次の初期セットアップに関する質問に適切な回答を入力します。サイトのセ
キュリティポリシーでは、有効にする応答とサービスを定義しています。

プロンプト 応答

自動プロビジョニングを中止して
通常のセットアップを続行します
か？（はい / いいえ）

• yes * と応答します。デフォルトは no です

セキュアなパスワード標準を適用
しますか？（はい / いいえ）

• yes * と応答します。デフォルトは yes です。
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プロンプト 応答

admin のパスワードを入力しま
す。

デフォルトのパスワードは「 admin 」です。新しい強力なパスワー
ドを作成する必要があります。脆弱なパスワードは拒否される可能性
があります。

基本設定ダイアログを開きますか
？（はい / いいえ）

スイッチの初期設定時に * yes * と応答します。

別のログインアカウントを作成し
ますか？（はい / いいえ）

回答は、代替管理者に関するサイトのポリシーに依存します。デフォ
ルトは * no * です。

読み取り専用の SNMP コミュニ
ティストリングを設定しますか？
（はい / いいえ）

• no * と応答します。デフォルトは no です

読み取り / 書き込み SNMP コミ
ュニティストリングを設定します
か？（はい / いいえ）

• no * と応答します。デフォルトは no です

スイッチ名を入力します。 スイッチ名は 63 文字までの英数字に制限されます。

アウトオブバンド（ mgmt0 ）管
理構成で続行しますか。（はい /

いいえ）

そのプロンプトで * yes * （デフォルト）と応答します。mgmt0 IPv4

address: プロンプトで、 IP アドレス ip_address を入力します

default-gateway を設定？（はい /

いいえ）

• yes * と応答します。default-gateway: プロンプトの IPv4 アドレ
スに、 default_gateway と入力します。

IP の詳細オプションを設定します
か？（はい / いいえ）

• no * と応答します。デフォルトは no です

Telnet サービスを有効にしますか
？（はい / いいえ）

• no * と応答します。デフォルトは no です

SSH サービスを有効にしたか？
（はい / いいえ）

• yes * と応答します。デフォルトは yes です。

ログ収集機能にイーサネットスイッチヘルスモニタ
（CSHM）を使用する場合は、SSHを推奨します。セ
キュリティを強化するには、SSHv2も推奨されます。

生成する SSH キーのタイプを入
力します（ DSA/RSA/rsa1 ）。

デフォルトは * rsa* です。

キービット数（ 1024~2048 ）を
入力します。

1024～2048のキービット数を入力します。
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プロンプト 応答

NTP サーバを設定？（はい / いい
え）

• no * と応答します。デフォルトは no です

デフォルトのインターフェイスレ
イヤ（ L3/L2 ）を設定します。

• L2 * と応答します。デフォルトは L2 です。

デフォルトのスイッチポートイン
ターフェイスステート（ shut /

noshut ）を設定します。

noshut * と応答します。デフォルトは noshut です。

CoPP システムプロファイルを設
定する（
strict/moderm/lenenter/dense ）：

• strict * と応答します。デフォルトは strict です。

設定を編集しますか？（はい / い
いえ）

この時点で新しい設定が表示されます。入力した設定を確認し、必要
な変更を行います。設定に問題がなければ、プロンプトで「 * no * 」
と応答します。設定を編集する場合は、 * yes * と応答します。

この設定を使用して保存しますか
？（はい / いいえ）

• yes * と応答して、設定を保存します。これにより、キックスタ
ートイメージとシステムイメージが自動的に更新されます。

この段階で設定を保存しないと、次回スイッチをリブ
ートしたときに変更が有効になりません。

5. セットアップの最後に表示される画面で選択した設定を確認し、設定を保存します。

6. クラスタネットワークスイッチのバージョンを確認し、必要に応じてからネットアップ対応バージョンの
ソフトウェアをスイッチにダウンロードします "シスコソフトウェアのダウンロード" ページ

次の手順

"NX-OSおよびRCFのインストールを準備します"。

NX-OSソフトウェアとRCFのインストールの準備

NX-OSソフトウェアとRCFをインストールする前に、次の手順 を実行してください。

例について

この手順の例では、 2 つのノードを使用します。これらのノードは 'e0a' と 'e0b' の 2 つの 10GbE クラスタ・
インターコネクト・ポートを使用します

を参照してください "Hardware Universe" をクリックして、プラットフォームのクラスタポートが正しいこと
を確認します。

コマンド出力は、 ONTAP のリリースによって異なる場合があります。

スイッチとノードで命名されています
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この手順の例では、スイッチとノードで次の命名法を使用しています。

• 2 つの Cisco スイッチの名前は 'CS1' および CS2' です

• ノード名は「 cluster1-01 」と「 cluster1-02 」です。

• クラスタ LIF の名前は、 cluster1-01 には「 cluster1-01 」、 cluster1-02 には「 cluster1-02 」、 cluster1-

02 には「 cluster1-02 」、 cluster1-02 には「 cluster1-02 」をそれぞれ指定します。

• 「 cluster1 ：： * > 」プロンプトは、クラスタの名前を示します。

このタスクについて

手順 では、 ONTAP コマンドと Cisco Nexus 3000 シリーズスイッチコマンドの両方を使用する必要がありま
す。特に明記されていないかぎり、 ONTAP コマンドを使用します。

手順

1. このクラスタで AutoSupport が有効になっている場合は、 AutoSupport メッセージを呼び出してケースの
自動作成を抑制します。「 system node AutoSupport invoke -node * -type all -message MAINT= x h

ここで、 _ x _ はメンテナンス時間の長さ（時間）です。

AutoSupport メッセージはテクニカルサポートにこのメンテナンスタスクについて通知し、
メンテナンス時間中はケースの自動作成が停止されます。

2. 権限レベルを advanced に変更します。続行するかどうかを尋ねられたら、「 * y * 」と入力します。

「 advanced 」の権限が必要です

詳細プロンプト (`*>') が表示されます

3. クラスタインターコネクトスイッチごとに、各ノードに設定されているクラスタインターコネクトインタ
ーフェイスの数を表示します。

「 network device-discovery show -protocol cdp 」と入力します
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例を示します

cluster1::*> network device-discovery show -protocol cdp

Node/       Local  Discovered

Protocol    Port   Device (LLDP: ChassisID)  Interface

Platform

----------- ------ ------------------------- -----------------

--------

cluster1-02/cdp

            e0a    cs1                       Eth1/2            N3K-

C3232C

            e0b    cs2                       Eth1/2            N3K-

C3232C

cluster1-01/cdp

            e0a    cs1                       Eth1/1            N3K-

C3232C

            e0b    cs2                       Eth1/1            N3K-

C3232C

4 entries were displayed.

4. 各クラスタインターフェイスの管理ステータスまたは動作ステータスを確認します。

a. ネットワークポートの属性を表示します。

network port show – ipspace Cluster
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例を示します

cluster1::*> network port show -ipspace Cluster

Node: cluster1-02

                                                  Speed(Mbps) Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper  Status

--------- ------------ ---------------- ---- ---- ----------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy

e0b       Cluster      Cluster          up   9000  auto/10000

healthy

Node: cluster1-01

                                                  Speed(Mbps) Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper  Status

--------- ------------ ---------------- ---- ---- ----------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy

e0b       Cluster      Cluster          up   9000  auto/10000

healthy

4 entries were displayed.

a. LIF に関する情報を表示します。「 network interface show -vserver Cluster
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例を示します

cluster1::*> network interface show -vserver Cluster

            Logical            Status     Network

Current       Current Is

Vserver     Interface          Admin/Oper Address/Mask       Node

Port    Home

----------- ------------------ ---------- ------------------

------------- ------- ----

Cluster

            cluster1-01_clus1  up/up      169.254.209.69/16

cluster1-01   e0a     true

            cluster1-01_clus2  up/up      169.254.49.125/16

cluster1-01   e0b     true

            cluster1-02_clus1  up/up      169.254.47.194/16

cluster1-02   e0a     true

            cluster1-02_clus2  up/up      169.254.19.183/16

cluster1-02   e0b     true

4 entries were displayed.

5. リモートクラスタインターフェイスの接続を確認します。
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ONTAP 9.9.1以降

を使用できます network interface check cluster-connectivity コマンドを使用してクラス
タ接続のアクセスチェックを開始し、詳細を表示します。

network interface check cluster-connectivity start および network interface

check cluster-connectivity show

cluster1::*> network interface check cluster-connectivity start

*注：*数秒待ってからコマンドを実行して `show`詳細を表示してください。

cluster1::*> network interface check cluster-connectivity show

                                  Source              Destination

Packet

Node   Date                       LIF                 LIF

Loss

------ -------------------------- -------------------

------------------- -----------

cluster1-01

       3/5/2022 19:21:18 -06:00   cluster1-01_clus2   cluster1-02_clus1

none

       3/5/2022 19:21:20 -06:00   cluster1-01_clus2   cluster1-02_clus2

none

.

.

cluster1-02

       3/5/2022 19:21:18 -06:00   cluster1-02_clus2   cluster1-01_clus1

none

       3/5/2022 19:21:20 -06:00   cluster1-02_clus2   cluster1-01_clus2

none

すべてのONTAPリリース

すべてのONTAPリリースで、 cluster ping-cluster -node <name> 接続を確認するコマンド：

cluster ping-cluster -node <name>
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cluster1::*> cluster ping-cluster -node local

Host is cluster1-02

Getting addresses from network interface table...

Cluster cluster1-01_clus1 169.254.209.69 cluster1-01     e0a

Cluster cluster1-01_clus2 169.254.49.125 cluster1-01     e0b

Cluster cluster1-02_clus1 169.254.47.194 cluster1-02     e0a

Cluster cluster1-02_clus2 169.254.19.183 cluster1-02     e0b

Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125

Cluster Vserver Id = 4294967293

Ping status:....

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

................

Detected 9000 byte MTU on 4 path(s):

    Local 169.254.19.183 to Remote 169.254.209.69

    Local 169.254.19.183 to Remote 169.254.49.125

    Local 169.254.47.194 to Remote 169.254.209.69

    Local 169.254.47.194 to Remote 169.254.49.125

Larger than PMTU communication succeeds on 4 path(s)

RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. すべてのクラスタLIFでコマンドが有効になっていることを確認し auto-revert`ます。 `network

interface show -vserver Cluster -fields auto-revert

例を示します

cluster1::*> network interface show -vserver Cluster -fields auto-

revert

          Logical

Vserver   Interface           Auto-revert

--------- ------------------- ------------

Cluster

          cluster1-01_clus1   true

          cluster1-01_clus2   true

          cluster1-02_clus1   true

          cluster1-02_clus2   true

4 entries were displayed.
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次の手順

"NX-OSソフトウェアをインストールします" 。

NX-OS ソフトウェアをインストールします

この手順 を使用して、 Nexus 3232C クラスタスイッチに NX-OS ソフトウェアをインス
トールできます。

要件を確認

作業を開始する前に

• スイッチ設定の現在のバックアップ。

• クラスタが完全に機能している（ログにエラーがない、または同様の問題が発生している）。

• "Cisco Ethernet Switch のページ"。サポートされるONTAP とNX-OSのバージョンについては、スイッチ
の互換性の表を参照してください。

• "Cisco Nexus 3000 シリーズスイッチ"。Ciscoスイッチのアップグレードおよびダウングレード手順の詳
細については、CiscoのWebサイトで入手可能なソフトウェアおよびアップグレードガイドを参照してく
ださい。

ソフトウェアをインストールします

手順 では、 ONTAP コマンドと Cisco Nexus 3000 シリーズスイッチコマンドの両方を使用する必要がありま
す。特に明記されていないかぎり、 ONTAP コマンドを使用します。

の手順 を完了してください "NX-OSおよびRCFのインストールを準備します"をクリックし、次の手順を実行
します。

手順

1. クラスタスイッチを管理ネットワークに接続します。

2. 「 ping 」コマンドを使用して、 NX-OS ソフトウェアおよび RCF をホストするサーバへの接続を確認し
ます。

例を示します

次の例では、スイッチが IP アドレス 172.19.2.1 のサーバに接続できることを確認します。

cs2# ping 172.19.2.1

Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp_seq = 0. time= 5910 usec.

3. クラスタスイッチに接続されている各ノードのクラスタポートを表示します。

「 network device-discovery show 」のように表示されます
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例を示します

cluster1::*> network device-discovery show

Node/       Local  Discovered

Protocol    Port   Device (LLDP: ChassisID)  Interface

Platform

----------- ------ ------------------------- ----------------

----------

cluster1-01/cdp

            e0a    cs1                       Ethernet1/7       N3K-

C3232C

            e0d    cs2                       Ethernet1/7       N3K-

C3232C

cluster1-02/cdp

            e0a    cs1                       Ethernet1/8       N3K-

C3232C

            e0d    cs2                       Ethernet1/8       N3K-

C3232C

cluster1-03/cdp

            e0a    cs1                       Ethernet1/1/1     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/1     N3K-

C3232C

cluster1-04/cdp

            e0a    cs1                       Ethernet1/1/2     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/2     N3K-

C3232C

cluster1::*>

4. 各クラスタポートの管理ステータスと動作ステータスを確認します。

a. すべてのクラスタポートが正常な状態で稼働していることを確認します。

「 network port show -role cluster 」のように表示されます
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例を示します

cluster1::*> network port show -role cluster

Node: cluster1-01

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

Node: cluster1-02

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

8 entries were displayed.

Node: cluster1-03

   Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false
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Node: cluster1-04

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

cluster1::*>

b. すべてのクラスタインターフェイス（ LIF ）がホームポートにあることを確認します。

「 network interface show -role cluster 」のように表示されます
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例を示します

cluster1::*> network interface show -role cluster

            Logical            Status     Network

Current      Current Is

Vserver     Interface          Admin/Oper Address/Mask      Node

Port    Home

----------- ------------------ ---------- -----------------

------------ ------- ----

Cluster

            cluster1-01_clus1  up/up     169.254.3.4/23

cluster1-01  e0a     true

            cluster1-01_clus2  up/up     169.254.3.5/23

cluster1-01  e0d     true

            cluster1-02_clus1  up/up     169.254.3.8/23

cluster1-02  e0a     true

            cluster1-02_clus2  up/up     169.254.3.9/23

cluster1-02  e0d     true

            cluster1-03_clus1  up/up     169.254.1.3/23

cluster1-03  e0a     true

            cluster1-03_clus2  up/up     169.254.1.1/23

cluster1-03  e0b     true

            cluster1-04_clus1  up/up     169.254.1.6/23

cluster1-04  e0a     true

            cluster1-04_clus2  up/up     169.254.1.7/23

cluster1-04  e0b     true

8 entries were displayed.

cluster1::*>

c. クラスタが両方のクラスタスイッチの情報を表示していることを確認します。

system cluster-switch show -is-monitoring enabled-operational true を使用します
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例を示します

cluster1::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch                      Type               Address

Model

--------------------------- ------------------ ----------------

----------

cs1                         cluster-network    10.233.205.90    N3K-

C3232C

     Serial Number: FOCXXXXXXGD

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(5)

    Version Source: CDP

cs2                         cluster-network    10.233.205.91    N3K-

C3232C

     Serial Number: FOCXXXXXXGS

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(5)

    Version Source: CDP

cluster1::*>

5. クラスタLIFで自動リバートを無効にします。クラスタLIFはパートナークラスタスイッチにフェイルオー
バーし、ターゲットスイッチでアップグレード手順を実行してもそのまま残ります。

network interface modify -vserver Cluster -lif *-auto-revert false

6. NX-OS ソフトウェアおよび EPLD イメージを Nexus 3232C スイッチにコピーします。
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例を示します

cs2# copy sftp: bootflash: vrf management

Enter source filename: /code/nxos.9.3.4.bin

Enter hostname for the sftp server: 172.19.2.1

Enter username: user1

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

user1@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get   /code/nxos.9.3.4.bin  /bootflash/nxos.9.3.4.bin

/code/nxos.9.3.4.bin  100% 1261MB   9.3MB/s   02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management

Enter source filename: /code/n9000-epld.9.3.4.img

Enter hostname for the sftp server: 172.19.2.1

Enter username: user1

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

user1@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get   /code/n9000-epld.9.3.4.img  /bootflash/n9000-

epld.9.3.4.img

/code/n9000-epld.9.3.4.img  100%  161MB   9.5MB/s   00:16

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

7. NX-OS ソフトウェアの実行中のバージョンを確認します。

'how version （バージョンの表示） '
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例を示します

cs2# show version

Cisco Nexus Operating System (NX-OS) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2019, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are

owned by other third parties and used and distributed under their

own

licenses, such as open source.  This software is provided "as is,"

and unless

otherwise stated, there is no warranty, express or implied,

including but not

limited to warranties of merchantability and fitness for a

particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0  or the GNU

Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at

http://www.opensource.org/licenses/gpl-2.0.php and

http://opensource.org/licenses/gpl-3.0.html and

http://www.opensource.org/licenses/lgpl-2.1.php and

http://www.gnu.org/licenses/old-licenses/library.txt.

Software

  BIOS: version 08.37

  NXOS: version 9.3(3)

  BIOS compile time:  01/28/2020

  NXOS image file is: bootflash:///nxos.9.3.3.bin

  NXOS compile time:  12/22/2019 2:00:00 [12/22/2019 14:00:37]

Hardware

  cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

  Intel(R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of

memory.

  Processor Board ID FOCXXXXXXGD

  Device name: cs2

  bootflash:   53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 36 second(s)

Last reset at 74117 usecs after Tue Nov 24 06:24:23 2020

  Reason: Reset Requested by CLI command reload
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  System version: 9.3(3)

  Service:

plugin

  Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

8. NX-OS イメージをインストールします。

イメージファイルをインストールすると、スイッチをリブートするたびにロードされます。
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例を示します

cs2# install all nxos bootflash:nxos.9.3.4.bin

Installer will perform compatibility check first. Please wait.

Installer is forced disruptive

Verifying image bootflash:/nxos.9.3.4.bin for boot variable "nxos".

[] 100% -- SUCCESS

Verifying image type.

[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxos.9.3.4.bin.

[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxos.9.3.4.bin.

[] 100% -- SUCCESS

Performing module support checks.

[] 100% -- SUCCESS

Notifying services about system upgrade.

[] 100% -- SUCCESS

Compatibility check is done:

Module  bootable          Impact              Install-type  Reason

------- ----------------- ------------------- -------------

----------

     1     Yes            Disruptive          Reset         Default

upgrade is not hitless

Images will be upgraded according to following table:

Module       Image       Running-Version(pri:alt)

New-Version          Upg-Required

------------ ----------- ---------------------------------------

-------------------- ------------

     1       nxos        9.3(3)

9.3(4)               yes

     1       bios        v08.37(01/28/2020):v08.32(10/18/2016)

v08.37(01/28/2020)   no

Switch will be reloaded for disruptive upgrade.

Do you want to continue with the installation (y/n)?  [n] y
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Install is in progress, please wait.

Performing runtime checks.

[] 100% -- SUCCESS

Setting boot variables.

[] 100% -- SUCCESS

Performing configuration copy.

[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading

bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.

[] 100% -- SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.

cs2#

9. スイッチのリブート後に、 NX-OS ソフトウェアの新しいバージョンを確認します。

'how version （バージョンの表示） '
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例を示します

cs2# show version

Cisco Nexus Operating System (NX-OS) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2020, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are

owned by other third parties and used and distributed under their

own

licenses, such as open source.  This software is provided "as is,"

and unless

otherwise stated, there is no warranty, express or implied,

including but not

limited to warranties of merchantability and fitness for a

particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0  or the GNU

Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at

http://www.opensource.org/licenses/gpl-2.0.php and

http://opensource.org/licenses/gpl-3.0.html and

http://www.opensource.org/licenses/lgpl-2.1.php and

http://www.gnu.org/licenses/old-licenses/library.txt.

Software

  BIOS: version 08.37

  NXOS: version 9.3(4)

  BIOS compile time:  01/28/2020

  NXOS image file is: bootflash:///nxos.9.3.4.bin

  NXOS compile time:  4/28/2020 21:00:00 [04/29/2020 06:28:31]

Hardware

 cisco Nexus3000 C3232C Chassis (Nexus 9000 Series)

  Intel(R) Xeon(R) CPU E5-2403 v2 @ 1.80GHz with 8154432 kB of

memory.

  Processor Board ID FOCXXXXXXGS

  Device name: rtpnpi-mcc01-8200-ms-A1

  bootflash:   53298520 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 14 second(s)

Last reset at 196755 usecs after Tue Nov 24 06:37:36 2020

  Reason: Reset due to upgrade
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  System version: 9.3(3)

  Service:

plugin

  Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

10. EPLD イメージをアップグレードし、スイッチをリブートします。
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例を示します

cs2# show version module 1 epld

EPLD Device                     Version

---------------------------------------

MI   FPGA                       0x12

IO   FPGA                       0x11

cs2# install epld bootflash:n9000-epld.9.3.4.img module 1

Compatibility check:

Module        Type         Upgradable    Impact      Reason

------  -----------------  ----------    ----------

-----------------

     1         SUP         Yes           Disruptive  Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module  Type   EPLD              Running-Version   New-Version  Upg-

Required

------  ----  -----------------  ---------------   -----------

------------

     1   SUP   MI FPGA                0x12         0x12         No

     1   SUP   IO FPGA                0x11         0x12         Yes

The above modules require upgrade.

The switch will be reloaded at the end of the upgrade

Do you want to continue (y/n) ?  [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% (     64 of      64

sectors)

Module 1 EPLD upgrade is successful.

Module        Type  Upgrade-Result

------  ------------------  --------------

     1         SUP         Success

Module 1 EPLD upgrade is successful.

cs2#

11. NX-OSバージョン9.3(11)にアップグレードする場合は、EPLDイメージをアップグレードし、スイッチを
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もう一度リブートする必要があります golden。それ以外の場合は、手順12に進みます。

詳細については、を参照してください "EPLDアップグレードリリースノート、リリース9.3(11)"。

例を示します

cs2# install epld bootflash:n9000-epld.9.3.11.img module 1 golden

Digital signature verification is successful

Compatibility check:

Module        Type         Upgradable     Impact      Reason

------  -----------------  -------------  ----------

-----------------

     1        SUP          Yes            Disruptive  Module

Upgradable

Retrieving EPLD versions.... Please wait.

The above modules require upgrade.

The switch will be reloaded at the end of the upgrade

Do you want to continue (y/n) ?  [n] y

Proceeding to upgrade Modules.

 Starting Module 1 EPLD Upgrade

Module 1 : MI FPGA [Programming] : 100.00% (     64 of      64 sect)

Module 1 : IO FPGA [Programming] : 100.00% (     64 of      64 sect)

Module 1 EPLD upgrade is successful.

Module        Type          Upgrade-Result

------  ------------------  --------------

     1         SUP          Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

cs2#

12. スイッチのリブート後、ログインして新しいバージョンの EPLD が正常にロードされたことを確認しま
す。
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例を示します

cs2# show version module 1 epld

EPLD Device                     Version

---------------------------------------

MI   FPGA                        0x12

IO   FPGA                        0x12

13. クラスタのクラスタポートの健常性を確認します。

a. クラスタポートが起動しており、クラスタ内のすべてのノードで正常に動作していることを確認しま
す。

「 network port show -role cluster 」のように表示されます
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例を示します

cluster1::*> network port show -role cluster

Node: cluster1-01

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

Node: cluster1-02

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

Node: cluster1-03

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false
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Node: cluster1-04

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

8 entries were displayed.

b. クラスタからスイッチの健常性を確認します。

「 network device-discovery show -protocol cdp 」と入力します
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例を示します

cluster1::*> network device-discovery show -protocol cdp

Node/       Local  Discovered

Protocol    Port   Device (LLDP: ChassisID)  Interface

Platform

----------- ------ ------------------------- -----------------

----------

cluster1-01/cdp

            e0a    cs1                       Ethernet1/7       N3K-

C3232C

            e0d    cs2                       Ethernet1/7       N3K-

C3232C

cluster01-2/cdp

            e0a    cs1                       Ethernet1/8       N3K-

C3232C

            e0d    cs2                       Ethernet1/8       N3K-

C3232C

cluster01-3/cdp

            e0a    cs1                       Ethernet1/1/1     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/1     N3K-

C3232C

cluster1-04/cdp

            e0a    cs1                       Ethernet1/1/2     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/2     N3K-

C3232C

cluster1::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch                      Type               Address

Model

--------------------------- ------------------ ----------------

----------

cs1                         cluster-network    10.233.205.90    N3K-

C3232C

     Serial Number: FOCXXXXXXGD

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(5)

    Version Source: CDP

cs2                         cluster-network    10.233.205.91    N3K-
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C3232C

     Serial Number: FOCXXXXXXGS

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(5)

    Version Source: CDP

2 entries were displayed.

スイッチにロードした RCF バージョンによっては、 cs1 スイッチコンソールで次の出力が表示され
ることがあります。

2020 Nov 17 16:07:18 cs1 %$ VDC-1 %$ %STP-2-UNBLOCK_CONSIST_PORT:

Unblocking port port-channel1 on VLAN0092. Port consistency

restored.

2020 Nov 17 16:07:23 cs1 %$ VDC-1 %$ %STP-2-BLOCK_PVID_PEER:

Blocking port-channel1 on VLAN0001. Inconsistent peer vlan.

2020 Nov 17 16:07:23 cs1 %$ VDC-1 %$ %STP-2-BLOCK_PVID_LOCAL:

Blocking port-channel1 on VLAN0092. Inconsistent local vlan.

14. クラスタが正常であることを確認します。

「 cluster show 」を参照してください

例を示します

cluster1::*> cluster show

Node                 Health   Eligibility   Epsilon

-------------------- -------- ------------- -------

cluster1-01          true     true          false

cluster1-02          true     true          false

cluster1-03          true     true          true

cluster1-04          true     true          false

4 entries were displayed.

cluster1::*>

15. スイッチcs1で手順6 ~ 14を繰り返します。

16. クラスタ LIF で自動リバートを有効にします。

network interface modify -vserver Cluster -lif *-auto-revert trueを指定します
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17. クラスタ LIF がホームポートにリバートされたことを確認します。

「 network interface show -role cluster 」のように表示されます

例を示します

cluster1::*> network interface show -role cluster

            Logical            Status     Network            Current

Current Is

Vserver     Interface          Admin/Oper Address/Mask       Node

Port    Home

----------- ------------------ ---------- ------------------

------------------- ------- ----

Cluster

            cluster1-01_clus1  up/up      169.254.3.4/23

cluster1-01         e0d     true

            cluster1-01_clus2  up/up      169.254.3.5/23

cluster1-01         e0d     true

            cluster1-02_clus1  up/up      169.254.3.8/23

cluster1-02         e0d     true

            cluster1-02_clus2  up/up      169.254.3.9/23

cluster1-02         e0d     true

            cluster1-03_clus1  up/up      169.254.1.3/23

cluster1-03         e0b     true

            cluster1-03_clus2  up/up      169.254.1.1/23

cluster1-03         e0b     true

            cluster1-04_clus1  up/up      169.254.1.6/23

cluster1-04         e0b     true

            cluster1-04_clus2  up/up      169.254.1.7/23

cluster1-04         e0b     true

8 entries were displayed.

cluster1::*>

いずれかのクラスタLIFがホームポートに戻っていない場合は、ローカルノードから手動でリバートしま
す。

network interface revert -vserver Cluster -lif <lif_name>

次の手順

"RCF構成ファイルをインストールします"です。
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リファレンス構成ファイル（RCF）のインストールまたはアッ
プグレード

この手順 に従って、Nexus 3232Cスイッチを初めてセットアップしたあとにRCFをイン
ストールします。

この手順を使用して、 RCF のバージョンをアップグレードすることもできます。サポート技術情報の記事を
参照してください "リモート接続を維持したままCiscoインターコネクトスイッチの設定をクリアする方法" を
参照してください。

要件を確認

作業を開始する前に

• スイッチ設定の現在のバックアップ。

• クラスタが完全に機能している（ログにエラーがない、または同様の問題が発生している）。

• 現在のリファレンス構成ファイル（RCF）。

• RCFのインストール時に必要なスイッチへのコンソール接続

• "Cisco Ethernet Switch のページ" サポートされているONTAP とRCFのバージョンについては、スイッチ
の互換性の表を参照してください。RCFのコマンド構文と、NX-OSのバージョンにあるコマンド構文との
間には、コマンドの依存関係が存在する場合があります。

• "Cisco Nexus 3000 シリーズスイッチ"。Ciscoスイッチのアップグレードおよびダウングレード手順の詳
細については、CiscoのWebサイトで入手可能なソフトウェアおよびアップグレードガイドを参照してく
ださい。

ファイルをインストールします

例について

この手順の例では、スイッチとノードで次の命名法を使用しています。

• 2 つの Cisco スイッチの名前は 'CS1' および CS2' です

• ノード名は「 cluster1-01 」、「 cluster1-02 」、「 cluster1-02 」、「 cluster1-02 」、および「 cluster1-

02 」です。

• クラスタ LIF の名前は、「 cluster1-01 _ clus1 」、「 cluster1-01 _ clus2 」、「 cluster1-02 _ clus1

」、「 cluster1-02 _ clus2 」、「 cluster1-03_clus1 」です。 「 cluster1-03_clus2` 」、「 cluster1-02

」、「 cluster1-04_clus1 」、「 cluster1-04_clus2 」。

• 「 cluster1 ：： * > 」プロンプトは、クラスタの名前を示します。

このタスクについて

手順 では、 ONTAP コマンドと Cisco Nexus 3000 シリーズスイッチコマンドの両方を使用する必要がありま
す。特に明記されていないかぎり、 ONTAP コマンドを使用します。

この手順 では、動作可能なInter-Switch Link（ISL；スイッチ間リンク）は必要ありません。RCFのバージョ
ンを変更するとISL接続に一時的に影響する可能性があるため、これは設計上の変更です。クラスタのノンス
トップオペレーションを実現するために、次の手順 は、ターゲットスイッチでの手順の実行中に、すべての
クラスタLIFを動作しているパートナースイッチに移行します。
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の手順 を完了してください "NX-OSおよびRCFのインストールを準備します"をクリックし、次の手順を実
行します。

手順

1. クラスタスイッチに接続されている各ノードのクラスタポートを表示します。

「 network device-discovery show 」のように表示されます

例を示します

cluster1::*> network device-discovery show

Node/       Local  Discovered

Protocol    Port   Device (LLDP: ChassisID)  Interface

Platform

----------- ------ ------------------------- ----------------

--------

cluster1-01/cdp

            e0a    cs1                       Ethernet1/7       N3K-

C3232C

            e0d    cs2                       Ethernet1/7       N3K-

C3232C

cluster1-02/cdp

            e0a    cs1                       Ethernet1/8       N3K-

C3232C

            e0d    cs2                       Ethernet1/8       N3K-

C3232C

cluster1-03/cdp

            e0a    cs1                       Ethernet1/1/1     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/1     N3K-

C3232C

cluster1-04/cdp

            e0a    cs1                       Ethernet1/1/2     N3K-

C3232C

            e0b    cs2                       Ethernet1/1/2     N3K-

C3232C

cluster1::*>

2. 各クラスタポートの管理ステータスと動作ステータスを確認します。

a. すべてのクラスタポートが正常な状態であることを確認します。

network port show –role cluster
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例を示します

cluster1::*> network port show -role cluster

Node: cluster1-01

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

Node: cluster1-02

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

8 entries were displayed.

Node: cluster1-03

   Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false
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Node: cluster1-04

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

cluster1::*>

b. すべてのクラスタインターフェイス（ LIF ）がホームポートにあることを確認します。

「 network interface show -role cluster 」のように表示されます
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例を示します

cluster1::*> network interface show -role cluster

            Logical            Status     Network

Current      Current Is

Vserver     Interface          Admin/Oper Address/Mask      Node

Port    Home

----------- ------------------ ---------- -----------------

------------ ------- ----

Cluster

            cluster1-01_clus1  up/up     169.254.3.4/23

cluster1-01  e0a     true

            cluster1-01_clus2  up/up     169.254.3.5/23

cluster1-01  e0d     true

            cluster1-02_clus1  up/up     169.254.3.8/23

cluster1-02  e0a     true

            cluster1-02_clus2  up/up     169.254.3.9/23

cluster1-02  e0d     true

            cluster1-03_clus1  up/up     169.254.1.3/23

cluster1-03  e0a     true

            cluster1-03_clus2  up/up     169.254.1.1/23

cluster1-03  e0b     true

            cluster1-04_clus1  up/up     169.254.1.6/23

cluster1-04  e0a     true

            cluster1-04_clus2  up/up     169.254.1.7/23

cluster1-04  e0b     true

8 entries were displayed.

cluster1::*>

c. クラスタが両方のクラスタスイッチの情報を表示していることを確認します。

system cluster-switch show -is-monitoring enabled-operational true を使用します
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例を示します

cluster1::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch                      Type               Address

Model

--------------------------- ------------------ ----------------

---------------

cs1                         cluster-network    10.233.205.92

NX3232C

     Serial Number: FOXXXXXXXGS

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(4)

    Version Source: CDP

cs2                         cluster-network    10.233.205.93

NX3232C

     Serial Number: FOXXXXXXXGD

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS) Software,

Version

                    9.3(4)

    Version Source: CDP

2 entries were displayed.

3. クラスタ LIF で自動リバートを無効にします。

例を示します

cluster1::*> network interface modify -vserver Cluster -lif * -auto

-revert false

4. クラスタスイッチ cs2 で、ノードのクラスタポートに接続されているポートをシャットダウンします。
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例を示します

cs2(config)# interface eth1/1/1-2,eth1/7-8

cs2(config-if-range)# shutdown

5. クラスタポートがクラスタスイッチ cs1 でホストされているポートに移行されていることを確認します。
これには数秒かかることがあります。

「 network interface show -role cluster 」のように表示されます

例を示します

cluster1::*> network interface show -role cluster

            Logical           Status     Network            Current

Current Is

Vserver     Interface         Admin/Oper Address/Mask       Node

Port    Home

----------- ----------------- ---------- ------------------

------------- ------- ----

Cluster

            cluster1-01_clus1 up/up      169.254.3.4/23

cluster1-01   e0a     true

            cluster1-01_clus2 up/up      169.254.3.5/23

cluster1-01   e0a     false

            cluster1-02_clus1 up/up      169.254.3.8/23

cluster1-02   e0a     true

            cluster1-02_clus2 up/up      169.254.3.9/23

cluster1-02   e0a     false

            cluster1-03_clus1 up/up      169.254.1.3/23

cluster1-03   e0a     true

            cluster1-03_clus2 up/up      169.254.1.1/23

cluster1-03   e0a     false

            cluster1-04_clus1 up/up      169.254.1.6/23

cluster1-04   e0a     true

            cluster1-04_clus2 up/up      169.254.1.7/23

cluster1-04   e0a     false

8 entries were displayed.

cluster1::*>

6. クラスタが正常であることを確認します。

「 cluster show 」を参照してください
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例を示します

cluster1::*> cluster show

Node                 Health  Eligibility   Epsilon

-------------------- ------- ------------  -------

cluster1-01          true    true          false

cluster1-02          true    true          false

cluster1-03          true    true          true

cluster1-04          true    true          false

4 entries were displayed.

cluster1::*>

7. 現在のスイッチ設定のコピーをまだ保存していない場合は、次のコマンドの出力をテキストファイルにコ
ピーして保存します。

'how running-config'

8. 現在のカスタム追加を記録します `running-config`使用中の RCF ファイル。

9. 基本的な設定の詳細を `write_erase.cfg`ブートフラッシュ上のファイル。

アップグレードまたは新しい RCF を適用する場合は、スイッチの設定を消去して基本設定
を実行する必要があります。スイッチを再度セットアップするには、スイッチのシリアル
コンソール ポートに接続する必要があります。

cs2# show run | section "switchname" > bootflash:write_erase.cfg

cs2# show run | section "hostname" >> bootflash:write_erase.cfg

cs2# show run | i "username admin password" >> bootflash:write_erase.cfg

cs2# show run | section "vrf context management" >> bootflash:write_erase.cfg

cs2# show run | section "interface mgmt0" >> bootflash:write_erase.cfg

10. RCF バージョン 1.12 以降の場合は、次のコマンドを実行します。

cs2# echo "hardware access-list tcam region racl-lite 512" >>

bootflash:write_erase.cfg

cs2# echo "hardware access-list tcam region qos 256" >>

bootflash:write_erase.cfg

ナレッジベースの記事を参照"リモート接続を維持したままCiscoインターコネクトスイッチの設定をクリ
アする方法"詳細については、こちらをご覧ください。

11. 確認するには `write_erase.cfg`ファイルは期待どおりに入力されます。

show file bootflash:write_erase.cfg
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12. 発行する `write erase`現在保存されている構成を消去するコマンド:

cs2# write erase

Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] y

13. 以前に保存した基本設定をスタートアップコンフィギュレーションにコピーします。

cs2# copy bootflash:write_erase.cfg startup-config

14. スイッチをリブートします。

cs2# reload

This command will reboot the system. (y/n)? [n] y

15. FTP、TFTP、SFTP、SCPのいずれかの転送プロトコルを使用して、スイッチcs2のブートフラッシュ
にRCFをコピーします。Ciscoコマンドの詳細については、"Cisco Nexus 3000 Series NX-OS Command

Reference 』を参照してください"ガイド。

例を示します

この例は、 TFTP を使用して、スイッチ cs2 のブートフラッシュに RCF をコピーする方法を示して
います。

cs2# copy tftp: bootflash: vrf management

Enter source filename: Nexus_3232C_RCF_v1.6-Cluster-HA-Breakout.txt

Enter hostname for the tftp server: 172.22.201.50

Trying to connect to tftp server......Connection to Server

Established.

TFTP get operation was successful

Copy complete, now saving to disk (please wait)...

16. ブートフラッシュに前にダウンロードした RCF を適用します。

Ciscoコマンドの詳細については、"Cisco Nexus 3000 Series NX-OS Command Reference 』を参照して
ください"ガイド。
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例を示します

次の例は、スイッチ cs2 に RCF ファイル「 Nexus_32323_RCF v1.6 -Cluster-HA-Breakout .txt 」を
インストールする方法を示しています。

cs2# copy Nexus_3232C_RCF_v1.6-Cluster-HA-Breakout.txt running-

config echo-commands

17. からのバナー出力を確認します show banner motd コマンドを実行します「重要な注意事項」に記載さ
れている手順を読んで、スイッチを正しく設定し、操作する必要があります。

41



例を示します

cs2# show banner motd

********************************************************************

**********

* NetApp Reference Configuration File (RCF)

*

* Switch   : Cisco Nexus 3232C

* Filename : Nexus_3232C_RCF_v1.6-Cluster-HA-Breakout.txt

* Date     : Oct-20-2020

* Version  : v1.6

*

* Port Usage : Breakout configuration

* Ports  1- 3: Breakout mode (4x10GbE) Intra-Cluster Ports, int

e1/1/1-4,

* e1/2/1-4, e1/3/1-4

* Ports  4- 6: Breakout mode (4x25GbE) Intra-Cluster/HA Ports, int

e1/4/1-4,

* e1/5/1-4, e1/6/1-4

* Ports  7-30: 40/100GbE Intra-Cluster/HA Ports, int e1/7-30

* Ports 31-32: Intra-Cluster ISL Ports, int e1/31-32

* Ports 33-34: 10GbE Intra-Cluster 10GbE Ports, int e1/33-34

*

* IMPORTANT NOTES

* - Load Nexus_3232C_RCF_v1.6-Cluster-HA.txt for non breakout config

*

* - This RCF utilizes QoS and requires TCAM re-configuration,

requiring RCF

*   to be loaded twice with the Cluster Switch rebooted in between.

*

* - Perform the following 4 steps to ensure proper RCF installation:

*

*   (1) Apply RCF first time, expect following messages:

*       - Please save config and reload the system...

*       - Edge port type (portfast) should only be enabled on

ports...

*       - TCAM region is not configured for feature QoS class IPv4

ingress...

*

*   (2) Save running-configuration and reboot Cluster Switch

*

*   (3) After reboot, apply same RCF second time and expect

following messages:

*       - % Invalid command at '^' marker
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*       - Syntax error while parsing...

*

*   (4) Save running-configuration again

********************************************************************

**********

RCF を初めて適用するときは、「 Error ： Failed to write VSH commands * 」というメッ
セージが表示されるため、無視してかまいません。

18. RCF ファイルが正しい新しいバージョンであることを確認します。

'how running-config'

出力をチェックして正しい RCF があることを確認する場合は、次の情報が正しいことを確認してくださ
い。

◦ RCF バナー

◦ ノードとポートの設定

◦ カスタマイズ

出力内容はサイトの構成によって異なります。ポートの設定を確認し、インストールした RCF に固有
の変更がないかリリースノートを参照してください。

19. 以前のカスタマイズをスイッチの設定に再適用します。"ケーブル接続と構成に関する考慮事項を確認"必
要なその他の変更の詳細については、を参照してください。

20. RCF のバージョンとスイッチの設定が正しいことを確認したら、 running-config ファイルを startup-

config ファイルにコピーします。

Cisco コマンドの詳細については、『』の該当するガイドを参照してください "Cisco Nexus 3000 Series

NX-OS Command Reference 』を参照してください" ガイド。

cs2# copy running-config startup-config

[########################################] 100% Copy complete

21. スイッチ cs2 をリブートします。スイッチのリブート中にノードに対して報告された「クラスタポートが
停止している」イベントは無視してかまいません。

cs2# reload

This command will reboot the system. (y/n)?  [n] y

22. 同じ RCF を適用し、実行中の設定をもう一度保存します。
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例を示します

cs2# copy Nexus_3232C_RCF_v1.6-Cluster-HA-Breakout.txt running-

config echo-commands

cs2# copy running-config startup-config

[########################################] 100% Copy complete

23. クラスタのクラスタポートの健常性を確認します。

a. クラスタ内のすべてのノードで e0d ポートが稼働しており、正常に動作していることを確認します。

「 network port show -role cluster 」のように表示されます
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例を示します

cluster1::*> network port show -role cluster

Node: cluster1-01

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

Node: cluster1-02

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/10000

healthy  false

e0b       Cluster      Cluster          up   9000  auto/10000

healthy  false

Node: cluster1-03

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false
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Node: cluster1-04

 

Ignore

                                                  Speed(Mbps)

Health   Health

Port      IPspace      Broadcast Domain Link MTU  Admin/Oper

Status   Status

--------- ------------ ---------------- ---- ---- -----------

-------- ------

e0a       Cluster      Cluster          up   9000  auto/100000

healthy false

e0d       Cluster      Cluster          up   9000  auto/100000

healthy false

8 entries were displayed.

b. クラスタからスイッチのヘルスを確認します（ LIF が e0d にホームでないため、スイッチ cs2 が表示
されない可能性があります）。
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例を示します

cluster1::*> network device-discovery show -protocol cdp

Node/       Local  Discovered

Protocol    Port   Device (LLDP: ChassisID)  Interface

Platform

----------- ------ ------------------------- -----------------

--------

cluster1-01/cdp

            e0a    cs1                       Ethernet1/7

N3K-C3232C

            e0d    cs2                       Ethernet1/7

N3K-C3232C

cluster01-2/cdp

            e0a    cs1                       Ethernet1/8

N3K-C3232C

            e0d    cs2                       Ethernet1/8

N3K-C3232C

cluster01-3/cdp

            e0a    cs1                       Ethernet1/1/1

N3K-C3232C

            e0b    cs2                       Ethernet1/1/1

N3K-C3232C

cluster1-04/cdp

            e0a    cs1                       Ethernet1/1/2

N3K-C3232C

            e0b    cs2                       Ethernet1/1/2

N3K-C3232C

cluster1::*> system cluster-switch show -is-monitoring-enabled

-operational true

Switch                      Type               Address

Model

--------------------------- ------------------ ----------------

-----

cs1                         cluster-network    10.233.205.90

N3K-C3232C

     Serial Number: FOXXXXXXXGD

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS)

Software, Version

                    9.3(4)

    Version Source: CDP

cs2                         cluster-network    10.233.205.91
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N3K-C3232C

     Serial Number: FOXXXXXXXGS

      Is Monitored: true

            Reason: None

  Software Version: Cisco Nexus Operating System (NX-OS)

Software, Version

                    9.3(4)

    Version Source: CDP

2 entries were displayed.

スイッチにロードした RCF バージョンによっては、 cs1 スイッチコンソールで次の出
力が表示されることがあります

2020 Nov 17 16:07:18 cs1 %$ VDC-1 %$ %STP-2-

UNBLOCK_CONSIST_PORT: Unblocking port port-channel1 on

VLAN0092. Port consistency restored.

2020 Nov 17 16:07:23 cs1 %$ VDC-1 %$ %STP-2-

BLOCK_PVID_PEER: Blocking port-channel1 on VLAN0001.

Inconsistent peer vlan.

2020 Nov 17 16:07:23 cs1 %$ VDC-1 %$ %STP-2-

BLOCK_PVID_LOCAL: Blocking port-channel1 on VLAN0092.

Inconsistent local vlan.

クラスタノードが正常であると報告されるまでに最大5分かかることがあります。

24. クラスタスイッチ cs1 で、ノードのクラスタポートに接続されているポートをシャットダウンします。

例を示します

次の例では、手順 1 の出力例を使用しています。

cs1(config)# interface eth1/1/1-2,eth1/7-8

cs1(config-if-range)# shutdown

25. クラスタ LIF がスイッチ cs2 でホストされているポートに移行されたことを確認します。これには数秒か
かることがあります。

「 network interface show -role cluster 」のように表示されます
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例を示します

cluster1::*> network interface show -role cluster

            Logical            Status     Network            Current

Current Is

Vserver     Interface          Admin/Oper Address/Mask       Node

Port    Home

----------- ------------------ ---------- ------------------

------------------- ------- ----

Cluster

            cluster1-01_clus1  up/up      169.254.3.4/23

cluster1-01         e0d     false

            cluster1-01_clus2  up/up      169.254.3.5/23

cluster1-01         e0d     true

            cluster1-02_clus1  up/up      169.254.3.8/23

cluster1-02         e0d     false

            cluster1-02_clus2  up/up      169.254.3.9/23

cluster1-02         e0d     true

            cluster1-03_clus1  up/up      169.254.1.3/23

cluster1-03         e0b     false

            cluster1-03_clus2  up/up      169.254.1.1/23

cluster1-03         e0b     true

            cluster1-04_clus1  up/up      169.254.1.6/23

cluster1-04         e0b     false

            cluster1-04_clus2  up/up      169.254.1.7/23

cluster1-04         e0b     true

8 entries were displayed.

cluster1::*>

26. クラスタが正常であることを確認します。

「 cluster show 」を参照してください
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例を示します

cluster1::*> cluster show

Node                 Health   Eligibility   Epsilon

-------------------- -------- ------------- -------

cluster1-01          true     true          false

cluster1-02          true     true          false

cluster1-03          true     true          true

cluster1-04          true     true          false

4 entries were displayed.

cluster1::*>

27. スイッチcs1について、手順7～23を繰り返します。

28. クラスタ LIF で自動リバートを有効にします。

cluster1::*> network interface modify -vserver Cluster -lif * -auto

-revert true

29. クラスタポートに接続されているスイッチポートが動作していることを確認します。

例を示します

cs1# show interface brief | grep up

.

.

Eth1/1/1      1       eth  access up      none

10G(D) --

Eth1/1/2      1       eth  access up      none

10G(D) --

Eth1/7        1       eth  trunk  up      none

100G(D) --

Eth1/8        1       eth  trunk  up      none

100G(D) --

.

.

30. cs1 と cs2 間の ISL が機能していることを確認します。

「ポートチャネルの概要」
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例を示します

cs1# show port-channel summary

Flags:  D - Down        P - Up in port-channel (members)

        I - Individual  H - Hot-standby (LACP only)

        s - Suspended   r - Module-removed

        b - BFD Session Wait

        S - Switched    R - Routed

        U - Up (port-channel)

        p - Up in delay-lacp mode (member)

        M - Not in use. Min-links not met

--------------------------------------------------------------------

------------

Group Port-       Type     Protocol  Member Ports

      Channel

--------------------------------------------------------------------

------------

1     Po1(SU)     Eth      LACP      Eth1/31(P)   Eth1/32(P)

cs1#

31. クラスタ LIF がホームポートにリバートされたことを確認します。

「 network interface show -role cluster 」のように表示されます
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例を示します

cluster1::*> network interface show -role cluster

            Logical            Status     Network            Current

Current Is

Vserver     Interface          Admin/Oper Address/Mask       Node

Port    Home

----------- ------------------ ---------- ------------------

------------------- ------- ----

Cluster

            cluster1-01_clus1  up/up      169.254.3.4/23

cluster1-01         e0d     true

            cluster1-01_clus2  up/up      169.254.3.5/23

cluster1-01         e0d     true

            cluster1-02_clus1  up/up      169.254.3.8/23

cluster1-02         e0d     true

            cluster1-02_clus2  up/up      169.254.3.9/23

cluster1-02         e0d     true

            cluster1-03_clus1  up/up      169.254.1.3/23

cluster1-03         e0b     true

            cluster1-03_clus2  up/up      169.254.1.1/23

cluster1-03         e0b     true

            cluster1-04_clus1  up/up      169.254.1.6/23

cluster1-04         e0b     true

            cluster1-04_clus2  up/up      169.254.1.7/23

cluster1-04         e0b     true

8 entries were displayed.

cluster1::*>

いずれかのクラスタLIFがホームポートに戻っていない場合は、手動でリバートします。 network

interface revert -vserver vserver_name -lif lif_name

32. クラスタが正常であることを確認します。

「 cluster show 」を参照してください
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例を示します

cluster1::*> cluster show

Node                 Health  Eligibility   Epsilon

-------------------- ------- ------------- -------

cluster1-01          true    true          false

cluster1-02          true    true          false

cluster1-03          true    true          true

cluster1-04          true    true          false

4 entries were displayed.

cluster1::*>

33. リモートクラスタインターフェイスの接続を確認します。
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ONTAP 9.9.1以降

を使用できます network interface check cluster-connectivity コマンドを使用してクラス
タ接続のアクセスチェックを開始し、詳細を表示します。

network interface check cluster-connectivity start および network interface

check cluster-connectivity show

cluster1::*> network interface check cluster-connectivity start

*注：*数秒待ってからコマンドを実行して `show`詳細を表示してください。

cluster1::*> network interface check cluster-connectivity show

                                  Source              Destination

Packet

Node   Date                       LIF                 LIF

Loss

------ -------------------------- -------------------

------------------- -----------

cluster1-01

       3/5/2022 19:21:18 -06:00   cluster1-01_clus2   cluster1-02_clus1

none

       3/5/2022 19:21:20 -06:00   cluster1-01_clus2   cluster1-02_clus2

none

.

.

cluster1-02

       3/5/2022 19:21:18 -06:00   cluster1-02_clus2   cluster1-01_clus1

none

       3/5/2022 19:21:20 -06:00   cluster1-02_clus2   cluster1-01_clus2

none

.

.

cluster1-03

.

.

.

.

cluster1-04

.

.

.

.

すべてのONTAPリリース
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すべてのONTAPリリースで、 cluster ping-cluster -node <name> 接続を確認するコマンド：

cluster ping-cluster -node <name>

cluster1::*> cluster ping-cluster -node local

Host is cluster1-03

Getting addresses from network interface table...

Cluster cluster1-03_clus1 169.254.1.3 cluster1-03 e0a

Cluster cluster1-03_clus2 169.254.1.1 cluster1-03 e0b

Cluster cluster1-04_clus1 169.254.1.6 cluster1-04 e0a

Cluster cluster1-04_clus2 169.254.1.7 cluster1-04 e0b

Cluster cluster1-01_clus1 169.254.3.4 cluster1-01 e0a

Cluster cluster1-01_clus2 169.254.3.5 cluster1-01 e0d

Cluster cluster1-02_clus1 169.254.3.8 cluster1-02 e0a

Cluster cluster1-02_clus2 169.254.3.9 cluster1-02 e0d

Local = 169.254.1.3 169.254.1.1

Remote = 169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

169.254.3.9

Cluster Vserver Id = 4294967293

Ping status:

............

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

................................................

Detected 9000 byte MTU on 12 path(s):

    Local 169.254.1.3 to Remote 169.254.1.6

    Local 169.254.1.3 to Remote 169.254.1.7

    Local 169.254.1.3 to Remote 169.254.3.4

    Local 169.254.1.3 to Remote 169.254.3.5

    Local 169.254.1.3 to Remote 169.254.3.8

    Local 169.254.1.3 to Remote 169.254.3.9

    Local 169.254.1.1 to Remote 169.254.1.6

    Local 169.254.1.1 to Remote 169.254.1.7

    Local 169.254.1.1 to Remote 169.254.3.4

    Local 169.254.1.1 to Remote 169.254.3.5

    Local 169.254.1.1 to Remote 169.254.3.8

    Local 169.254.1.1 to Remote 169.254.3.9

Larger than PMTU communication succeeds on 12 path(s)

RPC status:

6 paths up, 0 paths down (tcp check)

6 paths up, 0 paths down (udp check)

次の手順

"SSH の設定を確認"です。
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SSH設定の確認

イーサネットスイッチヘルスモニタ（CSHM）機能とログ収集機能を使用している場合
は、クラスタスイッチでSSHキーとSSHキーが有効になっていることを確認します。

手順

1. SSH が有効になっていることを確認します。

(switch) show ssh server

ssh version 2 is enabled

2. SSHキーが有効になっていることを確認します。

show ssh key
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例を示します

(switch)# show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaC1yc2EAAAADAQABAAAAgQDiNrD52Q586wTGJjFAbjBlFaA23EpDrZ2sDCew

l7nwlioC6HBejxluIObAH8hrW8kR+gj0ZAfPpNeLGTg3APj/yiPTBoIZZxbWRShywAM5

PqyxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL6lox/YtpKoZUDZjrZjAp8hTv3JZsPgQ==

bitcount:1024

fingerprint:

SHA256:aHwhpzo7+YCDSrp3isJv2uVGz+mjMMokqdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-sha2-nistp521

AAAAE2VjZHNhLXNoYTItbmlzdHA1MjEAAAAIbmlzdHA1MjEAAACFBABJ+ZX5SFKhS57e

vkE273e0VoqZi4/32dt+f14fBuKv80MjMsmLfjKtCWy1wgVt1Zi+C5TIBbugpzez529z

kFSF0ADb8JaGCoaAYe2HvWR/f6QLbKbqVIewCdqWgxzrIY5BPP5GBdxQJMBiOwEdnHg1

u/9Pzh/Vz9cHDcCW9qGE780QHA==

bitcount:521

fingerprint:

SHA256:TFGe2hXn6QIpcs/vyHzftHJ7Dceg0vQaULYRAlZeHwQ

(switch)# show feature | include scpServer

scpServer              1          enabled

(switch)# show feature | include ssh

sshServer              1          enabled

(switch)#

FIPSをイネーブルにする場合は、コマンドを使用してスイッチのビット数を256に変更する必

要があります ssh key ecdsa 256 force。詳細については、を参照してください "FIPS を
使用してネットワークセキュリティを設定する"。

次の手順

"スイッチヘルス監視の設定"です。
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3232Cクラスタスイッチを工場出荷時のデフォルトにリセット
します

3232C クラスタ スイッチを工場出荷時のデフォルトにリセットするには、3232C スイ
ッチの設定を消去する必要があります。

このタスクについて

• シリアル コンソールを使用してスイッチに接続する必要があります。

• このタスクでは、管理ネットワークの設定をリセットします。

手順

1. 既存の設定を消去します。

write erase

(cs2)# write erase

Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] y

2. スイッチ ソフトウェアをリロードします。

「再ロード」

(cs2)# reload

This command will reboot the system. (y/n)? [n] y

システムがリブートし、設定ウィザードが起動します。起動中に、「自動プロビジョニングを中止して通
常のセットアップを続行しますか?」というプロンプトが表示された場合は、 (はい/いいえ)[n]"の場合、続
行するには「はい」と答える必要があります。
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