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4 MIHTT =L E FRERITHOREZHELTY T—FLEEFIZ. Nexus 92300YC R 1w Fi&
T—hOAOILTIL—FLEI. T*yes* ] ELAALTIDOH A ZILZHETL. PowerOn Auto
Provisioning Z#1EL £ 9,

SRATLEBETAVY FORENRTINE T,

BlermLET
$ VDC-1 %S %POAP-2-POAP INFO: - Abort Power On Auto Provisioning
[yes - continue with normal setup, skip - bypass password and basic
configuration, no - continue with Power On Auto Provisioning]
(yes/skip/no) [no]l: y
Disabling POAP....... Disabling POAP
2019 Apr 10 00:36:17 switch %$ VDC-1 %$ poap: Rolling back, please
wait... (This may take 5-15 minutes)

-—-—- System Admin Account Setup ----

Do you want to enforce secure password standard (yes/no) [vy]:

S T*y* ] YANDLT, FaT7HBNRT—FEEZBRALE Y,

Do you want to enforce secure password standard (yes/no) [yl: ¥y

6. 21— admin D/NXT—REZANDLTEELE T,

Enter the password for "admin":

Confirm the password for "admin":

7. T*yes*;] ¥ AS7LT. [Basic System Configuration] 4 7O %X~ L £,



PerLET

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus9000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus9000 devices must be registered to receive

entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no):

8. Blond A>T hoY b EERLETH?

Create another login account (yes/no) [n]:

9. HHMDEABLUVFAHMD /BZAHOSNMP IS 271 A MU VI ERELE T,

Configure read-only SNMP community string (yes/no) [n]:

Configure read-write SNMP community string (yes/no) [n]:

10. IS XZRAyFRERELE T

Enter the switch name : cs2

N 7IORFTNYREBAVE—T A RZRELF T,



Continue with Out-of-band (mgmt0) management configuration? (yes/no)

[yl: y

MgmtO IPv4 address : 172.22.133.216

MgmtO IPv4 netmask : 255.255.224.0

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : 172.22.128.1

12. 1P DA T3> eRELEITH?

Configure advanced IP options? (yes/no) [n]: n

13. Telnet  —EX%ZHREL £ 9,

Enable the telnet service? (yes/no) [n]: n

14. SSHH—EX¥& SSH ¥—ZREL £,

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: 2048

15 ZDMOREZITVE T,

Configure the ntp server? (yes/no) [n]: n
Configure default interface layer (L3/L2) [L2]: L2

Configure default switchport interface state (shut/noshut) [noshut]:
noshut

Configure CoPP system profile (strict/moderate/lenient/dense)

[strict]: strict

16. 21 v FDERZHER L. REZREFLEFI



Would you like to edit the configuration? (yes/no) [n]: n
Use this configuration and save it? (yes/no) [y]l: y

[] 100%
Copy complete, now saving to disk (please wait)...
Copy complete.
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2. ZMDY S AR T AutoSupport B EIZHE > TWLWBIHEIE. AutoSupport X wE—S#HUHL T — XD
BEEERZ I L £,

I system node AutoSupport invoke -node * -type all -message MAINT=xh | £ WS XwvtE—IHRRE
nxy

CCT. X _@EXYFFo2BEOET (BR) T,

C) AutoSupport Xy =TI Z AN R—MIZDAYTF Y RAZZAZICDOVWTEHA L.
A>T+ > ZREHRIE T —XOBIHERIMBILEEINE T,

RDOARY RIF. T—XOB8ER%E 2 BEELELE T,

clusterl:> **system node autosupport invoke -node * -type all -message
MAINT=2h**

3 BUSABAVE—ARI R AAYFDE/ —RIZRESNTWVWR IS REZAVZ—AX I bV R—T
TA RO EFRRLZET, [ network device-discovery show -protocol cdp

PerLET

clusterl::*> network device-discovery show -protocol cdp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
node?2 /cdp

ela csl Ethl/2 NOK-
C92300YC

elb cs?2 Ethl/2 NOK-
C92300YC
nodel /cdp

ela csl Ethl/1 NOK-
C92300YC

elb cs2 Ethl/1 NOK-
C92300YC

4 entries were displayed.

4 BOUSARAVEA—TIAADEBBAT— R AFIIIERT—2 A=A LT,

a Ry rIT—UR—+bDEMZRRILET, network port show —-ipspace Cluster



PerLET

clusterl::*> network port show -ipspace Cluster

Broadcast Domain

Speed (Mbps)

Link MTU Admin/Oper

Cluster

Cluster

Broadcast Domain

up 9000 auto/10000
up 9000 auto/10000
Speed (Mbps)

Link MTU Admin/Oper

Node: node2
Health

Port IPspace
Status

ela Cluster
healthy

e0b Cluster
healthy

Node: nodel
Health

Port IPspace
Status

ela Cluster
healthy

e0b Cluster
healthy

Cluster

Cluster

4 entries were displayed.

b. LIF ICB8 T 31FHZRTLEX T,

up 9000 auto/10000

up 9000 auto/10000

I network interface show -vserver Cluster



PerLET

clusterl::*> network interface show

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Port Home
Cluster

nodel clusl up/up 169.254.209.69/16
ela true

nodel clus2 up/up 169.254.49.125/16
e0b true

node2 clusl up/up 169.254.47.194/16
ela true

node2 clus2 up/up 169.254.19.183/16

eOb true

4 entries were displayed.

S VE—RITZRARAVEA—T A ADEHEHRL T,

-vserver Cluster

Current

Node

nodel

nodel

node?2

node?2



ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

EUEMHEoTH S AV FERITLT show iz RRL TS L,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

ITANRTDONTAPJ J—2X
FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEHiZMERIT DAY VR .

cluster ping-cluster -node <name>
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clusterl::*> cluster ping-cluster -node local

Host 1s node?2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69
Cluster nodel clus2 169.254.49.125
Cluster node2 clusl 169.254.47.194
Cluster node2 clus2 169.254.19.183
Local = 169.254.47.194 169.254.19.183

Remote =

Ping status:

4294967293

Basic connectivity succeeds

Basic connectivity fails on

Detected 9000

Local
Local
Local

Local

169.
169.
169.
169.

byte MTU on 4

254.
254.
254.
254.

19.
19.
47.
47 .

183
183
194
194

to
to
to
to

nodel
nodel
node?2

node?2

169.254.209.69 169.254.49.125
Cluster Vserver Id

on 4 path(s)
0 path(s)

path(s) :

Remote
Remote
Remote

Remote

169.254
169.254
169.254
169.254

Larger than PMTU communication succeeds on
RPC status:

2 paths up,
2 paths up,

0 paths down
0 paths down

(tcp check)
(udp check)

ela
e0b
ela
eOb

.209.69
.49.125
.209.69
.49.125
4 path(s)

IANTDY S RLLIFTauto-revert AY Y RBABMICHE>TWVWBR e #BERELF T,

network interface show -vserver Cluster -fields auto-revert Z#3E{TL £ ¢



PerLET

clusterl::*> network interface show -vserver Cluster -fields auto-

revert

Logical
Vserver Interface Auto-revert
Cluster

nodel clusl true

nodel clus2 true
node2 clusl true
node2 clus?2 true

4 entries were displayed.
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PerLET

TOFTIE. RAYFHNIP 7RLR 1721921 DH—NICEFG TE I EZHRELE T,

cs2# ping 172.19.2.1
Pinging 172.19.2.1 with 0 bytes of data:

Reply From 172.19.2.1: icmp seq = 0. time= 5910 usec.

3. NX-OS VI bUT7ELY EPLD F X—2% Nexus 92300YC R1wFICOAE—L X,
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PerLET

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/nxo0s.9.2.2.bin
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/nxo0s.9.2.2.bin /bootflash/nx0s.9.2.2.bin
/code/nx0s.9.2.2.bin 100% 1261MB 9.3MB/s 02:15

sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

cs2# copy sftp: bootflash: vrf management
Enter source filename: /code/n9000-epld.9.2.2.img
Enter hostname for the sftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@l172.19.2.1's password:

sftp> progress

Progress meter enabled

sftp> get /code/n9000-epld.9.2.2.img /bootflash/n9000-
epld.9.2.2.img

/code/n9000-epld.9.2.2.img 100% 161MB 9.5MB/s 00:16
sftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

4. NX-OS VI b T7DRITHON-I 3V ZRHEL T T,

'how version (/N\—<3 > DRR)



PerLET

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.31
NXOS: version 9.2(1)
BIOS compile time: 05/17/2018
NXOS image file is: bootflash:///nxo0s.9.2.1.bin
NXOS compile time: 7/17/2018 16:00:00 [07/18/2018 00:21:19]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0O220329V5

Device name: cs?2
bootflash: 115805356 kB
Kernel uptime is 0 day(s), 4 hour(s), 23 minute(s), 11 second(s)

Last reset at 271444 usecs after Wed Apr 10 00:25:32 2019
Reason: Reset Requested by CLI command reload



System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s):

cs2#

S.NX-OS A A=A VA =ILLET,

AXR=DT7AINEA VA =IITBRE. RAAYyFE)T—rF2PICO—RFINFT,
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PerLET

cs2# install all nxos bootflash:nxos.9.2.2.bin

Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxo0s.9.2.2.bin for boot variable "nxos".
[] 100% -- SUCCESS

Verifying image type.
[] 100% -- SUCCESS

Preparing "nxos" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Preparing "bios" version info using image bootflash:/nxo0s.9.2.2.bin.
[] 100% -- SUCCESS

Performing module support checks.
[] 100% -- SUCCESS

Notifying services about system upgrade.
[] 100% -- SUCCESS

Compatibility check is done:
Module Dbootable Impact Install-type Reason

1 yes disruptive reset default upgrade is

not hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt New-
Version Upg-Required

1 nxos 9.2(1)
9.2(2) yes

1 bios v05.31(05/17/2018) :v05.28(01/18/2018)
v05.33(09/08/2018) yes



Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] y

Install is in progress, please wait.

Performing runtime checks.
[l 100% -- SUCCESS

Setting boot variables.
[] 100% -- SUCCESS

Performing configuration copy.
[] 100% -- SUCCESS

Module 1: Refreshing compact flash and upgrading
bios/loader/bootrom.

Warning: please do not remove or power off the module at this time.
[] 100% -- SUCCESS

2019 Apr 10 04:59:35 cs2 %S VDC-1 %$$ SVMAN-2-ACTIVATION STATE:
Successfully deactivated virtual service 'guestshell+'

Finishing the upgrade, switch will reboot in 10 seconds.

6. X4 yFD)T—FrEIC. NX-OSY TR T7OHLWN—a 0 EREERLED,

'how version (/N\—3 > DFRT)



PerLET

cs2# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2018, Cisco and/or its affiliates.

All rights reserved.

The copyrights to certain works contained in this software are
owned by other third parties and used and distributed under their
own

licenses, such as open source. This software is provided "as is,"
and unless

otherwise stated, there is no warranty, express or implied,
including but not

limited to warranties of merchantability and fitness for a
particular purpose.

Certain components of this software are licensed under

the GNU General Public License (GPL) version 2.0 or

GNU General Public License (GPL) version 3.0 or the GNU
Lesser General Public License (LGPL) Version 2.1 or

Lesser General Public License (LGPL) Version 2.0.

A copy of each such license is available at
http://www.opensource.org/licenses/gpl-2.0.php and
http://opensource.org/licenses/gpl-3.0.html and
http://www.opensource.org/licenses/lgpl-2.1.php and
http://www.gnu.org/licenses/old-licenses/library.txt.

Software
BIOS: version 05.33
NXOS: version 9.2 (2)
BIOS compile time: 09/08/2018
NXOS image file is: bootflash:///nxos.9.2.2.bin
NXOS compile time: 11/4/2018 21:00:00 [11/05/2018 06:11:006]

Hardware
cisco Nexus9000 C92300YC Chassis
Intel (R) Xeon(R) CPU D-1526 @ 1.80GHz with 16337884 kB of memory.
Processor Board ID FD0220329V5

Device name: cs?2
bootflash: 115805356 kB

Kernel uptime is 0 day(s), 0 hour(s), 3 minute(s), 52 second(s)

Last reset at 182004 usecs after Wed Apr 10 04:59:48 2019



Reason: Reset due to upgrade
System version: 9.2 (1)

Service:

plugin
Core Plugin, Ethernet Plugin

Active Package(s) :

7. EPLD A X—=S% 7w FIL—RL. XMy FE)IT—LLET,
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PerLET

cs2# show version module 1 epld

EPLD Device Version
MI FPGA 0x7

I0 FPGA 0x17
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

cs2# install epld bootflash:n9000-epld.9.2.2.img module 1
Compatibility check:

Module Type Upgradable Impact Reason
1 SUP Yes disruptive Module

Upgradable

Retrieving EPLD versions.... Please wait.

Images will be upgraded according to following table:

Module Type EPLD Running-Version New-Version
Required
1 SUP MI FPGA 0x07 0x07
No
1 SUP IO FPGA 0x17 0x19
Yes
1 SUP MI FPGA2 0x02 0x02
No

The above modules require upgrade.
The switch will be reloaded at the end of the upgrade
Do you want to continue (y/n) 2 [n] y

Proceeding to upgrade Modules.

Starting Module 1 EPLD Upgrade

Module 1 : IO FPGA [Programming] : 100.00% ( 64 of 04
sectors)

Module 1 EPLD upgrade is successful.

Module Type Upgrade-Result

Upg-



1 SUP Success

EPLDs upgraded.

Module 1 EPLD upgrade is successful.

8 XAy FDUT—rRICBEOJI> L. HILLWAN—23 20 EPLD AEEEICO— RSN/ =HEEL
9,

erLET

cs2# *show version module 1 epld*

EPLD Device Version
MI FPGA 0x7

IO FPGA 0x19
MI FPGA2 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2
GEM FPGA 0x2

RDFE

"I LA I FAINEA R M—ILLET"

)77 LA 771I)L (RCF) O k=)L

RCF (&, Nexus 92300YC XA v FZ#H Ty b7y T LEHEICA VA =)L TE
F9. COFIEZFEALT. RCFON—=23>%27yvTIL—FI38HTEET,

RCFZ1A1 VR R—ILEET v T L —RIRHBEDFHEMICOVTIE. EMERY—T« 7)ILzBRL T
E— MERZHRFLICE XCiscol YA —AXRIT M XA Y FOREZ IV T ITBHE"KIEE L,

CDHERTICDOVT
COFIEDOFTIF. RAvFE/—RTROMEEZFEBLTVET,
*2D0 Cisco R v FDHAHIE 'CST HXU CS2' TY
* /—FR%l& 'node1 ¥ node2 T
* U ZZXZLIFO%HIETY nodel clusl. nodel clus2. node2 clusl &KUY ‘node2 clus2e
* Tcluster1 © : *>) 7OV ME V5 R2D&FIZRLET,
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1. OSRBAZAAYFICERINTVWER ./ —RDISRAAR—b2RRLET, [ network device-

2.
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discovery show

PerLET

clusterl::*> *network device-discovery show*

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/cdp

ela csl Ethernetl/1/1 NOK-
C92300YC

e0b cs?2 Ethernetl/1/1 NOK-
C92300YC
node2/cdp

ela csl Ethernetl/1/2 NOK-
C92300YC

elb cs2 Ethernetl/1/2 NOK-
C92300YC

clusterl::*>

BV SAIR— L DEBRT—RZRAEHERT—RRAZHEBLE T,

a gRTDYFRARZR— MW ERLGRETH D ZHRL £ T, network port show -ipspace
Cluster
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PerLET

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
Node: node?2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

elc Cluster Cluster up 9000 auto/100000
healthy false
e0d Cluster Cluster up 9000 auto/100000

healthy false
clusterl::*>

b. IRTDIFREA>BZ—=T AR (LIF) DNR—LKR—MCHBeZHEBLET. network

interface show -vserver Cluster



PerLET

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network
Current Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
elc true

nodel clus2 up/up 169.254.3.5/23 nodel
eld true

node2 clusl up/up 169.254.3.8/23 node?2
elc true

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>

C. UZRBRIHAEDY ZRARAA Y FDBERDVRRIND EZMHEELEFT, [ system cluster-switch
show -is-monitoring -enabled true |



PerLET

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
NO9K-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.233.205.92
FOXXXXXXXGS

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.93
FOXXXXXXXGD
true
None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP

2 entries were displayed.

. OSRALIF TEBUN—-MEEMCLET,

clusterl::*> network interface modify -vserver Cluster -1lif * -auto

-revert false

DT RABZAAYF cs2 T /—RDIFRAZR—MIEHRINTVWBRIR—rZ22vy b DOV LFET,

cs2 (config) # interface el/1-64
cs2 (config-if-range) # shutdown

DS RARR=EIDITRARZARAyTF cs1 THRAMETNTWVWBRR—MIBITEINTWVWBRZ =R LE I,
CNISIZEIDOIDZ e BHD FJ, network interface show -vserver Cluster

25



PerLET

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
elc true

nodel clus2 up/up 169.254.3.5/23 nodel
elc false

node2 clusl up/up 169.254.3.8/23 node?2
elc true

node2 clus2 up/up 169.254.3.9/23 node?2
elc false

clusterl::*>

6. VSRANEETHDZ & %=MEEL £ :cluster show

PlerLET

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

clusterl::*>

7. WEDRA WFREDIAE— %2 FRHFEELTVLAVESIEZ. ROOTYYROEHETFFI T 7A)LICO
E—LTHRELET,

'how running-config'
8. XA wF cs2 DR ZEI )—>T v L. BRNGEY b Ty TERITLET,

HILLWRCF #E#H FITER T 355IF. AT YvFHRETHEHEL. EXANAGEREEZERTT
(D  22BrB0ET. 21 VvFEBELY b Ty TTEICE AT YFOLUTILALY —
LB — Mo ZRELBHD 7,

a REZHELEI,
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PerLET

(cs2)# write erase
Warning: This command will erase the startup-configuration.

Do you wish to proceed anyway? (y/n) [n] vy

b. 24 wvFZ2)T—-brLET,

PlEerLET

(cs2)# reload

Are you sure you would like to reset the system? (y/n) y

9. FTP. TFTP. SFTP. SCPOWITNHADEZETO LI ZFHALT. XA VYFcs2DT—rTSvY
2ICRCF ZaE— L&Y, CiscodV¥ > FOFMICOVWTIE. T1 OFYTEIHA FZBRLTILETL
"Cisco Nexus 9000 > =X XA v F" HA K,

COBF. TFTP ZEALT. RAMvFcs2DT— b7y all RCFZIE—F3HEZRLTVE
ER

cs2# copy tftp: bootflash: vrf management
Enter source filename: /code/Nexus 92300YC_RCF v1.0.2.txt
Enter hostname for the tftp server: 172.19.2.1

Enter username: userl

Outbound-ReKey for 172.19.2.1:22

Inbound-ReKey for 172.19.2.1:22

userl@172.19.2.1's password:

tftp> progress

Progress meter enabled

tftp> get /code/Nexus 92300YC RCF v1.0.2.txt /bootflash/nxos.9.2.2.bin
/code/Nexus 92300YC R 100% 9687 530.2KB/s 00:00

tftp> exit

Copy complete, now saving to disk (please wait)...

Copy complete.

10. 7=+ T7 3y allficd7>O—RL7RCF ZEAL XY,

CiscodY Y RDFEMICDOWTIE. [y OZHTB3HA RESEBL T TV "Cisco Nexus 9000 1) —
Z2A Y F" HA R,
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CDBIFE. RCFZ 7L %ERLTWET Nexus 92300YC RCF v1.0.2.txt X v Fcs2ICBDFITF %
ER

cs2# copy Nexus 92300YC_RCF _vl1.0.2.txt running-config echo-commands

Disabling ssh: as its enabled right now:
generating ecdsa key (521 bits)......
generated ecdsa key

Enabling ssh: as it has been disabled

this command enables edge port type (portfast) by default on all
interfaces. You

should now disable edge port type (portfast) explicitly on switched
ports leading to hubs,

switches and bridges as they may create temporary bridging loops.

Edge port type (portfast) should only be enabled on ports connected to a
single

host. Connecting hubs, concentrators, switches, bridges, etc... to
this

interface when edge port type (portfast) is enabled, can cause
temporary bridging loops.

Use with CAUTION

Edge Port Type (Portfast) has been configured on Ethernetl/1 but will

only

have effect when the interface is in a non-trunking mode.

Copy complete, now saving to disk (please wait)...
Copy complete.

M. RCFAERICN—Y N2 XA v FCHERLET,

'how running-config'
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cs2# show running-config

!Command: show running-config

'Running configuration last done at: Wed Apr 10 06:32:27 2019
!Time: Wed Apr 10 06:36:00 2019

version 9.2 (2) Bios:version 05.33

switchname cs2

vdc cs2 id 1
limit-resource vlan minimum 16 maximum 4094
limit-resource vrf minimum 2 maximum 4096
limit-resource port-channel minimum 0 maximum 511
limit-resource udroute-mem minimum 248 maximum 248
limit-resource ubroute-mem minimum 96 maximum 96
limit-resource m4route-mem minimum 58 maximum 58

limit-resource méroute-mem minimum 8 maximum 8
feature lacp
no password strength-check
username admin password 5
S5SHY9Kk3F9$YdCZB8iQJ1RtoiEFa0sKP5I0/LNG1k9C41SJfi5kesl
6 role network-admin

ssh key ecdsa 521

banner motd #
*  Nexus 92300YC Reference Configuration File (RCF) wv1.0.2 (10-19-2018)
* Ports 1/1 - 1/48: 10GbE Intra-Cluster Node Ports

* Ports 1/49 - 1/64: 40/100GbE Intra-Cluster Node Ports

* Ports 1/65 - 1/66: 40/100GbE Intra-Cluster ISL Ports

@ RCF ##I& CiEHT B & Fld. T Error : Failed to write VSH commands * ] £WS5 X wtz—
DHRREIND D, BEELTHEFVEFHAS



1. RCFZ7AIUDELVFHLWN—=3 0 THB e xHESRLET. show running-config

HAZFT v LTELWVWRCF %% 2R 515513, ROBHEMNMELVWI C2RBL TS
LYo

° RCF N+ —
° J—REKR—bDRE
°c HRAEIRAX

HAORBRIET 1 FOBRRICK>TELRDF T, R—rMOEREXHERL. 1> X M—JLL7=-RCF ICEH
DEENR BV D) —X /) —EZBBLTLIESEL,

2. PEIDHRAIA A Z XA Y FOREICBERALET, "v—JILEGCBRICET 2ZEEEX "W
BERZOMOZEBEDOFHMMICOVWTIE. ZBBLTLIEETL,

3. RCFON—=T 3 eRA Y FDORENELWVWC EZESE LS. running-config 7 7 - L% startup-
config Z 71 JLICOE—LF T,

Ciscod Y Y RDFEMICDOWVWTIE. [1 OB TEIHA REEBL T TV "Cisco Nexus 9000 1) —
Z2A v F" HA R

cs2# copy running-config startup-config
[] 100% Copy complete

4. 24 wFcs2%HZ)T—rLET, RAYFOIT—rHIZ/—RICHLTIHRE SN T9TXEZKR—FD
BLELTWVWS] ARV MIERHLTHEVEE A

cs2# reload
This command will reboot the system. (y/n)? [n] y

5. YSRADY S AAR—DREEMZHELX T,

a JSRFRADITARTD/ —RTeld R—bHEEBLTED. EBICHELTVWS L ZHRLEY,

network port show -ipspace Cluster
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PerLET

clusterl::*> *network port show -ipspace Cluster*

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
e0b Cluster Cluster up 9000 auto/10000
healthy false
Node: node2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
ela Cluster Cluster up 9000 auto/10000
healthy false
eOb Cluster Cluster up 9000 auto/10000
healthy false

b. VS ZENERAYFDANILZAZHERLET (LIF A e0d ICR—LTHWED. X1 vF cs2 HRR
EINRBVAETBEEDBD FT) o
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PerLET



clusterl::*> *network device-discovery show -protocol cdp*

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface
Platform
nodel/cdp

ela csl Ethernetl/1
N9K-C92300YC

e0b cs?2 Ethernetl/1
N9K-C92300YC
node?2/cdp

ela csl Ethernetl/2
N9K-C92300YC

e0b cs2 Ethernetl/2

NO9K-C92300YC

clusterl::*> *system cluster-switch show -is-monitoring-enabled

-operational true*
Switch
Model

csl
N9K-C92300YC

Serial Number:
Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

cs?2
NOK-C92300YC

Serial Number:

Is Monitored:
Reason:

Software Version:

Software, Version

Version Source:

Type Address

cluster—-network 10.233.205.90

FOXXXXXXXGD

true

None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP
cluster-network 10.233.205.91
FOXXXXXXXGS
true
None

Cisco Nexus Operating System (NX-0S)

9.3(4)
CDP

2 entries were displayed.
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XAy FICO—R L7 RCF N=2 3 2IC&k 2T
RRCNBEHHOET

2020 Nov 17 16:07:18 csl %$ VDC-1 %$$ %STP-2-
UNBLOCK CONSIST PORT: Unblocking port port-channell on

(:) VLANO092. Port consistency restored.
2020 Nov 17 16:07:23 csl %S VDC-1 %$ %STP-2-BLOCK PVID PEER:

Blocking port-channell on VLANOOOI.

cs1 A0 wFAVY —ILTROHEAH

Inconsistent peer vlan.

2020 Nov 17 16:07:23 csl %$ VDC-1 %$$ %$STP-2-BLOCK PVID LOCAL:

Blocking port-channell on VLANQ092.

Inconsistent local vlan.

6. JSRXZZAAYFcs1 T /—RDIUSRER—MIEHREINTVWEIR—bZI vy AUV LET,

ROBITIE. FIE1 OHAOBZERBLTWVWET,

csl (config) # interface el/1-64
csl (config-if-range)# shutdown

1. 9Z B LIF BRXA v F cs2 TRAMETNTWVWBR— MIBITEINI L=

WhZZehHDFJ, network interface show -vserver Cluster

PlerLET

mLET. STz H

clusterl::*> *network interface show -vserver Cluster*

Logical
Current Is
Vserver Interface
Port Home
Cluster

nodel clusl
e0d false

nodel clus2
eld true

node2 clusl
eld false

node2 clus?2
e0d true

clusterl::*>

Status Network Current
Admin/Oper Address/Mask Node
up/up 169.254.3.4/23 nodel
up/up 169.254.3.5/23 nodel
up/up 169.254.3.8/23 node?2
up/up 169.254.3.9/23 node?2

8. VS RANWEETHDZ =R L £ :cluster show
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PerLET

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

clusterl::*>
9. X1 wF cs1 THIE7~14 %#8DRLE T,

10. 75 X& LIF TEBUN—bZBMILET,

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert True

N A4y Fes1Z)T—FLET, CHIE. IFXELF DFR—LR—EADIUN—rZ M)H—FBHIC
TVWET. MY FOUT=bRIC/—RICHLTHRESNL [T ZR-bHMBELELTVE] 1RY
MIERLTHEVEE Ao

csl# reload
This command will reboot the system. (y/n)? [n] y

12. S ZAR—MIEHEINTWBR XA YFR—EDIELTWVWBR I 2R LET,

csl# show interface brief | grep up

Ethernetl/1 1 eth access up none

10G (D) --
Ethernetl/2 1 eth access up none
10G (D) --
Ethernetl/3 1 eth trunk up none
100G (D) --
Ethernetl/4 1 eth trunk wup none
100G (D) --

13. CS1 & CS2 MDD ISL H&REL TUL\ 3 Z & #FEER L £ 9 show port-channel summary
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PerLET

csl# *show port-channel summary*
Flags: D - Down P - Up in port-channel (members)
I - Individual H - Hot-standby (LACP only)
s — Suspended r - Module-removed
b - BFD Session Wait
S - Switched R - Routed
U - Up (port-channel)
p - Up in delay-lacp mode (member)
M - Not in use. Min-links not met

Group Port- Type Protocol Member Ports

Channel
1 Pol (SU) Eth LACP Ethl/65 (P) Ethl/66 (P)
csl#

14. 95 XRLIF AR—LR—KMIUN—bEINZ e ZBELE T, network interface show

-vserver Cluster

PerLET

clusterl::*> *network interface show -vserver Cluster*

Logical Status Network Current
Current Is
Vserver Interface Admin/Oper Address/Mask Node
Port Home
Cluster

nodel clusl up/up 169.254.3.4/23 nodel
e0d true

nodel clus2 up/up 169.254.3.5/23 nodel
e0d true

node2 clusl up/up 169.254.3.8/23 node?2
e0d true

node2 clus2 up/up 169.254.3.9/23 node?2
e0d true

clusterl::*>
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15. USRAANEETH D Z & 2L £ 9 :cluster show

erLET

clusterl::*> *cluster show*

Node Health Eligibility Epsilon
nodel true true false
node?2 true true false

16. JE—rISREAVR—T 1 ADEHEHRLF T,



ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

EUEMHEoTH S AV FERITLT show iz RRL TS L,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

ITANRTDONTAPJ J—2X
FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEHiZMERIT DAY VR .

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host 1s nodel

Getting addresses from network interface table...
169.

Cluster nodel clusl

Cluster nodel clus2

Cluster node2 clusl

Cluster node2 clus2
Local = 169.254.1.3

Remote =

169.254.3.
Cluster Vserver Id

9

Ping status:

169.
169.
169.
169.

254.3.
254.
254.
254.
254.

R w W W
R O o U B

4294967293

nodel
nodel
node?2

node?2

ela
elb
ela
eOb

169.254.1.6 169.254.1.7 169.254.3.4 169.254.3.5 169.254.3.8

Basic connectivity succeeds on 12 path(s)

Basic connectivity fails on 0 path(s)

Detected 9000

Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local
Local

169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.

byte MTU on 12 path(s):

254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.

1.

P = T T = S S S Sy oy T S S
PR R R R W W W W W

.3

1

to
to
to
to
to
to
to
to
to
to
to
to

Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote
Remote

169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.
169.

254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.
254.

Larger than PMTU communication succeeds
RPC status:

6 paths up,
6 paths up,

ROFIE

"SSH DRE =R T

SSHERTE DFEER
A=Y FRALYFAIIREZLR (CSHM) #aer OJINEMEEEZFER L TWVW3ES

IE. 9T ARXRXA Y FTSSHF—USSHF —HBMICHE>TWVWB =R L FT,

FIE

0 paths down
0 paths down

(tcp check)
(udp check)

w W w w kL Prwww w e
O 0 U b J o W 0 U Jd O

on 12 path(s)
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1. SSH A BMICHE > TWBR e =#ELE T,

(switch) show ssh server
ssh version 2 is enabled

2. SSHXF —HDBEMICHE->TWVWBR e #ERELF T,

40

show ssh key

erLET

(switch) # show ssh key

rsa Keys generated:Fri Jun 28 02:16:00 2024

ssh-rsa

AAAAB3NzaClyc2EAAAADAQABAAAAGQDINrD52Q0586wTGJIjJFAb]B1FaA23EpDrZ2sDCew
17nwlioC6HBejx1ulObAH8hrW8kR+gjO0ZAfPPNeLGTg3AP])/yiPTBOIZZXxbWRShywAMS5
PqyxWwRb7kp9Zt1YHzVuHYpSO82KUDowKrL61lox/YtpKoZUDZIrZjAp8hTv3JZsPgQ==

bitcount:1024
fingerprint:
SHA256:aHwhpzo7+YCDSrp3isdv2uVGz+mjMMokgdMeXVVXfdo

could not retrieve dsa key information

ecdsa Keys generated:Fri Jun 28 02:30:56 2024

ecdsa-shaz2-nistpb521
AAAAE2V)ZHNhLXNoYTItbml zdHAIMjEAAAATbm] zdHAIMIEAAACFBABJ+ZX5SFKhS57e
vkE273e0Voqgzid/32dt+£14fBuKv80MjMsmLfjKtCWylwgVt1Zi+C5TIBbugpzez529z
kFSFOADb8JaGCoaAYe2HVWR/ f6QLbKbagVIewCdqWgxzrIY5BPP5GBAxQJIMB1OwEdnHgl
u/9Pzh/Vz9cHDcCWIGGE780QHA==

bitcount:521
fingerprint:
SHA256:TFGe2hXn6QIpcs/vyHzftHI7Dceg0vQaULYRAL ZeHwQ

(switch)# show feature include scpServer

I
scpServer 1 enabled
(switch) # show feature | include ssh
sshServer 1 enabled
(switch) #
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