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clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Health

Port IPspace
Status

Speed (Mbps)

Broadcast Domain Link MTU Admin/Oper

Health

Status

e3a Cluster

e3b Cluster

Node: node?2

Ignore

Health

Port IPspace
Status

Cluster

Cluster

Broadcast Domain Link

up 9000 auto/100000

up 9000 auto/100000

Speed (Mbps)

MTU Admin/Oper

healthy

healthy

Health

Status

e3a Cluster

e3b Cluster

Cluster

Cluster

up 9000 auto/100000

up 9000 auto/100000

clusterl::*> network interface show -vserver Cluster

Status

Network

Admin/Oper Address/Mask

Current

Node

healthy

healthy

Port

Logical
Current Is
Vserver Interface
Home
Cluster

nodel clusl
true

nodel clus2

true

up/up

up/up

169.254.209.69/16

169.254.49.125/16

nodel

nodel

e3a

e3b



node2 clusl up/up 169.254.47.194/16 node2 e3a
true
node2 clus2 up/up 169.254.19.183/16 node2 e3b

true

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel /11dp
e3a swl (b8:ce:f6:19:1a:7e) swp3 =
e3b sw2 (b8:ce:f6:19:1b:96) swp3 -
node?2 /11dp
e3a swl (b8:ce:f6:19:1a:7e) swp4 =
e3b sw2 (b8:ce:f6:19:1b:906) swp4 -
[+]

cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 SW2 e3a

swp4 100G Trunk/L2 sSw2 e3a

swplb 100G BondMember sw2 swplb5
swpl6 100G BondMember sw2 swpl6

cumulus@sw2:~$ net show 1l1ldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 swl e3b

swp4 100G Trunk/L2 swl e3b

swplb 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6
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Cumulus Linux 4.4.3.

1L FHLWRA wFnsw2iladmine LTAT A > L. /—RIFRZAVRZ—T AR (R— kswp1ih
Sswpld) ICERITZIIRTDOR—rZIvy TV LET,

V53X —ROLFIE &/ —ROHS3—ADISFRAZR=KMIFTTICTZAINA—N—-CATW
BRENBD XY,

cumulus@nsw2:~$ net add interface swpls0-3, swp2s0-3, swp3-14 link
down

cumulus@nsw2:~$ net pending
cumulus@nsw2:~$ net commit

2. JZZZLIFCEEIUN— FZEHICLFT,
network interface modify -vserver Cluster -lif *-auto-revert false

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

Warning: Disabling the auto-revert feature of the cluster logical
interface may effect the availability of your cluster network. Are
you sure you want to continue? {y|n}: y

3. TARTDYFRRLIF CEHEERNENICA>TWVWE I ZHERLE T,
net interface show -vserver Cluster -fields auto-revert

4. SN2100X 1 v Fswl1TISLR— bswp15E K Uswpl6Z > vy E TV L E T,

cumulus@swl:~$ net add interface swpl5-16 link down
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit

S. IRTD T —TILESN2100 sw1 R v FHSED A L. SN2100 nsw2 R v FD[E UAR— b ICHHL
L&Y,

6. sWIXA v FEnsw2X A1 v FDET. ISLR— kswp15&swp16%Z 28I L £,
ROOAY Y R X4 W FswiTISLIR— bswp15E8 K Uswp16ZBRIC L £,
cumulus@swl:~$ net del interface swpl5-16 link down

cumulus@swl:~$ net pending
cumulus@swl:~$ net commit



ROFNE. XAy FswiDISLR— bHuplcE>TWBZ e ZRLTWVWET,

cumulus@swl:~$ net show interface

State Name Spd MTU Mode LLDP

UP swplb 100G 9216 BondMember nsw2 (swplb)
cluster isl (UP)

UP swplb6 100G 9216 BondMember nsw2 (swpl6)

cluster isl (UP)

KOFNE. X1y Fnsw2DISLIR— MHAFEBLTVWBZEEZRLTWVWET,

cumulus@nsw2?2:~$ net show interface

State Name Spd MTU Mode LLDP

UP swplb 100G 9216 BondMember swl (swpl))
cluster isl (UP)

UP swplb6 100G 9216 BondMember swl (swpl6)

cluster isl (UP)

7. R— b ZHRLET 30 IRNTD/ — RTHE:
I network port show -ipspace cluster | D& SICKRRINET

RDESBHADVKRRIEINE T,

Summary

Master:

Master:

Summary

Master:

Master:



clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

8 INT. &E/—RDUFRZR—KE. /—RDERTROLSICIVT ARy FICEBEINEL
7:0



clusterl::*> network device-discovery show -protocol 1lldp

Discovered
Device (LLDP:

ChassisID)

Interface Platform

Node/ Local
Protocol Port
nodel /11dp
e3a
e3b
node?2 /11ldp
e3a
e3b

9. TATD/—RISZZR— FABELTVSC CERRLE T,

net show interface

swl

nsw2

swl

nsw2

(b8:ce:f6:
(b8:ce:fo:

(b8:ce:f6:
(b8:ce:fo:

19:1a:7e)
19:1b:bob)

19:1a:7e)
19:1b:bb)

cumulus@nsw?2:~$ net show interface

State Name
Summary

UP swp3
Master: bridge (UP)
UP swp4
Master: bridge (UP)
UP swplb

100G

100G

100G

Master: cluster isl (UP)

UP swpl6

100G

Master: cluster isl (UP)

9216

9216

9216

9216

Mode

Trunk/L2

Trunk/L2

BondMember

BondMember

swp3 =
swp3 =

swp4 =
swp4 =

LLDP
swl (swplb)
swl (swpl6)

10. AD ./ —RDODENENT. FAAYFICI DOEENDHZ =R LF T,

net show 1lldp

ROBNF. MHADRA Y FDZET BERERLTVET,



cumulus@swl:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swp4 100G Trunk/L2 node?2 e3a

swplb 100G BondMember nsw2 swplb5
swpl6 100G BondMember nsw2 swplb6

cumulus@nsw2:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b
swpd 100G Trunk/L2 node?2 e3b
swplb5 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

M. US4 LIF TEBHUN—FZBMMCLET,

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

12 24y Fnsw2 Ty /—RD3RY FT—UR—MIERINTVWEIR-FZEBLE I

cumulus@nsw2:~$ net del interface swpl-14 link down
cumulus@nsw2:~$ net pending
cumulus@nsw2:~$ net commit

13. S RRZAD ./ —RICEATB3ERERTLET,
[ cluster show | ZEBBLTLETL

RDBITIE. CDTSRED./ —K nodel & node2 D/ — ROEEMN true THBRERLE
ER

clusterl::*> cluster show

Node Health Eligibility

nodel true true
node?2 true true



14 IRTOYBY S IAR—EHEELTWBZ EZERELE 9,

I network port show -ipspace cluster | D& SICKRRINET

clusterl::*> network port show -ipspace Cluster

Node nodel
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Cumulus Linux 5.x

1. FHLWRA wFnswiladmine LTAOY ALy /—RISREZAVEZ—T 14X (K= kswpih
Sswpl14) ICERT R IRTDR—bES vy MOV LET,

V53X —RFRDLFIFE &/ —RFRDHS3—ADIFRAZR=—KMITTICTZAINA—N—-CATWV
BRENBHD XTI,

cumulus@nsw2:~$ nv set interface swpl5-16 link state down
cumulus@nsw2:~$ nv config apply

2. S RZALIFTEBIIN—FZEMICLET,



network interface modify -vserver Cluster -lif *-auto-revert false

clusterl::*> network interface modify -vserver Cluster -1lif * -auto
-revert false

Warning: Disabling the auto-revert feature of the cluster logical
interface may effect the availability of your cluster network. Are
you sure you want to continue? {yln}: y

- IRTDYZ XX LIF TEBEBHIEMDICHR>TVWE I ZHRLFT,

network interface show -vserver Cluster -fields auto-revert #3217 L £ 9

- SN2100 R 1 v Fswi1 TISLR— kswp15E L Uswp16z vy FA TV L £ T,

cumulus@swl:~$ nv set interface swpl5-16 link state down
cumulus@swl:~$ nv config apply

L IRTDT—TIL%ESN2100 sw1 X1 v FHSEDA L. SN2100 nsw2 X 1 v FD[E LR — b ICIES:
LEx9,

CsWIZRA W FENsw2 XA FDBT. ISLAR— bswp15&swpleZziEE L £9,

ROAT Y RIE. X1 v FswiTISLAR— bswp15E K Uswp16ZzBRIC L £ T

cumulus@swl:~$ nv set interface swpl5-16 link state down
cumulus@swl:~$ nv config apply

ROFIE. XAy FswiDISLR— b HupllBR>TWB I ERLTVLWET,

cumulus@swl:~$ nv show interface

State Name Spd MTU Mode LLDP Summary
UP swplb 100G 9216 BondMember nsw2 (swpl)b) Master:
cluster isl (UP)

UP swplb 100G 9216 BondMember nswZ2 (swpl6) Master:

cluster isl (UP)

ROBNE XAy Fnsw2DISLR— A BEREL TVWBECEZRLTWVWET,



cumulus@nsw?2:~$S nv show interface

State Name Spd MTU Mode LLDP

UP swplb 100G 9216 BondMember swl (swpl))
cluster isl (UP)

UP swplb6 100G 9216 BondMember swl (swpl6)

cluster isl (UP)

7. R—bEHESRLET e3b IRTD/ — R TENE:
I network port show -ipspace cluster | D& SICKRRINET

RDESBHADVKRRIEINE T,

Summary

Master:

Master:

13



clusterl::*> network port show -ipspace Cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status

e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/100000
healthy false
e3b Cluster Cluster up 9000 auto/100000

healthy false

8 INT. &E/—RDUFRZR—KE. /—RDERTROLSICIVT ARy FICEBEINEL
7:0



clusterl:

Node/

Protocol

node?2

:*> network device-discovery show -protocol lldp

Local Discovered

Port Device (LLDP: ChassisID) Interface Platform
/11ldp

e3a swl (b8:ce:f6:19:1a:7e) swp3 -

e3b nsw?2 (b8:ce:f6:19:1b:bo) swp3 =

/11ldp

e3a swl (b8:ce:f6:19:1a:7e) swp4 -

e3b nsw2 (b8:ce:f6:19:1b:bo) swp4 =

9. TATD/—RISZZR— FABELTVSC CERRLE T,

nv show interface

cumulus@nsw2:~$ nv show interface

State Name Spd MTU Mode LLDP
Summary

UP swp3 100G 9216 Trunk/L2

Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2

Master: bridge (UP)

UP swplb 100G 9216 BondMember swl (swpl))
Master: cluster isl (UP)

UP swplb6 100G 9216 BondMember swl (swpl6)
Master: cluster isl (UP)

10. AD ./ —RDODENENT. FAAYFICI DOEENDHZ =R LF T,

nv show interface 1lldp

ROBNF. MHADRA Y FDZET BERERLTVET,

15



cumulus@swl:~$ nv show interface lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3a

swp4 100G Trunk/L2 node?2 e3a

swplb 100G BondMember nsw2 swplb5
swpl6 100G BondMember nsw2 swplb6

cumulus@nsw2:~$ nv show interface 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 nodel e3b
swpd 100G Trunk/L2 node?2 e3b
swplb5 100G BondMember swl swplb
swpl6 100G BondMember swl swpl6

M. US4 LIF TEBHUN—FZBMMCLET,

clusterl::*> network interface modify -vserver Cluster -1if * -auto-revert
true

12 24y Fnsw2 Ty /—RD3RY FT—UR—MIERINTVWEIR-FZEBLE I

cumulus@nsw2:~$ nv set interface swpl-14 link state up
cumulus@nsw2:~$ nv config apply

13. VS RXRAD ./ —RICEAT B3 EHRERTLET,
[ cluster show | ZE8BLTLETL

KOFTIE. CDISRED./— K nodel & node2 D/ — ROBEMH true THZZrERLE
ERS

clusterl::*> cluster show

Node Health Eligibility
nodel true true
node?2 true true

14 gRTOYIBI S XA ZR—EHEELTVWB C e ZHERL £ Y,



I network port show -ipspace cluster | DK SICKREINET

clusterl::*> network port show -ipspace Cluster

Node nodel

Ignore

Health Health
Port IPspace
Status Status
e3a Cluster
healthy false
e3b Cluster
healthy false

Node: node2

Ignore

Health
Port
Status

e3a
healthy
e3b
healthy

Health
IPspace
Status

Cluster
false

Cluster
false

FIE3 : 1B eHERLET

Broadcast Domain

Cluster

Cluster

Broadcast Domain Link

Cluster

Cluster

up

up

up

up

MTU

9000

9000

MTU

9000

9000

Speed (Mbps)

Admin/Oper

auto/10000

auto/10000

Speed (Mbps)

Admin/Oper

auto/10000

auto/10000

17



Cumulus Linux 4.4.3.

1. 9328y bTD—ONEETHZ 2R LFT,

cumulus@swl:~$ net show 1lldp

LocalPort

Cumulus Linux 5.x

Speed

100G
100G
100G
100G

Trunk/L2
Trunk/L2
BondMember
BondMember

RemoteHost

1. 9328y hD—ONEBTHBZ 2R LFT,

cumulus@swl:~$ nv show interface lldp

LocalPort

Speed
100G
100G
100G
100G

Trunk/L2
Trunk/L2
BondMember
BondMember

1. #ERLAN)LZadminicRELET,

MEEEEE)

RemoteHost
nodel
node?2

nsw2

nsw?2

RemotePort

RemotePort

2. F—20BEMERZIEIL7-35E1E. AutoSupport X vt —J MU L THEREBEEMICLET,

I system node AutoSupport invoke -node * -type all -message MAINT=end | £W\S Xyt —IHRRE

nExy

RDFIRE

"ZAYFANILRERDRE"TY,

NVIDIA SN21000 S A A RA W TFH A1 vFL AEHICEZH

Z&-3r)

ONTAP Q3LURETIE. RAYFISRRARY NID—D%ZERIT BTV SAINBE2DD ./ —
RO BEEEGE NI T RARIBITTEED,
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EHEERR
HARSAY
MOHARSA xR L TSIV,
2/ —RXRAYFLRYISAAEBEANDBITIIEFLETRTTEX T, FEACDVATLTIH. &/ —

RIC2DDERY ZRAZA VA=V b R—EBHBDETHN 4 6. 8BYL. &/ —RICBSHOERY S
AZA R =AY bR— D HB AT LTHIDOFIE ZFERATTFT,

* 3/ — RBEDRA Y FLRISAEA Y A—ARY MEEIERTE £ A,

CUTZRARAVA—ART CRA Y F 2 ERTZ8EFED2/) — R 5 XAXZHONTAP 9.3 EZERITLTWS
B&IE. A4V FE /) —RBEOEZED/INY 7Y — )\ TEEICABTEET,

EXE% BB 3811
ROHDHHZD e x=ERBLET,

C VT RBARAYFTERINI2DD ./ — R TEBRSNIEEERI SR X, /—RTRERILCONTAP U —2X
MNETINTVWBAIRELHD X7,

c B —RICMHEBLHBOERI SRAAR— rHERIN. PXATLERICHETI-OORERISAEA
VR—O%0 MEEDREINE T, L ZE 12DV AT LI2DDTRER—MARHD. &/ —RIZ2
DOERISRARZAA VA=A b R— BB LEFT,

A1 vFEBITLEY
ZDRRIIZOWVT

ROFIE . 2/ —RIZZAEZADT SRR v FZ2HIKRL. X1y FADQRERZN—FF—/—FAD
EEEGRICETRIET,

Nodel ClusterSwitch Node2

] O ]

—
Model ' Node2
FlCDWT

ROFIE OBIE. Tela) & TeOby Z2V FXAAR— b LTHERALTVWES/ —RERLTVWET, YR T LA
ICE>TEBBZIVIAZR— D/ —RICL>THERAINTWVWBRIEEDHBD £,
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FIE1 : BITDO%EAR
1. #EFRL RI)L% advanced ICEB L X9, K192 hEShESRSNES. Tyl CAALET,
ladvanced | DMERDPHBETT
TRAVZR - OV TIHRTENET

2. ONTAP 93U TId. RAMvFLRIZXZOEIHREN Y R—rSIhEI, COIFXRIETT I b
TEMTHE>TWVET,

24 YFLRAISZAEZDEEDREMICHR>TWVWDB I # RS 5ICIF. advancedtE RO IY Y RERITL
£9,

Inetwork options detect-switchless -cluster show] Z&BB L TLZE L)

PerLET

T3 h BB >TVBIHBEDOHE NI ZRICKILET,

cluster::*> network options detect-switchless-cluster show
(network options detect-switchless-cluster show)
Enable Switchless Cluster Detection: true

lEnable Switchless Cluster Detection] H'DIHFE false’ % 7w THR—MIBBWVWEHDE LT,

3. MDY Z AR T AutoSupport BNEINICHE > TWBIHEIE. AutoSupport X v —SZF#HUYHL T — XD
BENMERZIHIL £ 95

I'system node AutoSupport invoke -node *-type all -message MAINT=<number_OF hours >] D, THE
ELFY

CCTHIIAYTH Y AREOREZHEEBEMUTRLADBD TICDAYTF Y ARRAIIZDOVWTTI =
ANGR=FITBRIL. XAV T2 AREPICT—XOEIERZELETESLSICLET,

ROPNE. T—RDBEEERZ 2R FEFIEL £

PerLET

cluster::*> system node autosupport invoke -node * -type all
-message MAINT=2h

FlB2 : R— b7 —TILZERET S

1L IN=T1DIZRAZR— DI FREAAYFUI. TI—200 FZXZR—ENISZARZIA v F2IC
BBEELIIC. BRAVFDISRAZR—bZIIN—TICEEHET, 5D IL—FE. FlIE OR¥ET
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MEICBED T,
2. USRAR—bPEREL. VVIDRAT—RRABELUERRBLET,

I network port show -ipspace cluster | D& SICRRINET

ROBTIE. 72T ZAZKR—FbF Telal & TeObl ##FD./—RICDWT. 12DF)L—IE Thode1 : elal
¢ Thode2 :elal « H512DFIL—IF Thode1 : eObl & Tnode2 : eOby CHAIEINFE T, FHTS
DSRAAR— NIRRT LICEDTERD=HD. /—RICK>TERDZISRAER—MDMERAINTWVS

BEDHDET,

Nodel ClusterSwitch1 Node2

ClusterSwitch2 [_’—\il

>

—bDENICHES>TVWBR e ZzBRLET up 27y I LET healthy 27UV I LET,
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PerLET

cluster::> network port show -ipspace Cluster
Node: nodel

Ignore

Speed (Mbps) Health
Health
Port 1IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

Node: node2

Ignore

Speed (Mbps) Health
Health
Port IPspace Broadcast Domain Link MTU Admin/Oper Status
Status
ela Cluster Cluster up 9000 auto/10000 healthy
false
e0b Cluster Cluster up 9000 auto/10000 healthy
false

4 entries were displayed.

3. IRTODYZREALIFBRENEBNDER—LR—MNIHBZ e =HERELET,
LIS XAAZLIFD Tis-home] FAH Ttruey ICH->TWB e xBERELET,

network interface show -vserver Cluster -fields is-fehome] £ WS AY > REZAALET

22



PerLET

cluster::*> net int show -vserver Cluster -fields is-home
(network interface show)
vserver 1if is-home

Cluster nodel clusl true
Cluster nodel clus2 true
Cluster node2 clusl true
Cluster node2 clus2 true
4 entries were displayed.

R=LR—=FIBRWI S RZLIFAH 35EIE. TNOSDLIFZR—LR—MMIUN—FLET,

network interface revert -vserver Cluster -lif *

- VI RZLIFOEE N—FZEMIILE T,

network interface modify -vserver Cluster -lif *-auto-revert false

- BIOFIETHERLICIRTOR— DRy T =IO XA FICEFHINTVWBECZHERLE T,
Tnetwork device-discovery show -port_cluster port | ¥WS AY Y RERTLET

[Discovered Device]F)IClE. R— FHEFEEINTWVWBE IS RRZ AL v FDEEIZIEEL X T,

PerLET

ROFIFZ. V5 ZAZR—bk Telay & TeOby MUSRAEZRAvF Tes1) & Tes2y ICIEL i
NTWB3ZezRrLTWEXT,

cluster::> network device-discovery show -port ela|eOb
(network device-discovery show)

Node/ Local Discovered

Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp
ela csl 0/11 BES-53248
elb cs?2 0/12 BES-53248
node2/cdp
ela csl 0/9 BES-53248
e0b cs2 0/9 BES-53248

4 entries were displayed.
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6. JE—FISRAA VR —T 1 ADEHRZERELET,
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ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

EUEMHEoTH S AV FERITLT show iz RRL TS L,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

ITANRTDONTAPJ J—2X
FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEHiZMERIT DAY VR .

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. USZAENEETHZDC=ERLET,
[ cluster ring show | ZBBL T /2L
ITRTOIAZY MIRRARZEIEEAV AV DOVWTNHATRITNIZERD £E A

2 GN—T1DR—MRA v FLAERZEZELEF T,

@ Y h 7= DBENLEBEZERT SICIE. groupth5R— hEYIFTL. TEBZEIHE
PMITICRLE T, T2 RxIE 200 KRFBD*DIFZHIE. M1 OLSICLFT,

a. group1 IDR— bS5 ITRTDT—TILERRFICHALET,

ROBITIE. &/ —RDR—k Teday ho7—TIDYich, ISREEZ T4 v IDRRAyFE
R—bk TeOb) ZEALTE/ —RFTHRITSNTLET,
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Nodel

ClusterSwitch1

ola

>

alb

ClusterSwitch2

— -

b. group1IDR— FEBEICT—TILERLE T,

KDBEITIE. node1® Telay Hnode2?® Telay ICEHIINTUVET,

Nodel

alla

@0t

XA YFLR ISR A 2y hT—0
WHhhBdZehHbxd. X1 vFLR

network options switchless-cluster show

ClusterSwitch2

>

ROPF. AAYFLRIZRAZZBMLET,

cluster::*> network options switchless-cluster show
Enable Switchless Cluster:

true

4 VE—FISREAAVA—T 14 A0 zHEL£T,

Node2
eda
|l
Node2
ol
pl

AT avidfalse’H Strue’|CBITL £ 9 C DAUIRIC TR K45
AT ah Ttruel ICRESINTWVWRZEZHERLET,
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ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

EUEMHEoTH S AV FERITLT show iz RRL TS L,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

ITANRTDONTAPJ J—2X
FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEHiZMERIT DAY VR .

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local

Host

Getti
Clust
Clust
Clust
Clust
Local
Remot

Cluster Vserver Id = 4294967293

Ping

1s node?2

ng addresses from network interface table...

er nodel clusl 169.254.209.69
er nodel clus2 169.254.49.125
er node2 clusl 169.254.47.194
er node2 clus2 169.254.19.183

= 169.254.47.194 169.254.19.183
e = 169.254.209.69 169.254.49.125

status:

nodel e0a
nodel e0b
node2 e0la
node2 e0b

Basic connectivity succeeds on 4 path(s)

Basic connectivity fails on 0 path(s)

Detec
Local
Local
Local

Local

ted 9000

169.254.
169.254.
169.254.
169.254.

byte MTU on 4 path(s):

477 .
.194 to
19.
19.

47

Larger than PMTU

RPC s
2 pat
2 pat

®

1. FIL—T20R—MZIRAYFLAEREHRELF T,

®

tatus:

hs up, 0 paths down
hs up, 0 paths down

194 to

183 to
183 to

Remote
Remote
Remote

Remote

communication

169.254.
169.254.
169.254.
169.254.

209.69
49.125
209.69
49.125

succeeds on 4 path(s)

(tcp check)
(udp check)

ROFIRISETHIIC. DB EDB2RF>TIIN—F1TNy Y =Ny JHEHmRHEEL TV
2RI IVENDDET,

v bT—0DBENLGEBEZEET B ICIE. R— bZgroup2h SHIETL T, TE 371
HOMITICRIBEDNBD T, L zIE 20URICFEANILET,

a. group2DR— b DS ITRTOT—TIINZEEFIIHN L F T,

ROBITIE. &/ —RDR—k TeOby Ho7—TILDiEN, I5XEEZ T4 v oIF Teda) R
— MEOEREHZER L THRiTSNE I,
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Nodel MNode2

ela ala

o0b ClusterSwitch2 a0b

=

b. group2dR— rZBEICT—TILIEREL X T,

KOFTIE. node1® lelal Hnode2d Telay ICIEHFE T, node1® leObl Hnode2d Telby I
BHInTuwiEd,

Model Node2

ela alla

elb alb

FIE3 : B ERELE T
1L RBAD/ —RDR—FHELLEHFINTVWBR I ZEELET,

lnetwork device-discovery show -port_cluster port | ¥ WSOV RERITLET
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PerLET

RDOBNF. 75 XAZKR—b Tedas & TeOby MU S REN—F—DXET BHR— MTIEL <t
SNTVWBZCZRLTVWET,

cluster::> net device-discovery show -port elalelOb
(network device-discovery show)
Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform

nodel/cdp

ela node?2 ela AFF-A300

eOb node?2 elb AFF-A300
nodel/11dp

ela node?2 (00:a0:98:da:16:44) ela =

e0b node?2 (00:a0:98:da:16:44) e0b =
node2/cdp

ela nodel ela AFF-A300

eOb nodel eOb AFF-A300
node2/11dp

ela nodel (00:a0:98:da:87:49) ela =
e0b nodel (00:a0:98:da:87:49) eOb —
8 entries were displayed.

2. S RZLIFOBEEII N—rZBEBMICLEFT,
network interface modify -vserver Cluster -lif *-auto-revert truez 38 L £ 9
3. IRTOLIFAR—LICH B L ZFHRT D, CNUSREHHIDNBZZEHHD ET,

network interface show -vserver Cluster -lif LIF_name T ¢



PerLET

RDOBITIE. Tls Homel 7' Mtruel DIZE. LIFIF)N—FENTVET,

cluster::> network interface show -vserver Cluster -fields curr-
port, is-home

vserver 1if curr-port is-home
Cluster nodel clusl ela true
Cluster nodel clus2 eOb true
Cluster node2 clusl ela true
Cluster node2 clus2 e0b true

4 entries were displayed.

WINH DY Z A EZLIFANR—LR— MR- TWAWEEIE. O—hDIL/ —RHASFETUN—-FLZF
ER

Inetwork interface revert -vserver Cluster -lif LIF_name] DX SICARD XS
4 WITNHD/—FRDIZXFLIAVY =T, /—RDIFREAT—RRA=ZHRLET,
[ cluster show | ZBBRL T ZTWV

PeRrLET

KOFTIEHAED/ —ROAToO #falselCFBREL TVWET

Node Health Eligibility Epsilon

nodel true true false
node2 true true false
2 entries were displayed.

S UE—RISRARAVR—T A ADEHZHR L FT,
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ONTAP 9.9.1L1&

ZHEATE X9 network interface check cluster-connectivity AN RZFEHALTI TR
RGO T IV RF v O ZRBL. FlZRTILET,

network interface check cluster-connectivity start $& U network interface
check cluster-connectivity show

clusterl::*> network interface check cluster-connectivity start

EUEMHEoTH S AV FERITLT show iz RRL TS L,

clusterl::*> network interface check cluster-connectivity show

Source Destination

Packet
Node Date LIF LIF
Loss
nodel

3/5/2022 19:21:18 -06:00 nodel clus?2 node2-clusl
none

3/5/2022 19:21:20 -06:00 nodel clus2 node2 clus2
none
node?2

3/5/2022 19:21:18 -06:00 node2 clus2 nodel clusl
none

3/5/2022 19:21:20 -06:00 node2 clus2 nodel clus2
none

ITANRTDONTAPJ J—2X
FARTOHOONTAP) I)—XT. cluster ping-cluster -node <name> IEHiZMERIT DAY VR .

cluster ping-cluster -node <name>



clusterl::*> cluster ping-cluster -node local
Host is node2

Getting addresses from network interface table...
Cluster nodel clusl 169.254.209.69 nodel eOa
Cluster nodel clus2 169.254.49.125 nodel eOb
Cluster node2 clusl 169.254.47.194 node2 e0a
Cluster node2 clus2 169.254.19.183 node2 e0Ob
Local = 169.254.47.194 169.254.19.183

Remote = 169.254.209.69 169.254.49.125
Cluster Vserver Id = 4294967293

Ping status:

Basic connectivity succeeds on 4 path(s)
Basic connectivity fails on 0 path(s)

Detected 9000 byte MTU on 4 path(s):

Local 169.254.47.194 to Remote 169.254.209.69

Local 169.254.47.194 to Remote 169.254.49.125

Local 169.254.19.183 to Remote 169.254.209.69

Local 169.254.19.183 to Remote 169.254.49.125
Larger than PMTU communication succeeds on 4 path(s)
RPC status:

2 paths up, 0 paths down (tcp check)

2 paths up, 0 paths down (udp check)

1. 7—2OBEERZIHIL1-HE1E. AutoSupportX v —JZUH L TEBEBMICLE T,

I system node AutoSupport invoke -node * -type all -message MAINT=end | £W\D5 Xvt—IHRRE
nF¥xy

FHICOVWTIE. ZBRBLTRETVW "=y b7y TOEAMIEHR 7 —7 « 2L 1010449 © [ How to
suppress automatic case creation during scheduled maintenance windows",

2. #ERLANJ)L%Z admin ICRL £ 9

MsEEEE )
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