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Cumulus Linux 4.4.3.

T RAyFICOJA1 > LET,

214y FAOFEIOT A ICiE. 2—H4/I/NZXT—R e LT ™ cumulus / cumulus * withy DMAET
9 sudo MR :

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux®/N\—2 3 > RESEL 9. net show system

cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86

CPU. ... x86 64 Intel Atom C2558 2.40GHz
MEMOYY . v e oo eennenn 8GB

Disk............. 14.7GB

ASIC. . v i Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox
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cumulus@cumulus:mgmt:~$ net add hostname swl
cumulus@cumulus:mgmt:~$ net add interface eth0 ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ net add interface eth0 ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ net pending

cumulus@cumulus:mgmt:~$ net commit

Z MY Y Rid'letc/hostname’ 7 71 L X letc/hosts 7 7 A LD A ZZEBELEFT

4. IR BB IPTVRLZR 72y bYRI. BLUTIFII T — bz DB EINIC C ZHEER
L&,

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£6:19:1d:£f6 txqueuelen 1000 (Ethernet)

RX packets 75364 Dbytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 bytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory O0xdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. Ay FOHAM. Bl R LY -2 BLUNTPH—NZRELE T,
a WEDRA LY/ —>zERLET,

cumulus@swl:~$ cat /etc/timezone

b. FTLWAA LY —VICEHLET,



cumulus@swl:~$ sudo dpkg-reconfigure --frontend noninteractive
tzdata

CHEDRALY —=HEBLET,

cumulus@switch:~$ date +%2Z

d A1 RREVAHF—FZ2FRLTRALY —2VZREITBICIF. KOOIV FERTLET,

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

e BMESNIAALY —VI->TY I b0z 70090 2RELEFT,

cumulus@switch:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

LYIhoz7o0v0OREDEZN—RIT7IoOYvIICRELET,

cumulus@switch:~$ sudo hwclock -w

9 HEICISCTNTPH—NEEIML 7,

cumulus@swl:~$ net add time ntp server <cumulus.network.ntp.org>
iburst

cumulus@swl:~$ net pending

cumulus@swl:~$ net commit

h. MO XFLTEIFTEINTVWBE e ZMERL ntpd £75

cumulus@swl:~$ ps -ef | grep ntp
ntp 4074 1 0 Jun20 2 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

i. NTPY — XA VA2 —T A R%ELEFT, T 74 LTIE. NTPHMERTZY —X1>X—7
T XFETT ethlo XDE SIS, BIONTPY — XA VX —T T A AEHBETETET,

cumulus@swl:~$ net add time ntp source <src_int>
cumulus@swl:~$ net pending
cumulus@swl:~$ net commit
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1.

Cumulus Linux4.43% 1> X —JLL X,

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-4.4.3-mlx-amdé4.bin

AV =5PE o O- Rz LET, 7TAVTEHBRTFEINLS Fy*) CAALET

NVIDIASN2100RX 1 vF%= ) JT—krL X9,

cumulus@swl:mgmt:~$ sudo reboot

A4V =LA EFMICHIR TN ROGRUBEIEDEIRMHARREINEIDo * not * (EfTLAELY)
ERLE T,

o Cumulus - Linux GNU/Linux
° ONIE: OSD1 > X k=)L
c JLINR-AVZ k=)L
o Cumulus - Linux GNU/Linux
AJ4 >3 3ICIE. FlE1~4Z#EDRLFT,
Cumulus Linux®/N\N—2 3 >0h443THB L MR LEX T, net show version

cumulus@swl:mgmt:~$ net show version
NCLU VERSION=1.0-cl4.4.3u0

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3

DISTRIB DESCRIPTION="Cumulus Linux 4.4.3"

HLWIA—HYEERL. ICBMLEY sudo JIL—F : TOA—HFHREMICHKRDZDIF. IV —
JUISSHE v o 3 U BRE S N&EITTY,

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

Cumulus Linux 5.4.0.

1. 24y FIicaOgd1> LET,

24y FAOHEIOT A ICiE. A—H&/I/NZXT—R e LT ™ cumulus / cumulus * withy DAET



9 sudo 1R :

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator

enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux®/N\—2 3 > =L E T, nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.3.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

3. KRR M IPTRLZA TRy FYRI. BLUT I M= bz Z2RELET, FHLLER
A REDBEMIHEBZDIF. IV —ILISSHE YL 3 > ZBiEs LI&ZIFT T,

Cumulus Linux X1 v FICid. Teth0y WS ERAA—T xRy MEER— DR
() b1oBbET. COTVE—TTARE TH LTV REBSETY, 774
bTld. BEAYZ =71 RIET7 R L XIBEICDHCPv4Z ERAL 9,

@ RAREICIE. 7oA —237 () « ZRIbAT« () . IEASCIXFZFERA L%

WTLREE W,

cumulus@cumulus :mgmt :
cumulus@cumulus :mgmt:
10.233.204.71/24
cumulus@cumulus :mgmt :
10.233.204.1
cumulus@cumulus :mgmt :

cumulus@cumulus :mgmt:

~$
~$

nv

nv

nv

set system hostname swl
set interface eth0 ip address

set interface eth0 ip gateway

config apply
config save

Z MO Rid'/etc/hostname’7 71 )L E/letc/hosts 7 71 LA AEZZEELF T

4. KRR M. IPPRLZ TRy YR I. BLUVT I AT — Tz DEFEINIC 2R

LE9,



cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

ethO: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:f6:19:1d:f6 txgqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt

default via 10.233.204.1 dev ethO

unreachable default metric 4278198272

10.233.204.0/23 dev eth0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S. RAYFDRAA LY —> Bfd. B BLUNTPH—NZREL £,
a ALY —2RELET,

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. BEDR ALY —>ZMHRLET,

cumulus@switch:~$ date +%2Z

C HARNEVA Y —FZEALTRALY —VZRETBICIE. ROAR Y RERTLET,

cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d BESNAALY —VI->TY I b0z 70090 2RELET,

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e VIhrIxzT7oOvIDREDEEXE/N—ROT7oOvI7ICKELET,

cumulus@swl:~$ sudo hwclock -w



f. REICISCTNTPH—NEZEBML T,

cumulus@swl:~$ nv set service ntp mgmt listen ethO
cumulus@swl:~$ nv set service ntp mgmt server <server> iburst on
cumulus@swl:~$ nv config apply

cumulus@swl:~$ nv config save

FLYIR—ZDEBEEZBRBL TLEIWVWNTPH — /N —DHERLHNVIDIA SN2100 2 1 v F Tk
BELAWVWEEICOWTIEICBESZ BT,

9 MYRTLTEITINTVS ZEZREL ntpd £
cumulus@swl:~$ ps -ef | grep ntp

ntp 4074 1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p
/var/run/ntpd.pid -g -u 101:102

h. NTPY =X >R —T A X%ZELET. T I ETIE NTPHMERTEIY —R1>42—7
I RIETT ethlo RDEDIC. BIDONTPY —RA Y Z—T 1A AZHRETETET,

cumulus@swl:~$S nv set service ntp default listen <src_int>
cumulus@swl:~$ nv config apply

6. Cumulus Linux 5401 > X b—JILLE T,

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-linux-5.4-mlx-amdé64.bin

AVZAL=5PE o> O-RZzMRLEY, 7OV TERRRSINLS Fy*) CAALET

7. NVIDIASN2100R 1 v FZ2 ) T— kL&Y,

cumulus@swl :mgmt:~$ sudo reboot

8. 4R M—=ILHBEHFMICHIIB SN XOGRUBEEDFEIRHNTRRINEIDo * not* (EFTLAELY)
FIEIRLET,

o Cumulus - Linux GNU/Linux
° ONIE: OSD1 > X b=l

c JLINR-A2VX k=)L

o Cumulus - Linux GNU/Linux

9. OJA1>9BICIE. FIR1~4=2#RDRLET,
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10. Cumulus Linux®/N\N—2 3 0h540CTHZ %R L EF I, nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational

applied

description

hostname
build
uptime

timezone

cumulus
Cumulus
6 days,
Etc/UTC

cumulus
Linux 5.4.0 system build version
13:37:36 system uptime

system time zone

N &/ —RHBEXAM v FICEHREINTVWS 2R LET,

cumulus@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode

RemotePort

ethO 100M
Eth110/1/29
swp2sl 25G
ela

swplb 100G
swplb

swpl6 100G
swpl6

Mgmt

Trunk/L2

BondMember

BondMember

RemoteHost

mgmt-swl

nodel

SW2

SW2

12. i LWIA—FZER L. ICBMLET sudo ZIL—7 : TOA—FHEMICEZDIF. IV —
JUISSHE v 3 VA BEFINERIEITTY,

sudo adduser --ingroup netedit admin

11



12

cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the
mark on a world-wide basis.

admin@swl:mgmt:~$

13. BEEI1—HHRTFIERTER31—HII—T2EBMLET nv AR .



cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user 'admin' to group 'nvshow'
Adding user admin to group nvshow
Done.

EEBLTLIETVWNVIDIAZ—H =7 AT b 2B LTLIEEL,

Cumulus Linux 5.11.0

1. R4 wFIlcaOgd1>LEd,

24y FICHHTAT A > F 3L FiL. PrivilegesT* cumulus / cumulus *& W5 A —HH//INR T —
RHMETT sudoo

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

2. Cumulus Linux®N\—2 3 > RESELE 9. nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 8:37:36 system uptime
timezone Etc/UTC system time zone

3. RAM& IPPRLR, TRV MIRRI, BLUT TN —h UM ZRELEF T, FHLULR
A REDBEMIHEBZDIF. IV —ILISSHE YL 3 > ZBiEs LIc&IZIFT T,

Cumulus Linux X1 wFIiClE. Tethoy EWSERA—H Ry FEER— MDA L
()  B1oB0ET, COTE—TTARIE TY TN REBERTT, F74
FTlE. BB VA —T 1 RIET7 KL XIBEICDHCPVAZERL X I,

C) R R&ICIE. 7Fo4—X37 () « ZRZR+OZ7+q () . JEASCIXZF%Z=FERA LA
WTL =T,
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cumulus@cumulus:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@cumulus:mgmt:~$ nv set interface ethO ip address
10.233.204.71/24

cumulus@cumulus:mgmt:~$ nv set interface ethO ip gateway
10.233.204.1

cumulus@cumulus:mgmt:~$ nv config apply

cumulus@cumulus:mgmt:~$ nv config save

Z DAY Rid'/etc/hostname’ 7 71 JL & letc/hosts 7 71 LD A ZEEL F T

4 RZALEIPPRLR $TRY bIYRI. BLUVTIAN M= I ADEF SN 2 HER
L&,

cumulus@swl :mgmt:~$ hostname swl

cumulus@swl:mgmt:~$ ifconfig ethO

eth0: flags=4163<UP,BROADCAST, RUNNING,MULTICAST> mtu 1500

inet 10.233.204.71 netmask 255.255.254.0 Dbroadcast 10.233.205.255
inet6 fe80::bace:f6ff:fel9:1df6 prefixlen 64 scopeid 0x20<link>
ether b8:ce:£6:19:1d:f6 txqueuelen 1000 (Ethernet)

RX packets 75364 bytes 23013528 (21.9 MiB)

RX errors 0 dropped 7 overruns 0 frame O

TX packets 4053 Dbytes 827280 (807.8 KiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0 device
memory 0Oxdfc00000-dfclffff

cumulus@swl: :mgmt:~$ ip route show vrf mgmt
default via 10.233.204.1 dev ethO
unreachable default metric 4278198272

10.233.204.0/23 dev ethO0 proto kernel scope link src 10.233.204.71
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

S RAWFDEA LY —>, Bt Bl BLXUNTPH—NZRELE T,
a ALY —2RELET,

cumulus@swl:~$ nv set system timezone US/Eastern
cumulus@swl:~$ nv config apply

b. |VED XA LY —>=HERLET,

cumulus@switch:~$ date +%2Z

C HARNEVA Y —FZEALTRALY —2VZRETBICIE. ROAR Y RERTLET,



cumulus@swl:~$ sudo dpkg-reconfigure tzdata

d BESNZALY —VIK->TY I bz 7o0v IR ELET,

cumulus@swl:~$ sudo date -s "Tue Oct 28 00:37:13 2023"

e VI rIxT7oOvIDREDEZN—RDT 7OV IICEKRELE T,

cumulus@swl:~$ sudo hweclock -w

f. REICISCTNTPH—NEZEML T,

cumulus@swl:~$
cumulus@swl:~$
cumulus@swl:~$

cumulus@swl:~$

nv

nv

nv

nv

set service ntp mgmt listen ethO

set service ntp mgmt server <server> iburst on
config apply

config save

FLYIR—IDEBEEZBRBL T EIWVWNTPH —/N—DERHANVIDIA SN2100 2 1 v F Tk
BELAUVWERRICOWTIEICBESZ BT,

9 MY RFLTRITINTVWRZ EZREEL ntpd £

cumulus@swl:~$ ps -ef | grep ntp

ntp 4074

1 0 Jun20 ? 00:00:33 /usr/sbin/ntpd -p

/var/run/ntpd.pid -g -u 101:102

h. NTPY — XA >R —T A A%BELEXT. T 74/ LTlE. NTPHMERTBZIY —X1>X—7

I RIETY ethlo RDELDIC. BIDONTPY —RA >V Z—T 1A AZHRETETET,

cumulus@swl:~$S nv set service ntp default listen <src_int>

cumulus@swl:~$ nv config apply

6. Cumulus Linux5.11.0%21 > X —JLLZE T,

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-

server>/<path>/cumulus-linux-5.11.0-mlx-amdé4.bin

AVZAL=5PE o> O—-RZzMRLEY, 7TAOVT KRR SNLS Fy*) CAALET

7. NVIDIASN2100R 1 v FZ ) T—hLFT,
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cumulus@swl :mgmt:~$ sudo reboot

8. 4R M—=ILHBEHFHMICHIB SN XOGRUBEEDFEIRHANTRREINEIDo * not* (EFTLAELY)
FIEIRLET,

o Cumulus - Linux GNU/Linux
° ONIE: OSD1 > X b=l
c JLINR-A2VX k=)L
o Cumulus - Linux GNU/Linux
9. OJ4>93IClE. FlIE1~4%Z#EDRLFT,
10. Cumulus Linux®/NN— 3 >h5.11.0TH B =R LE T,

nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description
build Cumulus Linux 5.11.0
uptime 153 days, 2:44:16
hostname cumulus cumulus
product—-name Cumulus Linux
product-release 5.11.0
platform x86 64-mlnx x86-r0
system-memory 2.76 GB used / 2.28 GB free / 7.47 GB total
sSwap-memory 0 Bytes used / 0 Bytes free / 0 Bytes total
health-status not OK
date-time 2025-04-23 09:55:24
status N/A
timezone Etc/UTC
maintenance
mode disabled
ports enabled
version
kernel 6.1.0-cl-1-amd64
build-date Thu Nov 14 13:06:38 UTC 2024
image 5.11.0
onie 2019.11-5.2.0020-115200

N &/ —RHBERA v FICEHRINTWVWS 2R LET,



cumulus@swl:mgmt:~$ nv show interface 1l1ldp

LocalPort Speed Mode RemoteHost
RemotePort

ethO 100M eth mgmt-swl
Ethl110/1/14

swp2sl 25G Trunk/L2 nodel
ela

swplsl 10G sSWp SW2

ela

swp9 100G SWp sw3

eda

swpl0 100G SWp sw4

eda

swplb 100G SWp sSw5

swplb

swpl6 100G SWp Sw6

swpl6

EMICDOWVWTIE. #BBLTLLETIVW'NVIDIAZ——7hHT > R,

ROFIE
"I 7L RAERT 7ML (RCF) ROV ThZEAVAE—ILLET"

Cumulus LinuxZONIEE— KT X+=JLLET

21 Y FHONIEE—RTENMELTLWBIHEE. CDOFIE ICHE > TCumulus Linux (CL
) OS’Z’(‘/Z I\_)Lin-a_o

@ Cumulus Linux (CL) OSIE. X v FTONIEZF7=IZCumulus LinuxzE{T L TWBBEIC1 >
Ah=ITEET (BBRB) "JLIAE—RTAYAL=ILLET") »

CDRRAIICDWT

Open Network Install Environment (ONIE) Z{#HH L CTCumulus Linuxz 1 > X b—=I)LF 3. Xy cT—7
AVAR=FAAX=C%BHEFMICKRETEE T, ChICED. Cumulus LinuxBREDARL—F 0 VIR T
LODERICED, Ay FEEF2 )T RETIZIVIATLETIDBZICAED £9, ONIETCumulus Linux
ZA VAT B3ROBELFAEIF. O—AIILHTTPERETY,

C) R RDIPVEREDIFZEIE. Webtr—NZEITLTWB e ZHERLEX T, R MDIPvAXTE
DGEIE. Webtr—/NICIIZ TDHCPHETINTWA e =R L 9.

COFIE TIE. BIEENONIETIEEEI L 7-&ICCumulus Linuxz 7y FIL— R 335 EZHALE T,
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Bl 2. F&

Cumulus Linux 4.4.3.

1. Cumulus Linux-f > X =)L 7 71 ILZWebH—N—DJ)L— T LI MJICRAY>O—RLET,
CDT7AIINDAEIZICEELXY, onie-installero

2. A=y br—TIINZ2FRLT. RAMYFOBEA -y FR—MIRIMZERLET,
3. A v FDEREAICLET,

A4 YFIZONIEA A=A VA M—=5% A D>O—-RLTEBLET, TVAM=IDHRET TS
. X—ZFIJ)LU« > RIcCumulus LinuxOZ 1 > 7OV T AR ERINE T,

@ Cumulus LinuxZ 1 X b—=ILF 37U, T77AMINY AT LESLENEESIN. B
BRERINEI,

4. SN2100R (v FZzUT—hrL £,

cumulus@cumulus:mgmt:~$ sudo reboot

5. GNU GRUBEIEI C*Esc*+—%#H L T. BEOEH IO XZHE L. *ONIE*%Z#ER L T. *Enter*
ZHLEY,

6. XOEE T M ONIE: OSD1 VR +—)L*] #FIRLET,

7. ONIE/ > X b —Z DRBAMIEHRITEN. BEM VX F—ILDRERESNE T, Enter*Z# LT, 7
Ot X Zz—RICFELELET,

8. REHTOEZAMMELELS. ROFIEZEITLES,

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

9. Xy FTJ—=UTDHCPH—EXNE[TEINTWVWBZERIF. IPPRLR, TRy rYRU. ELUT
TAILETF—=FOTADELCEDYETENTVWR I E2ERELET,

ifconfig ethO
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ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff

ONIE:/ # route
Kernel IP routing table

Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.233.204.1 0.0.0.0 UG 0 0
0 ethO
10.233.204.0 % 255.255.254.0 U 0 0
0 ethO

10. IP7RLY S Y IARDFETERINTUVSHEIF. ROFIEZRITLET,

ONIE:/ # ifconfig ethO 10.233.204.71 netmask 255.255.254.0
ONIE:/ # route add default gw 10.233.204.1

M. FEIZEDIRL T, BHBEBRIAELLANTINTVWBRZ 2R LET,
12. Cumulus Linux® -1 > X +—)L :

# onie-nos-install http://<web-server>/<path>/cumulus-linux-4.4.3-
mlx-amd64.bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-4.4.3-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus—-linux-
4.4.3-mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

B AYRR=IDPRET LIS, Ry FICOT1 Y LET,

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

14. Cumulus Linux®/N\N—2 3 % S8 L £9 . net show version

cumulus@cumulus:mgmt:~$ net show version
NCLU_VERSION=1.0—C14.4.3u4

DISTRIB ID="Cumulus Linux"
DISTRIB_RELEASE=4.4.3
DISTRIB_DESCRIPTION="Cumulus Linux 4.4.3”

Cumulus Linux 5.x

1. Cumulus Linux¥ > X b—=ILT7 71 ILEZWebY—N—DIL— b T LI MJICAD>O—-RLET,
CDT77AINDEE%ICEELET, onie-installero

2 A—HRy Fr—TLEFALT. 21y FOEBA—HRy bR— MIKRZ FEEHELET,
3. 21y FOEREAVICLET,

AAYFIFONIEA X=JA VX =52 Z o> O—-FLTEMLET, TVX—IHTETTS
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. B—3ZFI)L T« > RIICCumulus LinuxdOZ 1 > 7O T hHBRT-EINE T,

C) Cumulus LinuxZ 1 VX =L B7=UIC. 771 AT LIBESEIEESN. B
BEINEI,

4. SN2100R (v F&Z ) T—hrLFT,

cumulus@cumulus:mgmt:~$ sudo reboot

GNU GRUB version 2.06-3

o
—————— +

| Cumulus-Linux GNU/Linux

|

| Advanced options for Cumulus-Linux GNU/Linux
|

| ONIE

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

o
—————— +

5. GNU GRUBEE CEscF—%#f L CEEDORE Ot X %= F# L. ONIEZEIRL TEnter¥—% L
£9,
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Loading ONIE

GNU GRUB version 2.02

S
—————— +

| ONIE: Install OS

|

| ONIE: Rescue

|

| ONIE: Uninstall OS
|

| ONIE: Update ONIE
|

| ONIE: Embed ONIE

|

|

|

|

|

|

|

|

|

|

|
e

ONIE : * Install OS*#EIRL £ ¢

6. ONIE1 > X b —S DRHEMIBHAEITEIN. BE)M VX M—ILDREINZX T, Enter*ZHL T, 7
Ot X z—BEmIcfFEILEL £9,

I RETOEZAMMELELES. ROFIEZERITLET,

ONIE:/ # onie-stop

discover: installer mode detected.

Stopping: discover...start-stop-daemon: warning: killing process
427 :

No such process done.

8. IP7RLZA. TRy bRV, BELUT I M= TAZRELET,



ifconfig ethO

ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:19:1D:F6
inet addr:10.233.204.71 Bcast:10.233.205.255
Mask:255.255.254.0
inet6 addr: fe80::bace:f6ff:fel9:1df6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:21344 errors:0 dropped:2135 overruns:0 frame:0
TX packets:3500 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:6119398 (5.8 MiB) TX bytes:472975 (461.8 KiB)
Memory:dfc00000-dfclffff
ONIE:/ #
ONIE:/ # ifconfig ethO 10.228.140.27 netmask 255.255.248.0
ONIE:/ # ifconfig ethO
ethO Link encap:Ethernet HWaddr B8:CE:F6:5E:05:E6
inet addr:10.228.140.27 Bcast:10.228.143.255
Mask:255.255.248.0
inet6 addr: £d20:8ble:b255:822b:bace:f6ff:febe:5e6/64
Scope:Global
inet6 addr: fe80::bace:f6ff:feb5e:5e6/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:18813 errors:0 dropped:1418 overruns:0 frame:0
TX packets:491 errors:0 dropped:0 overruns:0 carrier:0
collisions:0 txqueuelen:1000
RX bytes:1339596 (1.2 MiB) TX bytes:49379 (48.2 KiB)
Memory:dfc00000-dfclffff
ONIE:/ # route add default gw 10.228.136.1
ONIE:/ # route
Kernel IP routing table
Destination Gateway Genmask Flags Metric Ref
Use Iface

default 10.228.136.1 0.0.0.0 UG 0 0
0 ethO
10.228.136.1 W 255.255.248.0 U 0 0
0 ethO

9. Cumulus Linux54% 14> X h=)LLE T,

# onie-nos-install http://<web-server>/<path>/cumulus-linux-5.4-mlx-
amd64 .bin
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ONIE:/ # route
Kernel IP routing table

ONIE:/ # onie-nos-install http://<web-server>/<path>/cumulus-
linux-5.4-mlx-amd64 .bin

Stopping: discover... done.

Info: Attempting
http://10.60.132.97/x/eng/testbedN, svl/nic/files/cumulus-linux-5.4-
mlx-amd64.bin

Connecting to 10.60.132.97 (10.60.132.97:80)

installer 100% | *| 552M 0:00:00 ETA

10 1 XA F=ILPBRTLIES. R0MyFiIcOg1>LES,

cumulus login: cumulus

Password: cumulus

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

1. Cumulus Linux®D/N—2 3 > %ZEZEL £ 9, nv show system

cumulus@cumulus:mgmt:~$ nv show system

operational applied description

hostname cumulus cumulus

build Cumulus Linux 5.4.0 system build version
uptime 6 days, 13:37:36 system uptime
timezone Etc/UTC system time zone

12 5 LWIA—HZER L. ICBMLET sudo ZIL—7 . COA—HHAREMICHDZIDIE. VY —
JLISSHE v 3 Uh BRI NIRRT T,

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

13. BEEI1—HHRTFIERTER31—HII—T2EBMLET nv AR .
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cumulus@cumulus:mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

#BRBLTKEIVW'NVIDIAZ—H—7Ho Y R #BBLTLETL,

ROFIE
"WI77LURAERT 7ML (RCF) ROV T hZAYAM—ILLET"

Cumulus LinuxO/N\N—>a3>%=7yv L —RLET

MEIZH LT ZOFIE #E17L TCumulus Linuxd/N—> a3 > 7y SO L—RLE
ER

%% BIMAS 3 R0IC
ROHDHHZD e =B LET,
* LinuxiCBEd 2Rk L NJL DRI

s EAMAET XX MRE. UNIXT 71 IILER. LU0 7O0CXOERICHEBELTWVWE I, BRY. T
FRTXIRAMITAEDERICA VA M=ILENTVWET vi LY nanoo

* Linux £ 72IZUNIXS TILAD 7 7t X0 WindowsZEEITL TWBIHEIE. LinudREZ ATV RSV —
JLE LTEALT. L)L RLinuxEEEL £,

* NVIDIASN2100R 1w FD AV —ILT7 I XTlF. U F7ILAVY =LA v FThR—L— EH
HM115200ICERESNE T,

° 115200 ;K —
°8F—REW K
°c1 ARy TEY K
cNUFTa 1L
o Z7O—HIME : AL
ZDRATICDWT
ROFITEELTLEEE L,
Cumulus Linuxh' 7w FJ L —REINB=TIC. 770 AT LIBESEIEESTN. BHEE

() nzv. BEOREWEEINET. Cumuus LnxEBH T H81IC. 21 v FOREERE
LCRBT SUBENBD T
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cumulus1—H—7H T2 DT T 4 )L b /)NXT— RiZ*cumulus *T9 o Cumulus LinuxiZ#]&
TOJA4> 92T . COTTAHINEDNRAT—REZETIRELRHD FT, FrLLA X
(D —&1>xh—LT BRI, BBRYUT FEEHTZEENBD E T, Cumulus Linuxi

i A= 7O ZARICT I AN EDONZIT—RZEHNICEE T Z/HOINVES
AFA T avHAEThTUVET,

SEICDOWTIE. ZBBL T TV "H LW Cumulus Linuxt X—2 DA > X k=LY%
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B 3. FIE

Cumulus Linux 4.4.x 5*5 Cumulus Linux 5.4.0
1. OSR22AA4 yFEEEBRY N I—JICEHELE T,
2. ping AX > RZEEHAL T, Cumulus Linux £ RCF Z7RRX L TWA Y —N—ADEGZRERL

o

B UVZAZAAYFIEHRINTVWEIE/ —RDUTAZR—bERRLET,
I network device-discovery show | D& SICKRRINET

4 BUSAZAR—MDBEBRAT—RRAEBERT - AEHERLE T,
a IRTDISRAEAR— D EEBRRETHDI xR LET,

I network port show -role cluster | D& S ICRTINET
b. IRTDIZAZAVBZ—T AR (LIF) BNR—LR—MIHBZezHRLET,
I network interface show -role cluster | DK S ICRRINET
C.UZRINBADI ZAZAA Yy FDIEHRERTL TVWED e ZzHEBLF T,
system cluster-switch show -is-monitoring enabled-operational true ZfEFA L £ 9

5. VS RALIFCHBMIUN— L EENLET, VFXAZLIFIZIN—FF—0FRAZRAAYFICTTAI
F—=N—0L. 2=V RAYFTT7YSIL—FRFIEZEZTLTHEZEDEEHED X,

network interface modify -vserver Cluster -lif *-auto-revert false

6. Cumulus LinuxDIREEDN— 3 Ve EHRINTVWARR— M 2EELE T,
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cumulus@cumulus:mgmt:~$ net show system

Hostname......... cumulus

Build............ Cumulus Linux 4.4.3
Uptime........... 0:08:20.860000
Model............ Mlnx X86
CBUcooo0o000000000c x86 64 Intel Atom C2558 2.40GHz
MEMOTY . et eeennn. 8GB

Disk....ooooo.... 14.7GB

ASIC. . i ivi i Mellanox Spectrum MT52132
Ports............ 16 x 100G-QSFP28

Part Number...... MSN2100-CB2FC

Serial Number.... MT2105T05177

Platform Name.... x86 64-mlnx x86-r0
Product Name..... MSN2100

ONIE Version..... 2019.11-5.2.0020-115200
Base MAC Address. 04:3F:72:43:92:80
Manufacturer..... Mellanox

cumulus@cumulus:mgmt:~$ net show interface

State Name Spd MTU Mode LLDP

Summary

UP swpl 100G 9216 Trunk/L2 nodel (ebb)

Master: bridge (UP)

UP SWp2 100G 9216 Trunk/L2 node2 (ebb)

Master: bridge (UP)

UP swp3 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP swp4 100G 9216 Trunk/L2 SHFFG1826000112 (e0b)
Master: bridge (UP)

UP sSwp5 100G 9216 Trunk/L2 SHFFG1826000102 (elOb)
Master: bridge (UP)

UP SwWp6 100G 9216 Trunk/L2 SHEFFG1826000102 (elOb)

Master: bridge (UP))

7. Cumulux Linux 54001 X—>%# A O—RLET,.



cumulus@cumulus:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. XAy FzeUT—hrLET,

cumulus@cumulus:mgmt:~$ sudo reboot

9. NXAT—REZEBELZEY,



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux®/N\N—2 3 > %2 L £ 9o nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

N KA +BZEEELE T,

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. 24y Fz0J 7 LTBEOJA T3, 7OV T MIBHEIN A vy FRIRTINE
ERS



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$

B IPPRLRERELFT,

cumulus@swl:mgmt:~$ nv set interface eth0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev eth0O proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

4. FFLWIA—HZERL. ICEBMLET sudo ZIL—TF : TOA—HFHAEMICHRZIDIF. >V —
JLISSHE v 3 U BEFH SNERIEITTY,

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

15. BEBEI1—HHRTFI LR TER31—HFI—F2EBMLET nv ATV R .
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cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

EFEBBLTLIEIVW'NVIDIAZ—H—7hHo Y " #8BLTLLET L,

Cumulus Linux 5.x 75 Cumulus Linux 5.4.0 N\
1. OSR2RAA yFEEEBRY N T—JICEHELE T,
2. ping AV R%&(EAL T. Cumulus Linux £ RCF 7R X b LTWB T —N—ADESEEEL £

[e}

B IVFAZAAYFIEHRINTVWEIE/ —RDIUTAZR—bERRLET,
I network device-discovery show | D& SICKRRINET

4 BUOSAZAR—MDBERAT—RRAEBERT - AEHERLE T,
a IRTDISRAEAR— D EEBRRETHD xR LET,

I network port show -role cluster | D& SICKRTRINET
b. IRTDIZAZAVEZ—T AR (LIF) BNAR—LR—MIHBZezHRLET,
I network interface show -role cluster | DK SICRRINEFT
C. UZRINBHADI ZAZZAA Y FDIEHRERTL TVWED e ZzHEBLF T,
system cluster-switch show -is-monitoring enabled-operational true = L £ 9

5. VS RALIFCEHBMUN—rEENLET, VFXZLIFIZIN—FF—0FXAZRAAYFICTTAI
F—N—0L. =T Y RRAYFTT7YvITIL—RFIEEZTLTHEDEEFED £,

network interface modify -vserver Cluster -lif *-auto-revert false

6. Cumulus LinuxDIRFEDN— 3 Ve EHRINTWARR— b 2EELE T,
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.3.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. Cumulux Linux 54001 X—S# Ao >O—RLEF S,

Remote Port-

Ethl105/1/14
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.4.0-mlx-amd64 .bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.4.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. XAy FzeUT—hrLET,

cumulus@swl :mgmt:~$ sudo reboot

9. NXAT—REZEBELZEY,



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux®/N\N—2 3 > %2 L £ 9o nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 14:07:08

timezone Etc/UTC

N KA +BZEEELE T,

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12. 24y Fz0J 7 LTBEOJA T3, 7OV T MIBHEIN A vy FRIRTINE
ERS



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.10.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -4d'

cumulus@swl :mgmt : ~$

B IPPRLRERELFT,

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

4. FHLWIA—HZER L. ICEMLET sudo ZIL—7 : TOA—YHREMICHZIDIE. aA>Y —
JLISSHE v > 3 UHBEE I NIRRT T,

sudo adduser --ingroup netedit admin



cumulus@swl :mgmt:~$ sudo adduser --ingroup netedit admin
[sudo] password for cumulus:

Adding user 'admin'

Adding new user 'admin' (1001) with group "netedit'
Creating home directory '/home/admin'

Copying files from '/etc/skel'

New password:

Retype new password:

passwd: password updated successfully

Changing the user information for admin

Enter the new value, or press ENTER for the default
Full Name []:

Room Number []:

Work Phone []:

Home Phone []:

Other []:

Is the information correct? [Y/n] y

cumulus@swl:mgmt:~$ sudo adduser admin sudo
[sudo] password for cumulus:

Adding user “admin' to group " sudo'

Adding user admin to group sudo

Done.

cumulus@swl :mgmt:~$ exit

logout

Connection to 10.233.204.71 closed.

[admin@cycrh6sv101l ~]$ ssh admin@10.233.204.71
admin@10.233.204.71's password:

Linux swl 4.19.0-cl-1-amd64 #1 SMP Cumulus 4.19.206-1+cl4.4.1ul
(2021-09-09) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

For support and online technical documentation, visit
http://www.cumulusnetworks.com/support

The registered trademark Linux (R) is used pursuant to a sublicense
from LMI, the exclusive licensee of Linus Torvalds, owner of the

mark on a world-wide basis.

admin@swl:mgmt:~$

15. BEBEI1—HHRTFI LR TER31—HFI—F2EBMLET nv ATV R .
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cumulus@swl :mgmt:~$ sudo adduser admin nvshow
[sudo] password for cumulus:
Adding user “admin' to group "nvshow'
Adding user admin to group nvshow
Done.

EFEBBLTLIEIVW'NVIDIAZ—H—7hHo Y " #8BLTLLET L,

Cumulus Linux 5.4.0 5*5 Cumulus Linux 5.11.0
1. OSR2RAA yFEEEBRY N T—JICEHELE T,
2. ping AV R%&(EAL T. Cumulus Linux £ RCF 7R X b LTWB T —N—ADESEEEL £

[e}

B IVFAZAAYFIEHRINTVWEIE/ —RDIUTAZR—bERRLET,
I network device-discovery show | D& SICKRRINET

4 BUOSAZAR—MDBERAT—RRAEBERT - AEHERLE T,
a IRTDISRAEAR— D EEBRRETHD xR LET,

I network port show -role cluster | D& SICKRTRINET
b. IRTDIZAZAVEZ—T AR (LIF) BNAR—LR—MIHBZezHRLET,
I network interface show -role cluster | DK SICRRINEFT
C. UZRINBHADI ZAZZAA Y FDIEHRERTL TVWED e ZzHEBLF T,
system cluster-switch show -is-monitoring enabled-operational true = L £ 9

5. VS RALIFCEHBMUN—rEENLET, VFXZLIFIZIN—FF—0FXAZRAAYFICTTAI
F—N—0L. =T Y RRAYFTT7YvITIL—RFIEEZTLTHEDEEFED £,

network interface modify -vserver Cluster -lif *-auto-revert false
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cumulus@swl:mgmt:~$ nv show system

operational applied
hostname cumulus cumulus
build Cumulus Linux 5.4.0
uptime 6 days, 8:37:36
timezone Etc/UTC

cumulus@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host
Type Summary

+ cluster isl 9216 200G wup

bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ lo 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster0Ol
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWp

7. Cumulux Linux 5.11.01 X—=2%# Ao >O0—RLZEd,

Remote Port-

Ethl105/1/14

e0b

swplb

swpl6
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cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<ip-to-
webserver>/path/to/cumulus-linux-5.11.0-mlx-amdé64.bin

[sudo] password for cumulus:

Fetching installer: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

Downloading URL: http://<ip-to-webserver>/path/to/cumulus-linux-
5.11.0-mlx-amd64.bin

# 100.0%

Success: HTTP download complete.

EFI variables are not supported on this system

Warning: SecureBoot is not available.

Image is signed.

Staging installer image...done.

WARNING:

WARNING: Activating staged installer requested.
WARNING: This action will wipe out all system data.
WARNING: Make sure to back up your data.

WARNING:

Are you sure (y/N)? y

Activating staged installer...done.

Reboot required to take effect.

8. XAy FzeUT—hrLET,

cumulus@swl :mgmt:~$ sudo reboot

9. NXAT—REZEBELZEY,



cumulus login: cumulus

Password:

You are required to change your password immediately (administrator
enforced)

Changing password for cumulus.

Current password: cumulus

New password: <new_password>

Retype new password: <new_password>

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86_ 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

10. Cumulus Linux®/N\N—2 3 > %2 L £ 9o nv show system

cumulus@cumulus:mgmt:~$S nv show system

operational applied

hostname cumulus cumulus
build Cumulus Linux 5.11.0
uptime 14:07:08

timezone Etc/UTC

N KA +BZEEELE T,

cumulus@cumulus:mgmt:~$ nv set system hostname swl
cumulus@cumulus:mgmt:~$ nv config apply

Warning: The following files have been changed since the last save,
and they WILL be overwritten.

- /etc/nsswitch.conf

- /etc/synced/synced.conf

12 0079 LTBERMYFICOTA>TB L. 7OV T MIBHEINZA v FRIRTINE
ER



cumulus@cumulus:mgmt:~$ exit

logout
Debian GNU/Linux 10 cumulus ttySO

cumulus login: cumulus

Password:

Last login: Tue Dec 15 21:43:13 UTC 2020 on ttySO

Linux cumulus 5.11.0-cl-1-amd64 #1 SMP Debian 5.10.162-1+cl5.4.0ul
(2023-01-20) x86 64

Welcome to NVIDIA Cumulus (R) Linux (R)

ZTP in progress. To disable, do 'ztp -d'

cumulus@swl :mgmt : ~$
13. IP7RLAZHRELET,

cumulus@swl:mgmt:~$ nv unset interface eth0O ip address dhcp
cumulus@swl:mgmt:~$ nv set interface ethO0 ip address
10.231.80.206/22

cumulus@swl:mgmt:~$ nv set interface ethO ip gateway 10.231.80.1
cumulus@swl:mgmt:~$ nv config apply

applied [rev id: 2]

cumulus@swl:mgmt:~$ ip route show vrf mgmt

default via 10.231.80.1 dev ethO proto kernel

unreachable default metric 4278198272

10.231.80.0/22 dev eth0 proto kernel scope link src 10.231.80.206
127.0.0.0/8 dev mgmt proto kernel scope link src 127.0.0.1

ROFIE
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Bl 4. FIE

Cumulus Linux 4.4.3.

1L 9 RE2RA4yFEEEBXY bT—UICERLE T,

2. {3 ping Cumulus Linux £ RCF Z7RX L TWB Y —N—ADEHREZERTZIAT VR,
B IUZARZAAYFIERMEINTVEIE/ —RDIUFAZR—rZRRLET,

[ network device-discovery show | D& SICRRINET

4 BUFAGR-—bDEERT—RRACIMERT—ZRZHERBLE I
a IRNTDYFRER-MHEBLRETHZ L 2HRBLE T,

I network port show -role cluster ] D& SICKRRINET
b. TRTDIZAZAVEZ—T AR (LIF) BNR—LR—MIHZZzHRLET,
I network interface show -role cluster | DK D ICKRRINET
C. VZRADNAEDY ZRAZZXA v FDERERTLTVWS L EZHERLET,
system cluster-switch show -is-monitoring enabled-operational true Z{ER L £

5. USRALIFTEHIN—FZEMILE T, VFZRLALIFIIN—rF—0FXERAAYFICTTAIL
FT—=—N—=0L. =Y XA YFTT7YvITIL—RFIEEZTLTHEDEEFED X9,

network interface modify -vserver Cluster -lif *-auto-revert false

*RCFZ27v7JL—F33551F. COFIETEBHERZENICTILENDD X,

* Cumulus Linux ODN\N—23>% 7w T L—RLEEDD DFEIE. BEERIZT TICEMIA->TWS
7. COFIETEMNCTIHNEITHD £ A
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1. SN2100R 1 v F CTHEARIRER A VX —T 11 RERTLEF Y,

admin@swl:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary

ADMDN swpl N/A 9216 NotConfigured
ADMDN  swp2 N/A 9216 NotConfigured
ADMDN swp3 N/A 9216 NotConfigured
ADMDN  swp4 N/A 9216 NotConfigured
ADMDN  swpb N/A 9216 NotConfigured
ADMDN swp6 N/A 9216 NotConfigured
ADMDN  swp7 N/A 9216 NotConfigured
ADMDN  swp8 N/A 9216 NotConfigured
ADMDN swp?9 N/A 9216 NotConfigured
ADMDN swplO N/A 9216 NotConfigured
ADMDN swpll N/A 9216 NotConfigured
ADMDN swpl2 N/A 9216 NotConfigured
ADMDN swpl3 N/A 9216 NotConfigured
ADMDN swpl4 N/A 9216 NotConfigured
ADMDN swpl5 N/A 9216 NotConfigured
ADMDN swpl6 N/A 9216 NotConfigured

2. RCF PythonXZ U 7+ &R v FICOE—L ¥,

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

s5010gin@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ Z D ‘scp’ CORITIF HMERATNTUVETH. SFTP. HTTPS. FTP B ¥\ #FHD
77X AEZERTEXT,

3. RCF PythonX 2 ) 7 b* MSN2100-rcf-v1.x-Cluster-HA-Breakout-LLDP *% @R L £ ¢,
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cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP

[sudo] password for cumulus:

Step

1: Creating the banner file
Step 2: Registering banner message
Step 3: Updating the MOTD file
Step 4: Ensuring passwordless use of cl-support command by admin
Step 5: Disabling apt-get
Step 6: Creating the interfaces
Step 7: Adding the interface config
Step 8: Disabling cdp
Step 9: Adding the 1lldp config
Step 10: Adding the RoCE base config
Step 11: Modifying RoCE Config
Step 12: Configure SNMP
Step 13: Reboot the switch

COBITIF. RCFRIZU T FTFIEZTTTLTWVWET,

LEROFIES * MOTDT 7 1 LOEH T, IT> RERFLET cat /etc/motd %
() =FLEY. ChickD. RCFOT7 1%, RCFON—I 3>, #ATEH— b,
B&VEOHOEBBIERERCF/NF — CHRETS £ 7,

@ EIETE A LRCF Python X 27 7 F ORJREICDOWTIE, ICBBVWEHhECTEEWn "=
w7y T R— R ZBBLTLIEET0,

4 DRIDAREIA X2 Ry FOREICBERLEY, "7 —TIERCIERICET 2ZEEEZH#E
RMEBRZOMOEBEOFHFMICOVTIE. ZBRL TSI,
S. UT—hRICKREZHELE T,

admin@swl:mgmt:~$ net show interface all

State Name Spd MTU Mode LLDP Summary
DN swplsO N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swplsl N/A 9216 Trunk/L2 Master:
bridge (UP)
DN swpls2 N/A 9216 Trunk/L2 Master:
bridge (UP)

DN swpls3 N/A 9216 Trunk/L2 Master:
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bridge (UP)

DN swp2s0
bridge (UP)

DN swp2sl
bridge (UP)

DN SWp2s2
bridge (UP)

DN swp2s3
bridge (UP)

UPpP swp3
bridge (UP)

UP swp4
bridge (UP)

DN swpb
bridge (UP)

DN SWpP6
bridge (UP)

DN swp'7/
bridge (UP)

DN swp8
bridge (UP)

DN swp9
bridge (UP)

DN swpl0
bridge (UP)

DN swpll
bridge (UP)

DN swpl2
bridge (UP)

DN swpl3
bridge (UP)

DN swpléd
bridge (UP)

UP swplb

bond 15 16 (UP)

UP swplb6

bond 15 16 (UP)

N/A

N/A

N/A

N/A

100G

100G

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

N/A

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

9216

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

Trunk/L2

BondMember

BondMember

admin@swl:mgmt:~$ net show roce config

RoCE mode......

Congestion Control:

Enabled SPs..

Min Threshold..

025

ECN

lossless

150 KB

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:

Master:
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Max Threshold.. 1500 KB

PFC:

Status......... enabled

Enabled SPs.... 2 5

Interfaces......... swpl0-16, swpls0-3, swp2s0-3, swp3-9
DSCP 802.1p switch-priority

012345¢867

8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23
24 25 26 27 28 29 30 31
32 33 34 35 36 37 38 39
40 41 42 43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63

~N o 0 W N P O
N o O W NP O

switch-priority TC ETS

01 3 467 0 DWRR 28%
2 2 DWRR 28%
5 5 DWRR 43%

6. 1>8—T A RRD VI —NDEREHERLET,

admin@swl:mgmt:~$ net show interface pluggables
Interface Identifier Vendor Name Vendor PN Vendor SN
Vendor Rev

swp3 0x11 (QSFP28) Amphenol 112-00574

APF20379253516 BO

swp4 O0x11 (QSFP28) AVAGO 332-00440 AF1815GU05%Z
AQ

swplb O0x11 (QSFP28) Amphenol 112-00573

APF21109348001 RO

swplo6 0x11 (QSFP28) Amphenol 112-00573

APF21109347895 BO

7. &) —RHRERA Y FICEFRINTVWS I e ERERLE T,



admin@swl:mgmt:~$ net show 1lldp

LocalPort Speed Mode RemoteHost RemotePort
swp3 100G Trunk/L2 swl e3a

swp4 100G Trunk/L2 SwW2 e3b

swplb 100G BondMember swl3 swplb
swpl6 100G BondMember swl4 swpl6

8. USRADYSAAR—DREMZHELX T,

a JIAR—bHEHLTED. ITXAZRDIRTD/ —RTERICEEL TLS C L ZHEER
LETo

clusterl::*> network port show -role cluster

Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false
Node: node?2
Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper
Status Status
e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000
healthy false

b. 7SXLDRA v FOEEUZHEELEXT (LIFIZe0dICR—LRESNTUVARWD, X1
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FSW2HRTZEINBWEEDRHD X)) o

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 =

e3b sw2 (b8:ce:f6:19:1b:906) swp3 —
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4 -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 -

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Type Address

cluster—-network 10.233.205.90

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 4.4.3 running on

Technologies Ltd. MSN2100
LLDP

9. USRAWEETHZ =R LET,
[ cluster show | ZEBBLTLETV

10. 2FBBDAAYFTFIE1~14 ZEDIRL £,



M. OZZ%LIF TEEBIN—FZBMICLFET,
network interface modify -vserver Cluster -lif *-auto-revert truez {8 € L £ 9
1. 9S24y FeBERXY bT—JICERELE T,

2. {§M ping Cumulus Linux & RCF #7/RX F L TWBH—/N—ADFESHEHER TS IT VR,
B UZARZAAYFIEREINTVWEIE/ —RDIUFAZR—rZRRLET,

[ network device-discovery show | D& SICRIRINET

4 BIOSAZAKR—FDBEIAT—HRACIERT - AZREELET,
a INTDISRAAR—MHEELRETHZ 2B LET,

I network port show -role cluster | D& S ICKRRENET
b. IRTDIZAZAVEZ—T AR (LIF) BNR—LR—MIHZZzRHRLET,
I network interface show -role cluster | DK D ICKRRINEFT
C. VZRADNAEDY ZRAZZXA v FDERERTL TS EEZHERLET,
system cluster-switch show -is-monitoring enabled-operational true Z{ER L £

5. USRALIFTEHMIN—FZEMILE T, VFRALIFIIN—rF—0FXERAAYFICTTAIL
FT—=N—0L. =Y XA YFTT7YvITIL—RFIEEZTLTHEDEEFED X,

network interface modify -vserver Cluster -lif *-auto-revert false

*RCFZ27v7JL—F33551F. COFIETEBHERZENICTILENDD X,

* Cumulus Linux ODN\N—23>%& 7y T L—RLEEDD DFEIZ. BEERIZT TICEMCA->TWDS
7=, COFIETEMDCTIHNEIEIHD £H A
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1. SN2100R 1 v F CTHEARIRER A VX —T 11 RERTLEF Y,

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. RCF PythonX 7 ) 7 ZXA wFIZAE—LF T,

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ Z DR “scp CORITIE AMERINTLWEITH. SFTP. HTTPS. FTP R Y. IFAHD
T 7M1 IINEX A EEERATE XY,

3. RCF PythonX 7 !) ¥ k* MSN2100-rcf-v1.x-Cluster-HA-Breakout-LLDP *Z EHB L £ 9



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP
[sudo]

Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step

0 J o U w N

e = )
W N RO e

C DRFITIE.

®

Bl

password for cumulus:

Creating the banner file
Registering banner message
Updating the MOTD file
Ensuring passwordless use of cl-support command by admin
Disabling apt-get
Creating the interfaces
Adding the interface config
Disabling cdp
Adding the 1lldp config
Adding the RoCE base config
Modifying RoCE Config
Configure SNMP
Reboot the switch

RCFXZV VU TFIEEETLTWVWETD,

FEEDFIE3 *MOTD 7 7 1 ILDEFH*TIE. OY > R “cat letclissue.net B’ER{TINE
Jo CHUTED. RCFOT7 71L&, RCFON—C 3>, FRHTZR—M $LUE
DMDEELIERZRCF/NFT—TCHEETIT X,
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admin@swl:mgmt:~$ cat /etc/issue.net

R R i e S b 4b b b S b 2b I e IR b e I b SR S b S S db b e IR b S b 2R S b b b b 2b b b b db b 2R Sb b db b I 2b b e db b A b 2 db b 4

kX hkkkkkKkk

*

*

*

*

NetApp Reference Configuration File (RCF)

Switch : Mellanox MSN2100

Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
Release Date : 13-02-2023

Version : 1. x -Cluster-HA-Breakout-LLDP

Port Usage:

Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

NOTE :
RCF manually sets swpls0-3 link speed to 10000 and
auto-negotiation to off for Intel 10G
RCF manually sets swp2s0-3 link speed to 25000 and
auto-negotiation to off for Chelsio 25G

IMPORTANT: Perform the following steps to ensure proper RCF

installation:

*

*

*

*

- Copy the RCF file to /tmp
- Ensure the file has execute permission
- From /tmp run the file as sudo python3 <filename>

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

C) {EIE T E 22 L\RCF Python X7 ) 7 DREIBICDOWVWTIE. ICHBRBVEDELLTZT L "x

k7w T R— R #BBLTLIEETU,

4 PEIOHREARIA XA RAAM Y FDOHRTEICBERALE T, " —JILEGCERICET 2ZEZIEXHE
A MBRZOMOZTEDFMICOVTIE. ZBBLTLEEL,

S. UT—hRICKREZHSELE T,

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode

Congestion config enabled

Congestion config max-
Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status
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trust-mode pcp,dscp Trust Setting on the port
for packet classification

RoCE PCP/DSCP->SP mapping configurations

0,1,2,3,4,5,6,7
8,9,10,11,12,13,14,15
16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N P O
~N o O b W N P O
~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class scheduler-weight

0 0 0 DWRR-28%
1 1 0 DWRR-28%
2 2 2 DWRR-28%
3 3 0 DWRR-28%
4 4 0 DWRR-28%
5 5 5 DWRR-43%
6 6 0 DWRR-28%
7 7 0 DWRR-28%
RoCE pool config
name mode size switch-priorities

lossy-default-ingress Dynamic 50% 0,1,3,4,06,7 =

0

1 roce-reserved-ingress Dynamic 50% 2,9 =

2 lossy-default-egress Dynamic 50% = 0

3 roce-reserved-egress Dynamic inf = 2,5

Exception List



1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link
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fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

@ KRENTVBHNMINT 7 =TV RRE LBV, ERLTHEEDD
Ao

6. 1>Z—T A RAD LV —NOEHREFZELF T,

admin@swl:mgmt:~$ nv show interface --view=pluggables

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl O0x11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 O0x11l (QSFP28) CISCO-LEONI 1.45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

1. &) —RIPERAM Y FICERESINTVWAZ CERERLED,



admin@swl:mgmt:~$ nv show interface --view=lldp

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela

swplb 100G BondMember sw2 swplb5

swpl6 100G BondMember sw2 swplb6

8. USRADYSAAR—DREMZHELX T,

a JIAR—bHEHLTED. ITXAZRDIRTD/ —RTERICEEL TLS C L ZHEER
LETo

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. 7SXLDRA v FOEEUZHEELEXT (LIFIZe0dICR—LRESNTUVARWD, X1
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FSW2HRTZEINBWEEDRHD X)) o

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 =

e3b sw2 (b8:ce:f6:19:1b:906) swp3 —
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4 -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 -

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Type Address

cluster—-network 10.233.205.90

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

9. USRAWEETHZ =R LET,
[ cluster show | ZEBBLTLETV

10. 2FBBDAAYFTFIE1~14 ZEDIRL £,



M. OZZ%LIF TEEBIN—FZBMICLFET,
network interface modify -vserver Cluster -lif *-auto-revert truez {8 € L £ 9
1. 9S24y FeBERXY bT—JICERELE T,

2. {§M ping Cumulus Linux & RCF #7/RX F L TWBH—/N—ADFESHEHER TS IT VR,
B UZARZAAYFIEREINTVWEIE/ —RDIUFAZR—rZRRLET,

[ network device-discovery show | D& SICRIRINET

4 BIOSAZAKR—FDBEIAT—HRACIERT - AZREELET,
a INTDISRAAR—MHEELRETHZ 2B LET,

I network port show -role cluster | D& S ICKRRENET
b. IRTDIZAZAVEZ—T AR (LIF) BNR—LR—MIHZZzRHRLET,
I network interface show -role cluster | DK D ICKRRINEFT
C. VZRADNAEDY ZRAZZXA v FDERERTL TS EEZHERLET,
system cluster-switch show -is-monitoring enabled-operational true Z{ER L £

5. USRALIFTEHMIN—FZEMILE T, VFRALIFIIN—rF—0FXERAAYFICTTAIL
FT—=N—0L. =Y XA YFTT7YvITIL—RFIEEZTLTHEDEEFED X,

network interface modify -vserver Cluster -lif *-auto-revert false

*RCFZ27v7JL—F33551F. COFIETEBHERZENICTILENDD X,

* Cumulus Linux ODN\N—23>%& 7y T L—RLEEDD DFEIZ. BEERIZT TICEMCA->TWDS
7=, COFIETEMDCTIHNEIEIHD £H A
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1. SN2100R 1 v F CTHEARIRER A VX —T 11 RERTLEF Y,

admin@swl :mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary

+ cluster isl 9216 200G up

bond
+ ethO 1500 100M up mgmt-swl Eth105/1/14
eth IP Address: 10.231.80 206/22

ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8

lo
IP Address: ::1/128
+ swplsO 9216 10G up cluster01 eOb
SWp
+ swplb 9216 100G up sw2 swplb
SWp
+ swpl6 9216 100G up sw2 swpl6
SWp

2. RCF PythonX 7 ) 7 ZXA wFIZAE—LF T,

cumulus@cumulus:mgmt:~$ ed /tmp

cumulus@cumulus:mgmt:/tmp$ scp <user>@<host:/<path>/MSN2100-RCF-vl.x
-Cluster-HA-Breakout-LLDP

ss0login@10.233.204.71's password:
MSN2100-RCF-vl.x-Cluster-HA-Breakout-LLDP 100% 8607
111.2KB/s 00:00

@ FNTDH ‘scp CORITIE AMERINTUVETH. SFTP. HTTPS. FTP R¥. &
DT 7AINEERAEZFERATEET,

3. RCF PythonX 7 !) ¥ k* MSN2100-rcf-v1.x-Cluster-HA-Breakout-LLDP *Z EHB L £ 9



cumulus@cumulus:mgmt:/tmp$ sudo python3 MSN2100-RCF-vl.x-Cluster-HA
-Breakout-LLDP
[sudo]

Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step
Step

0 J o U w N

e = )
W N RO e

C DRFITIE.

®

Bl

password for cumulus:

Creating the banner file
Registering banner message
Updating the MOTD file
Ensuring passwordless use of cl-support command by admin
Disabling apt-get
Creating the interfaces
Adding the interface config
Disabling cdp
Adding the 1lldp config
Adding the RoCE base config
Modifying RoCE Config
Configure SNMP
Reboot the switch

RCFXZV VU TFIEEETLTWVWETD,

LEDXFT v 7 3MOTD 7 71 JLOEFH TiE. O<Y > R cat /etc/issue.net HAEITE
NEJd, CNICELD. RCFOT 71 I)L%&. RCFON—T 3>, RT3 R—k &
VUZDMMOEERIEHRERCFNF—THRERTET X7,
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admin@swl:mgmt:~$ cat /etc/issue.net

R R i e S b 4b b b S b 2b I e IR b e I b SR S b S S db b e IR b S b 2R S b b b b 2b b b b db b 2R Sb b db b I 2b b e db b A b 2 db b 4

kX hkkkkkKkk

*

*

*

*

NetApp Reference Configuration File (RCF)

Switch : Mellanox MSN2100

Filename : MSN2100-RCF-1. x -Cluster-HA-Breakout-LLDP
Release Date : 13-02-2023

Version : 1. x -Cluster-HA-Breakout-LLDP

Port Usage:

Port 1 : 4x10G Breakout mode for Cluster+HA Ports, swpls0-3
Port 2 : 4x25G Breakout mode for Cluster+HA Ports, swp2s0-3
Ports 3-14 : 40/100G for Cluster+HA Ports, swp3-14

Ports 15-16 : 100G Cluster ISL Ports, swplb5-16

NOTE :
RCF manually sets swpls0-3 link speed to 10000 and
auto-negotiation to off for Intel 10G
RCF manually sets swp2s0-3 link speed to 25000 and
auto-negotiation to off for Chelsio 25G

IMPORTANT: Perform the following steps to ensure proper RCF

installation:

*

*

*

*

- Copy the RCF file to /tmp
- Ensure the file has execute permission
- From /tmp run the file as sudo python3 <filename>

R b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b i g

kAhkKkkkkkk k%K

C) {EIE T E 22 L\RCF Python X7 ) 7 DREIBICDOWVWTIE. ICHBRBVEDELLTZT L "x

k7w T R— R #BBLTLIEETU,

4 PEIOHREARIA XA RAAM Y FDOHRTEICBERALE T, " —JILEGCERICET 2ZEZIEXHE
A MBRZOMOZTEDFMICOVTIE. ZBBLTLEEL,

S. UT—hRICKREZHSELE T,

admin@swl:mgmt:~$ nv show interface
Interface MTU Speed State Remote Host Remote Port-
Type Summary
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+ cluster isl 9216 200G up
bond
+ ethO 1500 100M wup mgmt-swl
eth IP Address: 10.231.80 206/22
ethO
IP Address: fd20:8ble:f6ff:fe31:4a0e/64
+ 1o 65536 up
loopback IP Address: 127.0.0.1/8
lo
IP Address: ::1/128
+ swplsO 9216 10G up clusterO1
SWP
+ swplb 9216 100G up sw2
SWP
+ swpl6 9216 100G up sw2
SWP

admin@swl:mgmt:~$ nv show gos roce

Ethl105/1/14

eOb

swplb

swpl6

description

Turn feature 'on' or

Roce Mode

Congestion config mode

Congestion config enabled

Congestion config max-
Congestion config min-

switch-priority of roce
L4 port number
L4 protocol

switch-prio on which PFC

PFC Rx Enabled status

operational applied

enable on
'off'. This feature is disabled by default.
mode lossless lossless
congestion-control

congestion-mode ECN, RED

enabled-tc 0,2,5
Traffic Class

max—-threshold 195.31 KB
threshold

min-threshold 39.06 KB
threshold

probability 100
lldp-app-tlv

priority 3

protocol-id 4791

selector UDP
pfc

pfc-priority 2, 5
is enabled

rx—enabled enabled

tx-enabled enabled

trust

PFC Tx Enabled status
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trust-mode pcp,dscp Trust Setting on the port
for packet classification

RoCE PCP/DSCP->SP mapping configurations

0,1,2,3,4,5,6,7
8,9,10,11,12,13,14,15
16,17,18,19,20,21,22,23
24,25,26,27,28,29,30,31
32,33,34,35,36,37,38,39
40,41,42,43,44,45,46,47
48,49,50,51,52,53,54,55
56,57,58,59,60,61,62,63

~N o O b W N P O
~N o O b W N P O
~N o O b W N BB O

RoCE SP->TC mapping and ETS configurations

switch-prio traffic-class scheduler-weight

0 0 0 DWRR-28%
1 1 0 DWRR-28%
2 2 2 DWRR-28%
3 3 0 DWRR-28%
4 4 0 DWRR-28%
5 5 5 DWRR-43%
6 6 0 DWRR-28%
7 7 0 DWRR-28%
RoCE pool config
name mode size switch-priorities

lossy-default-ingress Dynamic 50% 0,1,3,4,06,7 =

0

1 roce-reserved-ingress Dynamic 50% 2,9 =

2 lossy-default-egress Dynamic 50% = 0

3 roce-reserved-egress Dynamic inf = 2,5

Exception List



1
2

ECN.
4
thresho
5
thresho

6
switch-

9
switch-

8
switch-

9
switch-

10
switch-

11
switch-

12
switch-

13
switch-

14
15
16
0 Got 2
17
3 Got O
18
0 Got 5
19
6 Got O

Incomplete Command:

fast-11i

Incomplete Command:

RoCE PFC Priority
Congestion Config
Congestion Config

Congestion Config
150000.
Congestion Config

1d:
1d:
1500000.

Scheduler config mismatch

prio0.

Expected scheduler-weight:
Scheduler config mismatch

priol.

Expected scheduler-weight:
Scheduler config mismatch

prio2.

Expected scheduler-weight:
Scheduler config mismatch

prio3.

Expected scheduler-weight:
Scheduler config mismatch

prio4.

Expected scheduler-weight:

Scheduler config mismatch

prio5.

Expected scheduler-weight:

Scheduler config mismatch

prioé6.

Expected scheduler-weight:

Scheduler config mismatch

prio7.

Expected scheduler-weight:

Invalid
Invalid
Invalid
Invalid

Invalid

Invalid

nkup

reserved config for ePort.
reserved config for ePort.
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for
traffic-class mapping for

set interface swp3-16

set interface swp3-16

for traffic-class

for traffic-class

Mismatch.Expected pfc-priority: 3.
TC Mismatch.Expected enabled-tc:
mode Mismatch.Expected congestion-mode:

0,3.

min-threshold Mismatch.Expected min-

max-threshold Mismatch.Expected max-

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.
for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

DWRR-50%.

for traffic-class

mapped to

strict-priority.

mapped to

DWRR-50%.

TC[2] .Expected 0 Got 1024
TC[5] .Expected 0 Got 1024
switch-priority 2.Expected
switch-priority 3.Expected
switch-priority 5.Expected
switch-priority 6.Expected

link fast-linkupp3-16 link

link fast-linkupp3-16 link
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fast-linkup
Incomplete Command: set interface swp3-16 link fast-linkupp3-16 link
fast-linkup

@ KRENTVBHNMINT 7 =TV RRE LBV, ERLTHEEDD
Ao

6. 1>Z—T A RAD LV —NOEHREFZELF T,

admin@swl:mgmt:~$ nv show platform transceiver

Interface Identifier Vendor Name Vendor PN Vendor
SN Vendor Rev

swplsO 0x00 None

swplsl 0x00 None

swpls?2 0x00 None

swpls3 0x00 None

swp2s0 Ox11 (QSFP28) CISCO-LEONI 1L45593-D278-D20
LCC2321GTTJ 00

swp2sl O0x11 (QSFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

SWp2s2 Ox11 (QSEFP28) CISCO-LEONI L45593-D278-D20
LCC2321GTTJ 00

swp2s3 O0x11l (QSFP28) CISCO-LEONI 1.45593-D278-D20
LCC2321GTTJ 00

swp3 0x00 None

swp4 0x00 None

swp5 0x00 None

SWp6 0x00 None

swplb5 Ox11 (QSFP28) Amphenol 112-00595
APF20279210117 BO

swpl6 O0x11 (QSFP28) Amphenol 112-00595

APF20279210166 BO

1. &) —RIPERAM Y FICERESINTVWAZ CERERLED,



admin@swl:mgmt:~$ nv show interface 1lldp

LocalPort Speed Mode RemoteHost RemotePort
eth0 100M  Mgmt mgmt-swil Eth110/1/29
swp2sl 25G Trunk/L2 nodel ela

swplb 100G BondMember sw2 swplb5

swpl6 100G BondMember sw2 swplb6

8. USRADYSAAR—DREMZHELX T,

a JIAR—bHEHLTED. ITXAZRDIRTD/ —RTERICEEL TLS C L ZHEER
LETo

clusterl::*> network port show -role cluster
Node: nodel

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

Node: node2

Ignore

Speed (Mbps)
Health Health
Port IPspace Broadcast Domain Link MTU Admin/Oper

e3a Cluster Cluster up 9000 auto/10000
healthy false
e3b Cluster Cluster up 9000 auto/10000

healthy false

b. 7SXLDRA v FOEEUZHEELEXT (LIFIZe0dICR—LRESNTUVARWD, X1
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FSW2HRTZEINBWEEDRHD X)) o

clusterl::*> network device-discovery show -protocol 1lldp

Node/ Local Discovered
Protocol Port Device (LLDP: ChassisID) Interface Platform
nodel/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp3 =

e3b sw2 (b8:ce:f6:19:1b:906) swp3 —
node2/11dp

e3a swl (b8:ce:f6:19:1a:7e) swp4 -

e3b sw2 (b8:ce:f6:19:1b:96) swp4 -

clusterl::*> system switch ethernet show -is-monitoring-enabled

-operational true
Switch
Model

swl
MSN2100-CB2RC

Type Address

cluster—-network 10.233.205.90

Serial Number: MNXXXXXXGD
Is Monitored: true
Reason: None

Software Version:

Mellanox

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100

Version Source: LLDP
SW2 cluster-network 10.233.205.91
MSN2100-CB2RC
Serial Number: MNCXXXXXXGS
Is Monitored: true
Reason: None

Software Version:

Mellanox

Version Source:

Cumulus Linux version 5.4.0 running on

Technologies Ltd. MSN2100
LLDP

9. USRAWEETHZ =R LET,
[ cluster show | ZEBBLTLETV

10. 2FBBDAAYFTFIE1~14 ZEDIRL £,



M. US54 LIF TEHUN—FZEBMCLET,

network interface modify -vserver Cluster -lif *-auto-revert truez {8 € L £ 9

RDFIE
"CSHMT7 71 )L%ZA > X b—ILFB"TT,

E—ﬂ*vhZ%v?AwZ%:&E&774w®4>ZF—

NVIDIAAM —H 2Ry bk AAYFTA—HFRY b AL YFDOANILR EZXV) DT %ZET
BIClE. IROFIEICREWVWE T,

NS5 DFIEIE. NVIDIA X190006-PEF & TU'X190006-PIZX 1 v FHIEL < BHEINBWBEICERINE
To CHUF. EITITBECTHERTEEY, system switch ethernet show BFEVDETIL
IC*OTHER*DIRRENTWVWBINE DD ZEHEERL T EE W, NVIDIAZAM Y FDETILZHER T SICIE. OV
VRTE MBS ZREL TSIV, “nv show platform hardware NVIDIACL 5.8F1£7=I& "nv
show platform’ ZNLED/N—2 3 > DIFE.

LUFDONTAPY 1) —XTNVIDIACL 5. 11.xZ AT BMFIC. NLRAEZ XU Y JeOd &%
BRILIZEEDICHESELLVWERICEH. CNEDFIRZRITIBZ L 2HE8OLET. Ch
@ SOFIREZRITLBS THONLRAEZZ) YT EOTNEIIKEET 3RIEMDHD X9H R
TIBETINTHELLIFI B EHRIESNE T,
* 9.10.1P20. 9.11.1P18. 9.12.1P16. 9.13.1P8, 9.14.1. 9.15.1UED/X\yF 1 U —2X

FEZ B d 2ailC
*ONTAP 75 XANEE L. RITHFTHB =B LE T,
* CSHM THIFBRIBER IR TOMEEZER T 3ICIF. ATy FTSSHZBMICLE T,
*IRTD/—RTTa L U%EZ1)T L Imroot/etc/cshm_nod/nod_sign/" £ 9,

a. J—RII)ICYIDEZXRET,
system node run -node <name>
b. advanced ¥fRICEIDE X £7,

priv set advanced

C TALYMIADERT 71 ILlE—ERTLET /etc/cshm nod/nod_sign. T« L7 MUDTEE
L. B 77D EENTVBRHEIE. 77 7ILBNRURMENET,

ls /etc/cshm nod/nod sign
d FHRINTVWI R Y FETILICHGT 3BT 7 1)L E TN THIFRL T,

FRALBIZEIE. LEOYR—EFINTUWEIETILOIRTOERT 77 ILZHIRL TH S, TN5D
BILETIDOERHROEE T 7L >O-FLTA YR M=)LLTLRZEL,
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rm /etc/cshm nod/nod sign/<filename>
a HIFRLIBE 7 7AUD T LY FUICEFEELBVW I EZRRLE Y,

ls /etc/cshm nod/nod sign

FIE

1. WETBONTAPU ) —ZAN—=I 3 VICBEDVWT, 41—y P XA Y FAILREZZERDzipT7 7 1)L
ZAOO—RLET, COT7AILIE. R=ZHHSAFTE "NVIDIAT —H Ry F XA vF" 7,

a. NVIDIASN2100Y 7 bz 7 DA > O— RX—I T, *Nvidia CSHM7 71 )L*Z:#RL £9,
b. (ER/MTETALILEIVIR—DT, ARTBIFIVvIRYIREFVICLEFET,

C. [End User License Agreement]X—> T, BRI 3 F v IRy o X%ZERL. *[Accept & Continue]*
20wy LET,

d. Nvidia CSHM File - Download (Nvidia CSHMZ 7 JL-40>O—K) R—I T, BYBRRET7 717/
ZBERLET. ROT 7ML 2EBTEET,

ONTAP 9.15.1 (&
+ MSN2100-CB2FC-v1.4.zip

* MSN2100-CB2RC-v1.4.zip
« X190006-PE-v1.4.zip
* X190006-PI-v1.4.zip

ONTAP 9.11.1~9.14.1
*+ MSN2100-CB2FC_PRIOR_R9.15.1-v1.4.zip

« MSN2100-CB2RC_PRIOR_R9.15.1-v1.4.zip
« X190006-PE_PRIOR_9.15.1-v1.4.zip
« X190006-PI_PRIOR_9.15.1-v1.4.Zip

1. %Y T 3zip7 71 IILEREEWebY —NICT7 vy 7O—RLE T,
2. S ZZARNDOWVWTNHDONTAPSY X F Loh Sadvanced E— RERFEICT IR L E T,

advanced | OMERHNHETY

w

. switch health monitor configure A< > RZETL £ 95

clusterl::> system switch ethernet

4. FHLTULWABONTAPON—aVICiH LT O Y REHDOERERRDTHF R MR > TWB Z L 2R
LExd,
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ONTAP 9.15.1 (&
A—HRY AL YFALNREBZRICEBR T 7IILDA VA M=ILENFE LT

ONTAP 9.11.1~9.14.1
SHMIFRE 7 7MLl A —ILLF LT

ONTAP 9.10.1
CSHMA D >O—k Ny T—INERBICMEINE LT,

I5—HEELIIZEIE. NetAppR— MIBBWLWEHE I L,

1. ZRTTZLRESNA—FRY FRAYFAILIEZRZDOR—) VI BRHRAAEICH D £ TR
T “system switch ethernet polling-interval show' h*5. XDOFIE%ZTT L £,

2. ONTAPY X7 LATOY Y R%EZERITL system switch ethernet show. ERfRXIR T 4 —IL KH™ True
ICRESN. P UTILEST 1 —JLEIC Unknown *BRRIRINTVWERWVWI S XXMy FHBEIATL
BCczERLET,

clusterl::> system switch ethernet show

@ BT 7L 2EALTOHETILITZOM DRI INSIHEIE. NetAppR— MIHERWE
HELIET L,

BB ZTLAAYTFA =YY A ZAEZZ—OHREFMHICOVTIZOT Y RESBLTLIETL,

RDFIE
"ZA Y FANILZAERDEE"TY

SN21000 S R RX A1 wFZ=TIHHEFAROT 7 AL MUY +
LEXd

SN2100 7 5 A A X1 wFaTIHBEREDT 7 AL MZUEY T BICIE:

* Cumulus Linux 5.10 UBiD3HE &, Cumulus ¥ X—2Z@EEALE T,

* Cumulus Linux 5. 11LAB#Tld. “nv action reset system factory-default' g7,

CDRRAIICDWT
c ST AV —IILEZFRLTAA Y FICERTINERHD X,
* AT Y RA®D sudo 77t XIllE root INAT— RBARETT,

@ Cumulus Linux® -1 > X b —JLOFEBICDWVWTIE. "NVIDIASN2100R 1 v FDY T +T T 7 A
YAL=ILT—=0T70O-",
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B 5. FI&E

Cumulus Linux 5.10 L&

1. Cumulusa> YV —ILHB. KOOAYYRTRAYFYITIRIDTTDA VA M—)ILEZRTD>O—KRLT
Fa—IZEBMLEXY, onie-install-a-r XA YF VI RTZTADT7AIL INADRETE T, fi:

cumulus@swl:mgmt:~$ sudo onie-install -a -i http://<web-
server>/<path>/cumulus-1linux-5.10.0-mlx-amdé64.bin

2 AV =F—P AU O-FZHBLET, I A—IHEIO-RTNREESTNIESICA VR
b—ILzWRI B TOY T EHRTEINES. y EANLFT,

BEHLWINITTEAVRAM—IILTBICIF. A1 vF=EHEFHLET,

sudo reboot

cumulus@swl :mgmt:~$ sudo reboot

A YFARUT— RSN ZTYF YT RITTOL VR AR hET. C
()  oRBIEBEADDDET. (VI —ARRTTHE. A1 v FIEBEBL.
‘log-int AV 7 ko

Cumulus Linux 5.11 L%

1. 24 v FETIHHEROREICUEY FL. IRTOER. XTL 770, $LkUvoOT 7740
ILEHIBRT ZICIE. OO RERITLET,

nv action reset system factory-default

Bl

cumulus@switch:~$ nv action reset system factory-default

This operation will reset the system configuration, delete the log
files and reboot the switch.

Type [y] continue.

Type [n] to abort.

Do you want to continue? [y/n] y

NVIDIA®D "TiSHEREEAD ) Y FEFEHICDOVWTIERFa XY FEBEBLTLIEETL,
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