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ワークフロー

ストレージ検出

検出間隔は、コンフィギュレーションマップの一部として設定できます。スケジュール
された検出は60分ごとに実行されます。ここで指定するAPIは、ローカルスコープに追
加された特定のストレージバックエンドに対してオンデマンドで検出を実行するための
ものです。

次のAPIを使用して検出を実行します。

POST

/virtualization/api/v1/vcenters/{vcguid}/storage-backends/{id}/discovery-

jobs

オンボードストレージバックエンド（SVMまたはクラスタ）のワークフローを参照し、ストレ
ージバックエンドAPIの応答からIDを取得してください。

このAPIエンドポイントからの検出は、ローカルを対象としたストレージバックエンドでのみサポートされ、
グローバルを対象としたストレージバックエンドではサポートされません。ストレージバックエンドのタイプ
がclusterの場合は、子SVMに対して暗黙的に検出が実行されます。ストレージバックエンドのタイプがSVM

の場合、選択したSVMに対してのみ検出が実行されます。

例：

IDで指定したストレージバックエンドで検出を実行するには

POST

/api/v1/vcenters/3fa85f64-5717-4562-b3fc-2c963f66afa6/storage-

backends/74e85f64-5717-4562-b3fc-2c963f669dde/discovery-jobs

APIにはx-authを渡す必要があります。このx-authは、SwaggerのAuthに追加された新しいAPIから生成できま
す。

/virtualization/api/v1/auth/vcenter-login

SVMアグリゲートのマッピングの要件

データストアのプロビジョニングにSVMのユーザクレデンシャルを使用するため
に、ONTAP tools for VMware vSphereは、データストアのPOST APIで指定されたアグ
リゲートにボリュームを作成します。ONTAPでは、SVMユーザクレデンシャルを使用し
て、マッピングされていないアグリゲートにボリュームを作成することはできません。
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この問題を解決するには、ここで説明するONTAP REST APIまたはCLIを使用して
SVMとアグリゲートをマッピングします。

ONTAP REST API：

PATCH "/api/svm/svms/f16f0935-5281-11e8-b94d-005056b46485"

'{"aggregates":{"name":["aggr1","aggr2","aggr3"]}}'

ONTAP CLI：

sti115_vsim_ucs630f_aggr1 vserver show-aggregates

AvailableVserver Aggregate State Size Type SnapLock

Type

svm_test sti115_vsim_ucs630f_aggr1

online 10.11GB vmdisk non-snaplock

vCenter Serverインスタンスを使用したオンボードストレージ
バックエンド（SVMまたはクラスタ）

次のAPIを使用してストレージバックエンドをオンボードし、SVMをvCenterにローカル
でマッピングします。"ONTAPユーザのロールと権限の設定"ONTAP SVMユー
ザPrivilegesのセクションを参照してください。

POST /virtualization/api/v1/vcenters/<vcguid>/storage-backends

{

     "hostname_or_ip": "172.21.103.107",

     "username": "svm11",

     "password": "xxxxxx"

   }

上記のAPI応答のIDは検出で使用されます。

APIにはx-authを渡す必要があります。このx-authは、SwaggerのAuthに追加された新しいAPIから生成できま
す。

/virtualization/api/v1/auth/vcenter-login
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vVolデータストアの作成

vVolデータストアは、新しいボリュームまたは既存のボリュームを使用して作成できま
す。既存のボリュームと新しいボリュームを組み合わせてvVolデータストアを作成する
こともできます。

ルートアグリゲートがSVMにマッピングされていないことを確認します。

データストアを作成する前にJWTトークンを生成するか、vCenterで[Maximum Bearer Token Lifetime]を60m

に設定してSAMLトークンの有効期限を延長します。

APIにはx-authを渡す必要があります。このx-authは、SwaggerのAuthに追加された新しいAPIから生成できま
す。

/virtualization/api/v1/auth/vcenter-login

1. 新しいボリュームでvVolデータストアを作成する。

ONTAP REST APIを使用して、アグリゲートIDとストレージID（SVM UUID）を取得しま
す。/virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-691250bfe2df/vVols/datastores以降

次のURIを使用してステータスを確認します。

+

`\https://xx.xx.xx.xxx:8443/virtualization/api/jobmanager/v2/jobs/<JobID>?

includeSubJobsAndTasks=true`

+ NFSデータストアのリクエスト本文

｛"name"："nfsds1"、"protocol"："nfs" AFF、"platform_type"："smolef"："domain-c8"、"volumes"：[

｛"is_existing"：false、"name"："vol_nfs_pvt"、"size_in_mb"：2048000、"space_efficiency

iSCSIデータストアの要求本文：｛"name"："iscsi_custom"、"protocol" AFF："iscsi"、"platform_type"

："domain-c8"、"volumes"：[｛"is_existing"：false、"name"："iscsi_custom"：8034、"space_efficiency"

："thin"、"-custom"- b-b"-b"："-feid"：｛"-b""：5eid"：5ee"：｛"-feid"：5eid"：｛"-bree"：｛"-feid"：｛"-feid"

：｛"-feid"：｛"-breeid"：｛"-breeid｝既存のボリュームを使用してvVolデータストアを作成する。

ONTAP REST APIを使用してaggregate_idとvolume_idを取得します。

 POST /virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores

リクエスト本文
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 {

"name" : "nfsds2",

"protocol" : "nfs",

"platform_type": "aff",

"moref" : "domain-c8",

"volumes" : [

    {

          "is_existing": true,

          "id": "e632a632-1412-11ee-8a8c-00a09860a3ff"

        }

],

"storage_backend": {

                    "storage_id": "33a8b6b3-10cd-11ee-8a8c-00a09860a3ff"

}

}

vVolデータストアのマウントとアンマウント

VMware Virtual Volumes（vVol）データストアを1つ以上の追加ホストにマウントして、
追加のホストにストレージアクセスを提供することができます。APIを使用してvVolデー
タストアをアンマウントできます。

vVolデータストアをマウントまたはアンマウントするには、次のAPIを使用します。APIにはx-authを渡す必要
があります。このx-authは、SwaggerのAuthに追加された新しいAPIから生成できます。

/virtualization/api/v1/auth/vcenter-login

PATCH

/virtualization/api/v1/vcenters/{vcguid}/vvols/datastores/{moref}/hosts

vCenterからVVolデータストアMORefを取得します。

リクエスト本文

{

  "operation": "mount",

  "morefs": [

    "host-7044"

  ],

}
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例：*追加ホストへのマウント

追加のホストにマウントするには、次のAPIを使用します。

/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/hosts

     Request Body

     {

      "operation": "mount",

      "morefs": ["host-13"],

     }

• 追加ホストでアンマウント

追加のホストでアンマウントするには、次のAPIを使用します。

/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/hosts

     Request Body

     {

      "operation": "unmount",

      "morefs": ["host-13"],

     }

VVolデータストアのストレージの拡張または縮小

使用可能なストレージを増減するAPIが用意されています。

• 手順 *

vVolデータストアを拡張または縮小するには、次のAPIを使用します。

PATCH

/virtualization/api/v1/vcenters/{vcguid}/vvols/datastores/{moref}/volumes

例

• 新しいボリュームを追加するためにvVolデータストアを変更する
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  PATCH virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/volumes

    Request Body

   {

    "operation": "grow",

    "volumes": [{

        "is_existing": false,

        "name": "exp3",

        "size_in_mb": 51200,

        "space_efficiency": "thin",

        "aggregate": {

            "id": "1466e4bf-c6d6-411a-91d5-c4f56210e1ab"

        },

        "storage_backend": {

            "storage_id": "13d86e4f-1fb1-11ee-9509-005056a75778"

        },

        "qos": {

            "max_iops": 5000

        }

    }]

}

• 既存のボリュームを追加するためにvVolデータストアを変更する

  PATCH virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/volumes

    Request Body

    {

      "operation": "grow",

      "volumes": [{

        "is_existing": true,

        "id": "vfded9ad-6bsd-4c9e-b44g-691250bfe2sd"

      }]

    }

• vVolデータストアの変更によるボリュームの削除とストレージからのボリュームの削除
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  PATCH virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/volumes?delete_volumes=true

    Request Body

    {

      "operation": "shrink",

      "volumes": [{

        "is_existing": true,

        "id": "vfded9ad-6bsd-4c9e-b44g-691250bfe2sd"

      }]

    }

• ボリュームの削除にvVolデータストアを変更し、ストレージからボリュームは削除しない

  PATCH virtualization/api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-24/volumes?delete_volumes=false

    Request Body

    {

      "operation": "shrink",

      "volumes": [{

        "is_existing": true,

        "id": "vfded9ad-6bsd-4c9e-b44g-691250bfe2sd"

      }]

    }

vVolデータストアの削除

vVolデータストアは、データストアで使用可能なFlexVol volumeが少なくとも1つ存在し
ていれば削除されません。HAクラスタでvVolデータストアを削除する場合は、まずHA

クラスタ内のすべてのホストからデータストアをアンマウントしてから、vCenterサーバ
のユーザインターフェイスを使用して_.vsphere-ha_folderを手動で削除します。

• 手順 *

vVolデータストアを削除するには、次のAPIを使用します。

DELETE

/virtualization/api/v1/vcenters/{vcguid}/vvols/datastores/{moref}

例

• vVolデータストアの削除とストレージからのボリュームの削除
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  DELETE /api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-28?delete_volumes=true

vVolデータストアの削除ワークフローでは、datastore-volumeが管理されているかどうかに関係
なく、delete_volumeフラグがtrueに設定されている場合、datastore-volumesが削除されます。

• vVolデータストアを削除し、ストレージからボリュームは削除しない

  DELETE /api/v1/vcenters/cdded9ad-6bsd-4c9e-b44g-

691250bfe2df/vvols/datastores/datastore-28?delete_volumes=false

応答：

{

    "id": "1889"

}

ストレージしきい値の管理

次のGETしきい値APIを使用して、ボリュームおよびアグリゲートに設定されているス
トレージしきい値の制限を取得します。

GET/virtualization/api/v1/vcenters/{vcguid}/storage-thresholds

例：vCenter GUIDによるvCenter Serverインスタンスごとのストレージしきい値の取得

GET "/api/v1/vcenters/beded9ad-6bbb-4c9e-b4c6-691250bfe2da/storage-

thresholds"

次のパッチ設定アラームをボリュームとアグリゲートに対して使用して、設定したしきい値に達したときに通
知を生成します。

PATCH/virtualization/api/v1/vcenters/{vcguid}/storage-thresholds

例：vCenter GUIDを使用してvCenterごとのストレージしきい値を更新します。デフォルトの制限は、「ほぼ
フル」が80%、「フル」が90%です。すべてのしきい値設定の変更
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{{{}PATCH "/api/v1/vcenters/beded9ad-6bbb-4c9e-b4c6-691250bfe2da/storage-

thresholds"

Request Body

{

"volume":

{ "nearly_full_percent": 80, "full_percent": 90 }

,

"aggregate": {

"nearly_full_percent": 80,

"full_percent": 90

}

}{}}}{}

ネットワークアクセスの管理

次のAPIを使用して、ホワイトリストに追加するIPアドレスを指定します。

patch /api/v1/vcenters/{vcguid}/settings/ip-whitelist

{

    value: string

}

GET /api/v1/vcenters/{vcguid}/settings/ip-whitelist

{

    value: string

}
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