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“dest_FabricPool IC#E L £ 9,

clusterl::> volume move start -vserver vsl -volume myvol2

—-destination-aggregate dest FabricPool

FabricPool CONTAPR ) 2 —LEBMICLTYZ T RICEFEEZEZ AT

ONTAP 9.14. 1L f#Tl&. FabricPoolDFiR £ /=ISBEEFEDR) 2 — LTI ZT RADERE
EFAAEENELIZENCTETEF T, NFSUSA T ML, BEBIEX v &
2SIl RANDEER T —REFTIAHZHFAITBIE—RTY, SMBYZ1 7> M.
IS REZFAADEHER) a—LDENT A—IVABBICS I FHIZIIAAE

To VITREZTIAHFE—RIZ. TT7FI FTIZEMZHR->TWVET,



IIURICEEESAT LD TE S L. BITRYE. O—NIIBEICEWTISRATYR—FTEZE%ZE
ZBREDT —RZV S RZIEXT BHBEREIERN T, V7V REETAAE-RFZHEAETICRITIS
e VEDT —RZmX L THRELT 3FRZ. BITHNTTIT2FTHRODELET, V7V REEAHE—
PR3, 7—RZ0O-NIEBICEELBVH. COBDERIIREICED T,

IR Y B HIIC
c USRABBEF-IISVMBEEBETHINELHD £9,

* advanced#ER L NILHAKETT,
* R a—LHRAZZIARER) 2 —LTHIMNERHD £9,
* R a—LOKERILARY S —HalTHIHNELNHD £,

R a—LEREDT 57 FADEEZETAHDEME

FE
1. ¥EBR L~ )L % advanced|ZREL £,

set -privilege advanced
2. R a—LZEERL. VTV REZIAHE—FZEMILET,

volume create -vserver <svm name> -volume <volume name> -is-cloud-write
-enabled <true|false> -aggregate <local tier name>

RDOBIE. FabricPoold—7JLBEE (aggr1) (2. 77T REZAAZEMIC LIcvolE WS EEIDRY 2
—A%fiﬁﬁa-%:b@f‘?o

volume create -vserver vsl -volume voll -is-cloud-write-enabled true

-aggregate aggrl

BIEDORY 2a—LTDI ST RADEEZE T AZDERIL

Fg
1. ¥R L N )L ZadvancedIZSREL £,

set -privilege advanced
2. R)a—LZEEL. V5T RETAAE—RZBMILEFT,

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write

—-enabled true



RDBTIE vOMEWSEBIDR) 2 —LICEEZMA. 777 RESAAZBMICLET,

volume modify -vserver vsl -volume voll -is-cloud-write-enabled true

R a—LTDYZT RADEEE T IAHDEML

FIg
1. ¥EBR L~ )L % advanced|Z3REL £

set -privilege advanced

2.R)a—LTOZUREZTRAHE-RZEMICLET,

volume modify -vserver <svm name> -volume <volume name> -is-cloud-write

-enabled false

ROFTIE. voMEWSAFIDRY 2—L TV REZTAHFE—RZEMLET,

volume modify -vserver vsl -volume voll -is-cloud-write-enabled false

FabricPoolDONTAPR ) 2 — ATRHEIBHRLHFEAZRITTETELDICTS

ONTAP 9.14. 1L % Tld. FabricPools®DR!) 2 —LTT7 I L v IhGFHAE— RZEFR
FIIIENCTDIENTEEF T, ONTAPO.13.1TlE. 7F L v JhRAE— RIZY
TSORTSY NI #—LTOHFBATNTWVWE L. ONTAP 9.14.1LUPETIZ. > TL
SRSV b ITF—LEFZE. FabricPool M R— K TB3IRTDTSSY T 4+—ALT
TILYS IRFHAE—REFHEATETET, COEEIZT 7 4L FTEMICE>TUVE
‘g_o

T Ly TEFAD EH IR TWBIFE. FabricPoolidZ S 7 >V 7V r—o 3 U RBr 93
T770II 7OvIDHEHRHSED . 771N EERZHRARBIBEIIHD FEA. TNICED. FFIZGBH X
PTBH A ADARBET 7IILDBE. XY NT—0 b7 v IBEIRINET, R)a—LTT7I Ly
ThFidE B ICTDe. COEENA TICHR D, FabricPooligd 7o b AR THSE T 71 IL2E%
EFCIBRGEAED -0, GETRIL—Fy b EEL. 771K TE IS4 7Y baRABRDDL AT
MEMRENE T, T 74T BEILET—2DIERFARSND . O-ILFREDFXFXFLARD, O—H
ILBICIFETAEFNEE A

BBHBRHAICED. BEILT—2DONT =X AMEDTDHICRY FT—IENR L —RFTIhZF
ERS



BATHE

‘aggressive-readahead-mode  AVX Y RICIE2 DDA S aohHD 7 :

* none : EFHRAIFEMNTI,

* file prefetch ! YRTLIFISATU R T7TIVT—23>EDDHERICT 7AILEEZ XEY ICHRMA
HET

Bt B HIIC
* VS RAAEBEFIISVMBIEE THINENRHD £,
* advanced®ER L NILHAKHETT,

R 21— LERBO TS L v > 7 f#ia E— ROEMit

Fg
1. ¥EBR L N )L %Zadvanced|ZREL £9

set -privilege advanced

2. R a—LZ=EBLT. 7Ly TRGAE—RZBMILET,

volume create -volume <volume name> -aggressive-readahead-mode
<none| file prefetch>

ROFE. file prefetchd P> a > %EIBELT. 77U Ly IEGAHFEBMICLIvOME WS BRIOARY 2
—LEERTZHDTY,

volume create -volume voll -aggressive-readahead-mode file prefetch

T Ly T kEAE— FOEML

FIg
1. ¥EBR L~ )L %Zadvanced|ZREL £

set -privilege advanced

2. 7Ly TERAPE-REEMELLET,

volume modify -volume <volume name> -aggressive-readahead-mode none
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RDBNFE. volEWSERIDRY) 2a—LZEELT. 7L v TRRAE—RZEMICTEHDTT,

volume modify -volume voll -aggressive-readahead-mode none

R a—LDT7T Ly TEhGHAE— DRI

FIg
1. ¥EBR L~ )L % advanced|Z3REL £

set -privilege advanced
2. 7Ly IERGmAE—RERTLET,

volume show -fields aggressive-readahead-mode

A—H—hMER LA X2 LRSS %FEHL T ONTAP
FabricPool /R!) 21— L= EIBT 3

ONTAP 9.8LAfFDFabricPool Tld. A—HHIMEMLTcHRAZL T ZFERBLTATO T
JRERZIFITTEET, CHNICEKD, AT bORERY — EHERERICED, &
ENBZICAED EFT, admintERLARNILOI—HIE. FTLWA TP I b 2T DIERK.
BEORXITDEE. HIFR. RAZITOECNTEEXT,

R a—LEREOFLWRTDEIDHT

FRICER T ZR) a— LD SEBILSNZFLLWA TSI MIEITEEIDYUTZIBE. FILLWATS TS
b RTEIERTEZCEHTEET, 20 ZFERALTRECA TV b Z20BEHLVY— L. T—2%E
HICBEEIZZ N TEET, ONTAP 9.8 TlE. System ManagerzfERLTA TP o kb I %R T
TEY,

KRR
R HBETEBDIE. StorageGRIDICIES: S N 7=FabricPool’R) 2 —LDH T, BELZT IR 21—

LB L THREEINE T,
* R a—LTEICRK4 DDEIHHFAIEINE T,
*CLITIE 4TV b 273FSTRYIONF —EORT THIVEDHD T,
* CLI Tl BHOAJIZAVITRYIBZHBENHD T,
* BRIMEORAXFHISI12TXFTT,
* &R X—DIXFERTILT 7Ry D TP A —XRIT7TRIFNUIED FE A

F—ICRRBFET A —RAATDHEFERATE . RANFHIF12TXF T,
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T b 2J1E. ONTAP System Manager % 7=IONTAP CLIZERAL TEID YU TR e TE XS,

1. FIE

System Manager
1. *Storage > Tiers*|CBEIL £,

2. R BRI ZHR)2a—LHhHZ32 AL —CHEEBERELET,

3R a—L* 2TV ILET,

4. 2T IBRY 2a—L%EEDIFT. Object Tags 5T Click to enter tags % &R L £7,
5. ¥—rfEZAALEFT,

6. “BRZI v I LET,
CLI

1. “volume create’ 1< > R|C “-tiering-object-tags' 4+ 7> 3 V#IEL T, FBESN=2TEHFOHL
WRU a—LZERLET, EROFTZAIXYDDORT7 TIEETETET -

volume create [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel>
[, <key2=value2>,<key3=value3>,<keyid=valued> ]

ROFE. 3DDA T o b 2T %FEHAT Bfp_volumelE WS ERIDRY 2 —LZERL E T,

vol create -volume fp volumel -vserver vs(O -tiering-object-tags
project=fabricpool, type=abc, content=data

BEOXTDEE

RTDBEZEEELIED. ATz b ANTRAOBEFEOA TPV CDRTZEZT ]I IDTHIEHT
TEJ, Flo. HLTEMIBZFEDHLWA Tz MIHDE T ZEMTEZEHTETET,
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Bl 2. FIE

System Manager

. *Storage > Tiers*ICBE L £,

2 BETZRIZBCHR)a—LHHZ3A L —CHEBERELET,

3R a—La2T=20)v I LET,

4. BEIBZRTHMFWIAR) 2 —L%EBEDIFTT. *Object Tags*F TH I &%= IV v I LE T,
5

6

—_

BRI REELET,
- EREI)Y I LET,
CLI

1. “-tiering-object-tags' % 7> 3 > %57 L 7= "volume modify' ¥ > RZEA L T. BEFEOXI % EE
L%,

volume modify [ -vserver <vserver name> ] -volume <volume name>
-tiering-object-tags <keyl=valuel> [ ,<key2=value2>,
<key3=value3>,<keyd=valued> ]

ROFITIE. BEED R T DEHI type=abc % “type=xyz ICEEL £,
vol modify -volume fp volumel -vserver vsO -tiering-object-tags

project=fabricpool, type=xyz,content=data

27 DHIER

R)a—LFERBFBATZTIE ANTHOATIO LI MIREL TEKMBEN G BoA T I~ &Y
FHIBRTE XY,
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B 3. FIE

System Manager
1. *Storage > Tiers*ICBEIL £ 9

2. HIfr 9320 58CHR) a—LHHZA L —CREERELE T,

B R a—L*B2T=2I)vILET,

4. HIBR9 32 DMV IzAR ) 2 — L% B DI T, *Object Tags*F TR I &%= I U v I LE T,
S. BT ZHIBRTBICIE. CHEOTAA>ZI VI LET,

6. *BR*ZIUYILET,

CLI

1. volume modify AV Y RIZ “-tiering-object-tags A>3 VEIEL. ZDRICED
fBr") ZEELT. BIFEOX T ZHBRL £,

RDOFNE. fp_volumelICERESNIEIEFED X T ZHIBRL £9,

vol modify -volume fp volumel -vserver vs(0 -tiering-object-tags ""

R a—LDEBERT DERR
FLLWAIZDZMNMIEMYT 281IC. A a—LDOBEOR T %R CERAIEER X 2B TE X,

FIE

1. “tiering-object-tags’ 4 7> 3 V%18 L 7= "volume show AY > RZFHAL T. /R a—L EDEEEFEDOR
JRRLET,

volume show [ -vserver <vserver name> ] -volume <volume name> -fields
tiering-object-tags

FabricPool’R') 2 —LATDA TV bDETHF AT — R ZDHER
FabricPoolR ) 21— L TR IIART LTWBHESHERRT B LN TEET,

FIE

1. *vol show' < > K % "-fields needs-object-retagging'# 7> 3 > & L HICEAL T, 2 JFIFHETH
M TTLTWBD. FRERZITFIHNRESNTOVRVHAZHERELE T,

vol show -fields needs-object-retagging [ -instance | -volume <volume
name> ]

MLFOWINHDENRREINE T,
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ctrue ATV I ATMIFRAF Y FIFELEITINTLEAEWLS, TORY a—LICK L TEER
TI2RELAHDET

° false ! ATV IV MRITRIFRF v FHIOR) 2 —LDRIHIFZRETLELLE

C > I ATV MRIMTRAF Y FHIFIZOR) a—LICIZTEBRATETEFHE A, ZNid. FabricPools|C
FELBEWRY) 2 —LTEELFT,

FabricPoolxt[GONTAPO— A ILEBD AR—XEHIXREZEHT S

FabricPoolDE/NT7 #—<Y >V ABEBE V5T RBEBICEINSNTLWAT—42=%1BEL
THELRELRHBD 9, CDBEHRIZ. R a2—LDREBILR) > —DZEE. FabricPool
SAE Y ATHISNIERARTEDEM. FRIEITTVREBRBROINL—Y IR—ID
IEEDREDE SHZHT DDIC’RIIB XY,

ONTAP 9.7& DEID/N— 3 > Tld. System Managerld_ O—HILBERE %5HEAT 378

() IC_aggregate ¥ WO FHEEZEHA L TLWEd, ONTAP/N—2 3 VICEFR7%A <. ONTAP CLIT
|&_aggregate Y WS ABHMNEREINE T, O—ALEBOFMICOVWTIE. "Tr A7 c0—
HILPEE ZBR L TIZE L,

RAUBE

ONTAP 9.18.1L4B%. “storage aggregate show-space’ A< > Rid. RIBEBRAE L RIEBIEBBBEOHRESE
*ZELEYT, MESBAEL. IRTOA TPz MROBRIOv I, WiRtEShicA T2 FROD
BRINTVWAVWTOVIEZREL T T, RIEFSRAER. BHFLIWVMEZEBX. 77227 bOHIBRE &
OT720DHREBZATO FROXERTOvIDAZHRELE T,

7= Z1E. ONTAP S35 &K UStorageGRIDDT 7 4 I bDT7H 75— R 7L AL EVMEA0% = ERAT 515
B, 7AvIHBRINTVARVEEL LTHREINZEIC. 77027 AOTOY I D60%HEBRINT
WERWRERHD 7,

ONTAP 918 1&DEID ) —XTlid. HIEBBBBEIIIARNTDA TSI~ (AT o bbb s
T2z bOmA) ROBRIOVvIERELET, RIEIEBBBEIFIIRNTOAI TSI FROEBEBINT
WawnwJovosmELE T,

Fg

1. XOWVWTNHDOIYY REFEALTIEREZRT L. FabricPool " EMHEO—HILBD AR—AEAREE

HLET,
KRRLIEWSE... RIS ROARY RZFRALEFT !
O—AIIEBICEITE 5T RBEBDERY X  storage aggregate show & -instance’/VZ X

ATz ANTOBBBEX* ST, O—AJL  “storage aggregate show-space’ & “-instance /N5
PEERD X R— X ERAERDFM AX—3

O—AILBICT7RYyFEINTWEA T b X storage aggregate object-store show-
E7DRR—RAFAR (FATNTVET1EV X space
AR—RADEEZZT)
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A—AIIEBRDRY 2a—LDY AL, EDFT—4H volume show-footprint
BLUOAEZT—RDT Y R TU VK

CLIOY > RIZADZ. Active IQ Unified Manager (IHOnCommand Unified Manager) & FabricPool Advisor
(ONTAP 9.4LUFE DU 5 R X THR— ) F7ldSystem ManagerzFH L TAR—IAFERAEZERT S
EHTEET,

KDOFE. FabricPoolD AR—XFHZ ¥ BEBHRDOEXIALEEZRLTVWETD,

clusterl::> storage aggregate show-space -instance
Aggregate: MyFabricPool

Aggregate Display Name:

MyFabricPool
Total Object Store Logical Referenced
Capacity: -
Object Store Logical Referenced Capacity
Percentage: -
Object Store
Size: -
Object Store Space Saved by Storage
Efficiency: -
Object Store Space Saved by Storage Efficiency
Percentage: -
Total Logical Used
Size: -
Logical Used
Percentage: -
Logical Unreferenced
Capacity: -
Logical Unreferenced
Percentage: -

clusterl::> storage aggregate show -instance

Aggregate: MyFabricPool

Composite: true
Capacity Tier Used Size:
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clusterl::> volume show-footprint

Vserver : vsl
Volume : rootvol
Feature Used Used%
Volume Footprint KB %
Volume Guarantee MB %
Flexible Volume Metadata KB %
Delayed Frees KB %
Total Footprint MB %
Vserver : vsl
Volume : vol
Feature Used Used%
Volume Footprint KB %
Footprint in Performance Tier KB %
Footprint in AmazonOl KB %
Flexible Volume Metadata MB %
Delayed Frees KB %
Total Footprint MB %
2. PBIZIELC T ROWVWTNDDRIEEZITVWE T,
R 121
KU 1— LOBBILEY S —%TET S "R 2— LOBELR ) S —PRE DB —

Y JHEIOEBICL B X L —EEDEE"
DFIEICHE> TS LY,

FabricPool 51 > A CEFAISNI-EHBAEZEP NetAppF7-ld/N\— b F—DEEBUEICEBVE
El hELrEEL,

"NetApptR— k"

OS5I REBDORA ML — IR—AEZIET D IO RERBE LTHERTZA TSI X LT
DOTONAAICEBUVEDELLTETL,

ESEIER
CZARL—UTFHUL— AT R

* "storage aggregate show"
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* "storage aggregate show-space"

ONTAPR ) 2 —LDEEB{AR) O — &/ VSRR = ZEE T 3

R a—LOBBILR)S—%2BEITEZET. T—2DIETIT17 (cold) IZH>
LEEICOTVRBICBE T AN E DD ZHIHI TE XY, “snapshot-only’ £ /=i "auto’
BRI R)S—DERESNTWVWBER) 2a—ATlIE. A—HY—F—2H00 ST REICEE)
SNBETDIET VT TREEHIFLARITNEERSBVEBILOR/IVSEEERHISE
TETEY,

HIRY B HIIC

AU a—L% auto BERBILR) S —ICEELTD. BRERILOR/IVSHEEEZZE LD §3IZ1d ONTAP 9.4
LEDHRETY,

R EE

R a—LOBEIR)S—2ZETZE. TORY a—LICHTBUEOREBILOBEOAEEINE T,
ZERETEIDDIE>TT DI TV RBRICREEINZZEIEHD FE A

PEBILRUY—ZEETBRE. T—HHT-IILRERBINTISU FEEICBIH NS T TORMICEET
BENBDET,

"FabricPool DR 2 —LDEEBILR) O —2ZBELIBEDLE"

@ SVM DR Bf&TlE. V—X R 2a—LEFEHAR) a— LldFabricPool 72U — k& ERAT 3
REBIIHDEFEAD. BLEBILR) S —%FERTIHNELNHD £,

FIE

1. “volume modify' A< > R & “-tiering-policy /NTZ X —&2%&EFRAL T, BIFEOR) 2 —LOEBER) > —%
ZTELFT .

ROWTNHDREBIL RS —ZHETEE T,

° snapshot-only (77 #JL k)

° auto

°call

° none

"FabricPoolf&E kR ) & — DFEE"
2. 7R 2 —LH “snapshot-only’ £7z1% "auto' BEE(LR ) > —%Z2FERAL TH D, EE{LOR/IVGEHIEIRZZE

3581, ERIER L XJLT “volume modify’ 1< > K & “-tiering-minimum-cooling-days' 4 7> 3 > /\
TX—REFERALET,

fEB LRI — U >V JHARICI32~183DMEZIETET £ 9. 9.8&KDFID/N— 3 2 DONTAPZfERA L
TW3IEE. IEETE51EI32~63TY,

R a—LOBERBERY > — EBEE{LOR/N —U > THBOZEER
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clusterl::> volume modify -vserver vsl -volume myvol
-tiering-policy auto -tiering-minimum-cooling-days 45

FabricPoollc &K B3R 2 —LDT7—hA47T (ETH)

CDETFTIE. System Managerzf£EF L T. FabricPool TV 27 REEBICR) 2 — LA
ZT7—NATSB3HEOBMEZENLET,

"NetApp® E 77 : Archiving volumes with FabricPool (backup + volume move)"

EapER =
"NetApp TechComm TV : FabricPool 7L 1) X k"

ONTAPR ) 2—LDFT 7 #J)L DFabricPoolfEEL R > —%
LETD
ONTAP 9.8 TE A T 7: "-cloud-retrieval-policy 7 7> 3 > % AL T. 757 REE
HENT + =V ABEBANDI—H— T -2 OEUSZHET 572D DR 2 —LDT 7
I EDRERBIER) S —Z2ZETEET,
F%R 9 BA0IC

* “-cloud-retrieval-policy’ 7> 3 > &R L TR 2 —L%EZZE T SIZIEL ONTAP 9.8 LUIEHNKRE T,

* COMIB%EEITT BT IadvancedtER L NILHARET T,

* “-cloud-retrieval-policy' Z [ L 7=PEB1L R ) > — O Z BRI 2RENH D £7,

"BERELR) - 35T RBIT"
FIE

1. “volume modify' 1< > K & "-cloud-retrieval-policy’ 7 7> 3 > & FR L T, BIFEDOR) 12— LDOREBILR
DS —DEFEEBELET :

volume create -volume <volume name> -vserver <vserver name> - tiering-

policy <policy name> -cloud-retrieval-policy

vol modify -volume fp volumed4 -vserver vsO -cloud-retrieval-policy
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2FIRDFET ZEEMELH D £,

PUTZOwY U VJIE/ —RZiZfThbNEd, PUTXOY kU >J D&/ \put-rate-limitiE8MB/F# T, put-
rate-limit%= SMB/MREDIEICRET D E. TD/—RDXIL—T vy MIBMBIICHED £, EHDO/ — K%

BERFICHERBIL TR . SDZLKDEEHEZEEL. EBICERSNIBEDRY FT7—20 U Y IHEFREICH
ZEEEMDBHD £,

FabricPool PUTI21EIZtED 7 TV r—> 3> )Y — & #HE L £t Ao, FabricPool PUTIR{E
& 95472 77— 3 >%SnapMirror’s £ DEDONTAP T — 2 O— RiIC&k > TEE)

@ BICEVMBSEE ( Toullieds ) ICRESINE I, “putrate-limit ZEHR L7-PUTROw kU >4
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. BEEFONTAP RS T 1 w7 CISEBERTI,

Bad BaE0iC
Advancedt&fR L RNIL KBTI,

FIE
1. ONTAP CLI Zf#H L T FabricPool PUT #ffZ= X0Ow MLLE T :

storage aggregate object-store put-rate-limit modify -node <name>
-default <true|false> -put-rate-bytes-limit <integer>[KB|MB|GB|TB|PB]

BEIEEHR
+ "storage aggregate object-store put-rate-limit modify"

ONTAP FabricPool# 7> 7 FDHIBRE T 720 % XX
1293

FabricPoolld. EHINTWBRA TSI NI 7570y IFHIBRLEEA. D
D (. FabricPoolld. #7227 bAADTOY I D—EFEEHONTAPICK > TERBRIN
BB BICATS U FEHIBRLE T,

7= Z1E. Amazon S3ICHEEBILINIAMBO A T 7 Mlld. 1,024@D4KB7 Oy OB HDFT, 775
7 CHIBRIE. 205MEKEDAKBT O Y o (1,024@D20%) HONTAPICK > TEBENZIFTRELFHE Ao
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MERSNE T,
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FTC Tk A7 ONTAP 9.8LU[% ONTAP 9.7h'59.4 ONTAP 9.3L4#1 Cloud Volumes

ONTAP

Amazon S3 20% 20% 0% 30%
Google Cloud 20% 12% N/A 35%
Storage

Microsoft Azure Blob 25% 15% N/A 35%
Storage

NetApp ONTAP S3  40% N/A N/A N/A
NetApp 40% 40% 0% N/A
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SRATLDF Tz 2T T3 0L. A L= zALESEZ . BRTOVIZ LD
MENGFLWATZ I MIETRAL I T, BB L3 7 71D RT3 AR
HOFEF, REIUFEHDO L ESWMEZARBICIERTE. A ML—IUREEELITH. >—7
v V—FR ONT#—IRXETLET,

®

COEBMT7 T4 ET1IC&D. AWS, Azure. Google ¥ Dt — K/N—F « @D Amazon S3
7ONARZ—=D5DO IR HMEML £,

NetAppid. KREUNGEIHD L FUMEZB0%U EICIBR EBRWVWESICT B ZHELE T,

REURFEFHD L S \MEZEET S
SEFERATVIV b AT ORBHABEO LS MEO A~ Y TF—IENREIAXTEET,

BHtR 9 B HIIC
AdvancedtZfR L RNIL KBTI,

FIE
L 774 b OKRBHAREOLEVMEZZEETBICIE. ROAYY FZHARITA XL THRITLEY :

storage aggregate object-store modify -aggregate <name> -object-store
-name <name> -unreclaimed-space-threshold <%> (0%-99%)

B
C"AML= TIUS—=R ATV AT OEE"

ONTAPT— 4% /NT #—<X >V ARBICHEE

ONTAP 9.8 LI Tld. BELMERLANILDY S XAEBETHNIL. tiering-policy &
“cloud-retrieval-policy 2 E DA EHOEZFEALT. 75V REENONT+—I X
BEICT—22 A7 071« TICEKTETE T,

22T EE

FabricPool Z/R1) 2 —LATER LARVIEE®. “snapshot-only fEBILR) >—hH D, BxIhi-X+v 7
Ay b T—RENTF—IVABICRITHZEIE. COBREZRITTIFT,

SINT #—<X > ABEBADFabricPool R 2 —LDETF—RDFIK

FabricPool /R 2a— LD I ST REBELOIARTOT—2%2 A7 7T« TICBIE L. NT7+—<T >V AEREIC
BERITBZBEHTEET,

FIE

1. “volume modify' A< > RZfEA L T. ‘tiering-policy’ % "none’Z. “cloud-retrieval-policy’ % “promote’ C
HELET,
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volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy none -cloud-retrieval-policy promote

BNT =TI VABBAD T 7AILS AT L T—RDEE

IS I RBEETETRINIRFTY I3y DS 709747 774 YRATL T—2%7O7 0T« 7TICE
BL. NTA—T O ABEBICERTDZIEHTEET,
FIiE

1. “volume modify" A< > R%&EH L T. tiering-policy’ % “snapshot-only IC. “cloud-retrieval-policy’ %
‘promote’ ICEREL £,

volume modify -vserver <vserver-name> -volume <volume-name> -tiering
-policy snapshot-only cloud-retrieval-policy promote

ot

INT A=YV ABBADREAT— X DHER

NT =XV ABERBANDRIE AT — R AZR/ANT, BHFWDOTZT LD ZHERBTETE I,

i}

FE
1. “object-store’ 4 7> 3 > %EFE L 7= volume ‘tiering XY REFEALT. N7+ —IVABOERDIT
—RRATHRLET,
volume object-store tiering show [ -instance | -fields <fieldname>,
] [ -vserver <vserver name> | *Vserver
[[-volume] <volume name>] *Volume [ -node <nodename> ] *Node Name [ -vol

-dsid <integer> ] *Volume DSID

[ —aggregate <aggregate name> ] *Aggregate Name
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volume object-store tiering show vl -instance

Vserver:

Volume:

Node Name:

Volume DSID:

Aggregate Name:

State:

Previous Run Status:
Aborted Exception Status:
Time Scanner Last Finished:
Scanner Percent Complete:
Scanner Current VBN:
Scanner Max VBNs:

Time Waiting Scan will be scheduled:

Tiering Policy:

Estimated Space Needed for Promotion:

Time Scan Started:

vsl

vl

nodel

1023

al

ready

completed

Mon Jan 13 20:27:30
snapshot-only

Estimated Time Remaining for scan to complete: -

Cloud Retrieve Policy:

R a—IlEniBITeERB{LDORIE

ONTAP 9 8LBETIE. T 7 AIN MDOBEEBILAF v o 2FLTIC. BRBIELAF vV EREVWDTHRIBTEE

ED
FIE

promote

2020

1. “volume object-store’ A > R |C ‘trigger # 7> 3 > ZEEL T, BITCBEEBLEEEKRLET,
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volume object-store tiering trigger [ -vserver <vserver name>

Name

[-volume]

<volume name> *Volume Name

]

*VServer
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