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クラスタ間LIFを設定

共有データポート上でONTAPインタークラスタLIFを構成する

データ ネットワークと共有するポートにクラスタ間LIFを設定できます。これにより、
クラスタ間ネットワークに必要なポート数を減らすことができます。

手順

1. クラスタ内のポートの一覧を表示します。

network port show

`network port show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-port-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、 `cluster01`のネットワーク ポートを示しています：

cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

2. 管理SVM（デフォルトのIPspace）またはシステムSVM（カスタムのIPspace）にクラスタ間LIFを作成し
ます。
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オプション 概要

ONTAP 9.6以降： network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home-port port -address

port_IP -netmask netmask

ONTAP 9.5以前の場合： network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask

`network interface create`

の詳細については、link:https://docs.netapp.com/us-en/ontap-cli/network-

interface-create.html["ONTAPコマンド リファレンス"^]を参照してください。

次の例では、クラスタ間 LIF `cluster01_icl01`と `cluster01_icl02`を作成します：

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0c

-address 192.168.1.201

-netmask 255.255.255.0

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0c

-address 192.168.1.202

-netmask 255.255.255.0

3. クラスタ間LIFが作成されたことを確認します。

オプション 概要

ONTAP 9.6以降： network interface show -service-policy

default-intercluster

ONTAP 9.5以前の場合： network interface show -role

intercluster
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`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

cluster01

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0c

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0c

true

4. クラスタ間LIFが冗長構成になっていることを確認します。

オプション 概要

ONTAP 9.6以降： network interface show –service-policy

default-intercluster -failover

ONTAP 9.5以前の場合： network interface show -role

intercluster -failover

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、 `e0c`ポート上のクラスタ間LIF `cluster01_icl01`および `cluster01_icl02`が `e0d`ポートにフェ
イルオーバーすることを示しています。
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cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

cluster01

         cluster01_icl01 cluster01-01:e0c   local-only

192.168.1.201/24

                            Failover Targets: cluster01-01:e0c,

                                              cluster01-01:e0d

         cluster01_icl02 cluster01-02:e0c   local-only

192.168.1.201/24

                            Failover Targets: cluster01-02:e0c,

                                              cluster01-02:e0d

専用ポートでONTAPクラスタ間LIFを設定する

専用ポートにクラスタ間LIFを設定できます。通常は、この設定により、レプリケーショ
ン トラフィックに使用可能な帯域幅が拡張します。

手順

1. クラスタ内のポートの一覧を表示します。

network port show

`network port show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-port-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、 `cluster01`のネットワーク ポートを示しています：
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cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

2. クラスタ間通信専用として使用可能なポートを決定します。

network interface show -fields home-port,curr-port

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、ポート `e0e`と `e0f`にLIFが割り当てられていないことを示しています。
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cluster01::> network interface show -fields home-port,curr-port

vserver lif                  home-port curr-port

------- -------------------- --------- ---------

Cluster cluster01-01_clus1   e0a       e0a

Cluster cluster01-01_clus2   e0b       e0b

Cluster cluster01-02_clus1   e0a       e0a

Cluster cluster01-02_clus2   e0b       e0b

cluster01

        cluster_mgmt         e0c       e0c

cluster01

        cluster01-01_mgmt1   e0c       e0c

cluster01

        cluster01-02_mgmt1   e0c       e0c

3. 専用ポートのフェイルオーバー グループを作成します。

network interface failover-groups create -vserver system_SVM -failover-group

failover_group -targets physical _or_logical_ports

次の例では、システムSVM `cluster01`上のフェイルオーバー グループ `intercluster01`にポート `e0e`と
`e0f`を割り当てます：

cluster01::> network interface failover-groups create -vserver cluster01

-failover-group

intercluster01 -targets

cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

4. フェイルオーバー グループが作成されたことを確認します。

network interface failover-groups show

`network interface failover-groups show`

の詳細については、link:https://docs.netapp.com/us-en/ontap-cli/network-

interface-failover-groups-show.html["ONTAPコマンド リファレンス

"^]をご覧ください。
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cluster01::> network interface failover-groups show

                                  Failover

Vserver          Group            Targets

---------------- ----------------

--------------------------------------------

Cluster

                 Cluster

                                  cluster01-01:e0a, cluster01-01:e0b,

                                  cluster01-02:e0a, cluster01-02:e0b

cluster01

                 Default

                                  cluster01-01:e0c, cluster01-01:e0d,

                                  cluster01-02:e0c, cluster01-02:e0d,

                                  cluster01-01:e0e, cluster01-01:e0f

                                  cluster01-02:e0e, cluster01-02:e0f

                 intercluster01

                                  cluster01-01:e0e, cluster01-01:e0f

                                  cluster01-02:e0e, cluster01-02:e0f

5. システムSVMにクラスタ間LIFを作成して、フェイルオーバー グループに割り当てます。

オプション 概要

ONTAP 9.6以降： network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home- port port -address

port_IP -netmask netmask -failover

-group failover_group

ONTAP 9.5以前の場合： network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask -failover-group failover_group

`network interface create`

の詳細については、link:https://docs.netapp.com/us-en/ontap-cli/network-

interface-create.html["ONTAPコマンド リファレンス"^]を参照してください。

次の例では、フェイルオーバー グループ `intercluster01`にクラスタ間 LIF `cluster01_icl01`と
`cluster01_icl02`を作成します：
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cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0e

-address 192.168.1.201

-netmask 255.255.255.0 -failover-group intercluster01

cluster01::> network interface create -vserver cluster01 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0e

-address 192.168.1.202

-netmask 255.255.255.0 -failover-group intercluster01

6. クラスタ間LIFが作成されたことを確認します。

オプション 概要

ONTAP 9.6以降： network interface show -service-policy

default-intercluster

ONTAP 9.5以前の場合： network interface show -role

intercluster

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

cluster01

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0e

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0f

true

7. クラスタ間LIFが冗長構成になっていることを確認します。

8



オプション 概要

ONTAP 9.6以降： network interface show -service-policy

default-intercluster -failover

ONTAP 9.5以前の場合： network interface show -role

intercluster -failover

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、SVMe0e上のクラスタ間LIF `cluster01_icl01`と `cluster01_icl02`が `e0f`ポートにフェイルオー
バーすることを示しています。

cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

cluster01

         cluster01_icl01 cluster01-01:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-01:e0e,

                                               cluster01-01:e0f

         cluster01_icl02 cluster01-02:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-02:e0e,

                                               cluster01-02:e0f

カスタムIPspaceでONTAPクラスタ間LIFを設定する

カスタムIPspaceにクラスタ間LIFを設定できます。これにより、マルチテナント環境で
レプリケーション トラフィックを分離できます。

カスタムIPspaceを作成すると、システムによってシステムストレージ仮想マシン（SVM）が作成され、そ
のIPspace内のシステムオブジェクトのコンテナとして機能します。この新しいSVMは、新しいIPspace内の
任意のクラスタ間LIFのコンテナとして使用できます。新しいSVMの名前は、カスタムIPspaceと同じになり
ます。

手順

1. クラスタ内のポートの一覧を表示します。

network port show
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`network port show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-port-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、 `cluster01`のネットワーク ポートを示しています：

cluster01::> network port show

                                                             Speed

(Mbps)

Node   Port      IPspace      Broadcast Domain Link   MTU    Admin/Oper

------ --------- ------------ ---------------- ----- -------

------------

cluster01-01

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

cluster01-02

       e0a       Cluster      Cluster          up     1500   auto/1000

       e0b       Cluster      Cluster          up     1500   auto/1000

       e0c       Default      Default          up     1500   auto/1000

       e0d       Default      Default          up     1500   auto/1000

       e0e       Default      Default          up     1500   auto/1000

       e0f       Default      Default          up     1500   auto/1000

2. クラスタ上にカスタム IPspace を作成します：

network ipspace create -ipspace ipspace

次の例では、カスタム IPspace `ipspace-IC1`を作成します：

cluster01::> network ipspace create -ipspace ipspace-IC1

`network ipspace create`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-ipspace-create.html["ONTAPコマンド リファレンス

"^]を参照してください。

3. クラスタ間通信専用として使用可能なポートを決定します。

network interface show -fields home-port,curr-port
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`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、ポート `e0e`と `e0f`にLIFが割り当てられていないことを示しています。

cluster01::> network interface show -fields home-port,curr-port

vserver lif                  home-port curr-port

------- -------------------- --------- ---------

Cluster cluster01_clus1   e0a       e0a

Cluster cluster01_clus2   e0b       e0b

Cluster cluster02_clus1   e0a       e0a

Cluster cluster02_clus2   e0b       e0b

cluster01

        cluster_mgmt         e0c       e0c

cluster01

        cluster01-01_mgmt1   e0c       e0c

cluster01

        cluster01-02_mgmt1   e0c       e0c

4. デフォルトのブロードキャスト ドメインから使用可能なポートを削除します：

network port broadcast-domain remove-ports -broadcast-domain Default -ports

ports

1つのポートが同時に複数のブロードキャストドメインに属することはできません。"ONTAPコマンド リ
ファレンス"の `network port broadcast-domain remove-ports`の詳細をご覧ください。

次の例では、ポート `e0e`と `e0f`をデフォルトのブロードキャスト ドメインから削除します：

cluster01::> network port broadcast-domain remove-ports -broadcast

-domain Default -ports

cluster01-01:e0e,cluster01-01:e0f,cluster01-02:e0e,cluster01-02:e0f

5. ポートがデフォルトのブロードキャスト ドメインから削除されていることを確認します：

network port show

`network port show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-port-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、ポート `e0e`と `e0f`がデフォルトのブロードキャスト ドメインから削除されたことを示してい
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ます。

cluster01::> network port show

                                                       Speed (Mbps)

Node   Port    IPspace   Broadcast Domain Link   MTU    Admin/Oper

------ ------- --------- --------------- ----- ------- ------------

cluster01-01

       e0a     Cluster    Cluster          up    9000  auto/1000

       e0b     Cluster    Cluster          up    9000  auto/1000

       e0c     Default    Default          up    1500  auto/1000

       e0d     Default    Default          up    1500  auto/1000

       e0e     Default    -                up    1500  auto/1000

       e0f     Default    -                up    1500  auto/1000

       e0g     Default    Default          up    1500  auto/1000

cluster01-02

       e0a     Cluster    Cluster          up    9000  auto/1000

       e0b     Cluster    Cluster          up    9000  auto/1000

       e0c     Default    Default          up    1500  auto/1000

       e0d     Default    Default          up    1500  auto/1000

       e0e     Default    -                up    1500  auto/1000

       e0f     Default    -                up    1500  auto/1000

       e0g     Default    Default          up    1500  auto/1000

6. カスタム IPspace にブロードキャスト ドメインを作成します：

network port broadcast-domain create -ipspace ipspace -broadcast-domain

broadcast_domain -mtu MTU -ports ports

次の例では、IPspace `ipspace-IC1`にブロードキャスト ドメイン `ipspace-IC1-bd`を作成します：

cluster01::> network port broadcast-domain create -ipspace ipspace-IC1

-broadcast-domain

ipspace-IC1-bd -mtu 1500 -ports cluster01-01:e0e,cluster01-01:e0f,

cluster01-02:e0e,cluster01-02:e0f

7. ブロードキャスト ドメインが作成されたことを確認します：

network port broadcast-domain show

`network port broadcast-domain show`

の詳細については、link:https://docs.netapp.com/us-en/ontap-cli/network-

port-broadcast-domain-show.html["ONTAPコマンド リファレンス

"^]を参照してください。
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cluster01::> network port broadcast-domain show

IPspace Broadcast                                         Update

Name    Domain Name    MTU  Port List                     Status Details

------- ----------- ------  ----------------------------- --------------

Cluster Cluster       9000

                            cluster01-01:e0a              complete

                            cluster01-01:e0b              complete

                            cluster01-02:e0a              complete

                            cluster01-02:e0b              complete

Default Default       1500

                            cluster01-01:e0c              complete

                            cluster01-01:e0d              complete

                            cluster01-01:e0f              complete

                            cluster01-01:e0g              complete

                            cluster01-02:e0c              complete

                            cluster01-02:e0d              complete

                            cluster01-02:e0f              complete

                            cluster01-02:e0g              complete

ipspace-IC1

        ipspace-IC1-bd

                      1500

                            cluster01-01:e0e              complete

                            cluster01-01:e0f              complete

                            cluster01-02:e0e              complete

                            cluster01-02:e0f              complete

8. システムSVMでクラスタ間LIFを作成し、ブロードキャスト ドメインに割り当てます：

オプション 概要

ONTAP 9.6以降： network interface create -vserver

system_SVM -lif LIF_name -service

-policy default-intercluster -home

-node node -home-port port -address

port_IP -netmask netmask

ONTAP 9.5以前の場合： network interface create -vserver

system_SVM -lif LIF_name -role

intercluster -home-node node -home

-port port -address port_IP -netmask

netmask

LIFは、ホーム ポートが割り当てられているブロードキャスト ドメインに作成されます。ブロードキャス
ト ドメインには、ブロードキャスト ドメインと同じ名前のデフォルトのフェイルオーバー グループがあ
ります。"ONTAPコマンド リファレンス"の `network interface create`の詳細を確認してください。
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次の例では、ブロードキャスト ドメイン `ipspace-IC1-bd`にクラスタ間 LIF `cluster01_icl01`と
`cluster01_icl02`を作成します：

cluster01::> network interface create -vserver ipspace-IC1 -lif

cluster01_icl01 -service-

policy default-intercluster -home-node cluster01-01 -home-port e0e

-address 192.168.1.201

-netmask 255.255.255.0

cluster01::> network interface create -vserver ipspace-IC1 -lif

cluster01_icl02 -service-

policy default-intercluster -home-node cluster01-02 -home-port e0e

-address 192.168.1.202

-netmask 255.255.255.0

9. クラスタ間LIFが作成されたことを確認します。

オプション 概要

ONTAP 9.6以降： network interface show -service-policy

default-intercluster

ONTAP 9.5以前の場合： network interface show -role

intercluster

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

cluster01::> network interface show -service-policy default-intercluster

            Logical    Status     Network            Current

Current Is

Vserver     Interface  Admin/Oper Address/Mask       Node          Port

Home

----------- ---------- ---------- ------------------ -------------

------- ----

ipspace-IC1

            cluster01_icl01

                       up/up      192.168.1.201/24   cluster01-01  e0e

true

            cluster01_icl02

                       up/up      192.168.1.202/24   cluster01-02  e0f

true
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10. クラスタ間LIFが冗長構成になっていることを確認します。

オプション 概要

ONTAP 9.6以降： network interface show -service-policy

default-intercluster -failover

ONTAP 9.5以前の場合： network interface show -role

intercluster -failover

`network interface show`の詳細については、link:https://docs.netapp.com/us-

en/ontap-cli/network-interface-show.html["ONTAPコマンド リファレンス

"^]を参照してください。

次の例は、SVM `e0e`上のクラスタ間LIF `cluster01_icl01`と `cluster01_icl02`が`e0f`ポートにフェイルオ
ーバーすることを示しています：

cluster01::> network interface show -service-policy default-intercluster

–failover

         Logical         Home                  Failover        Failover

Vserver  Interface       Node:Port             Policy          Group

-------- --------------- --------------------- --------------- --------

ipspace-IC1

         cluster01_icl01 cluster01-01:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-01:e0e,

                                               cluster01-01:e0f

         cluster01_icl02 cluster01-02:e0e   local-only

intercluster01

                            Failover Targets:  cluster01-02:e0e,

                                               cluster01-02:e0f
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