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BATHE

‘—object AT avICIE. ROEZFERLTAY RIL—LBRHZNESLIURRITETXT

* CPU D75 resource headroom cpue

* 7TV —bDIFE. resource headroom aggro
C DIEEIL. System Managerd & U'Active 1Q Unified Managerz ER L TITS5 2 HTET XS,

FI@
1. advancedt&fRL NILICYIDEZ £9

set -privilege advanced

2. UFINEA LDOANY BIL—LiFETONE=ZRIBLF T,

statistics start -object resource headroom cpulaggr

‘statistics start DFFMICDWVWTIE. link:https://docs.netapp.com/us-
en/ontap-cli/statistics-start.html ["ONTAPOANY K UT77L >R
"M EBRLTLIEEL,
3. UTINRALDANY RIL—LFEHEREZRTLE T,
statistics show -object resource headroom cpulaggr

4. admintEfRICED £7,

set -privilege admin
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sti2520-2131454963690::*> statistics show -object resource headroom cpu
-raw —-counter ewma hourly
(statistics show)

Object: resource headroom cpu
Instance: CPU sti2520-213
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-213

ewma_ hourly =

current ops 4376

current latency 37719

current utilization 86

optimal point ops 2573

optimal point latency 3589

optimal point utilization 72
optimal point confidence factor 1

Object: resource headroom cpu
Instance: CPU sti2520-214
Start-time: 2/9/2016 16:06:27
End-time: 2/9/2016 16:06:27
Scope: sti2520-214

Counter Value
ewma hourly =
current ops
current latency

current utilization

0
0
0
optimal point ops 0
optimal point latency 0

optimal point utilization 71
optimal point confidence factor 1

2 entries were displayed.

‘statistics show DFFMIICDULTIE. link:https://docs.netapp.com/us—en/ontap-
cli/statistics-show.html ["ONTAPOANY VK UIJ7L VX" 1 HZZELIESL,
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statistics top client show -node node name -sort-key sort column -interval
seconds between updates -iterations iterations -max number of instances

KRDOAT > RIFE. “cluster' |79 AL TWA LD A7 hERRILET @

clusterl::> statistics top client show

clusterl : 3/23/2016 17:59:10

*Total

Client Vserver Node Protocol Ops
172.17.180.170 vs4 sideropl-vsim4 nfs 668
172.17.180.169 vs3 sideropl-vsim3 nfs 337
172.17.180.171 vs3 sideropl-vsim3 nfs 142
172.17.180.170 vs3 sideropl-vsim3 nfs 137
172.17.180.123 vs3 sideropl-vsim3 nfs 137
172.17.180.171 vs4d sideropl-vsimé nfs 95
172.17.180.169 vs4 sideropl-vsimé nfs 92
172.17.180.123 vs4 sideropl-vsim4 nfs 92
172.17.180.153 vs3 sideropl-vsim3 nfs 0

"statistics top client show’
DFMICDWVWTIE. link:https://docs.netapp.com/us-en/ontap-cli/statistics-
top-client-show.html ["ONTAPOANY YK U7 7L YA " 1 ZBRLTIIEEL,

2. USRFATROZBLTIELRTINBZ LLUD T 71 ILERTLFT,

statistics top file show -node node name -sort-key sort column -interval



seconds between updates —-iterations iterations -max number of instances

XOAT Y RiF. “clusterl’ TP ATNEMNO T 71 ILZRRLET -

clusterl::> statistics top file show

clusterl : 3/23/2016 17:59:10

*Total

File Volume Vserver Node Ops
/vol/voll/vml70-read.dat voll vs4 sideropl-vsim4 22
/vol/voll/vm69-write.dat voll vs3 sideropl-vsim3 6
/vol/vol2/vml71.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/vml69.dat vol2 vs3 sideropl-vsim3 2
/vol/vol2/pl23.dat vol2 vs4 sideropl-vsimé 2
/vol/vol2/pl23.dat vol2 vs3 sideropl-vsim3 2
/vol/voll/vml71.dat voll vs4 sideropl-vsim4 2
/vol/voll/vml69.dat voll vs4 sideropl-vsimé 2
/vol/voll/vml69.dat voll vsd4 sideropl-vsim3 2
/vol/voll/pl23.dat voll vs4 sideropl-vsim4 2
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IS REABHTEODRAT—2o0O— 40,000 12,000

g

J—RHBI-ODDHERAKT7—27O—FK 40,000 12,000

RIS — TIIL—TDRAEK 12,000 12,000

ONTAPXR/L—Fw 7O 7 V2B F-I3\EHICT S

AFFDZIL—Ty FDTFRV2ZENXISEMNICTZ N TEXY, 774 KT
BMICHE>TWET, TBREZEMICTD . I O—-S0BEIAFEVESICH.
DT—IO0—RDLATUIEBMICTBZZETRIL—TYy FOTRIERINET,
TBRV2IE. —fiRDQoSET7H FT+4 7J7QoSOMAICERAINE T,

F&
1. advancedi&BEL NIJLICYID B R £9,

set -privilege advanced

2. k@OIAR > EOVWTDZEANLET,
RR FERTZIY VR

TBRV2Z HEIC T B gos settings throughput-floors-v2
-enable false

TBRV2ZBEMICT S gos settings throughput-floors-v2
-enable true
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MetroCluster? 5 X X TRXIL—v FDOTFIRV2E EMIC T S I1C1E.

@ gos settings throughput-floors-v2 -enable false

ARV ERZY—RETRTAR—2a>YORADYT FAXTERITIBHEN DD XTI,

clusterl::*> gos settings throughput-floors-v2 -enable false

‘gos settings throughput-floors-v2°

DFMICDWVWTIE. link:https://docs.netapp.com/us—en/ontap-cli/qgos-
settings-throughput-floors-v2.html ["ONTAPON K UTJ7L V2R

"M EBRLTIETL,

ONTAPRX b L —2QoST—7 70—

QoSTEETZT7—JO—RONT+—I 2V AEHZTTICIMEL TLWBIHEIF. RV
= OIN—TOERBRICZIL—TY FEIBRZIEETET 9, {EEL TLWAWEEIE. 7
— 70— RFOERRBICHERZIEEI A EHTEFXT,

12



ldentify storage objects
to assign to policy
groups

'

Do you know the
performance
requirements for the
workloads?

Create policy Create policy
groups with groups without

throughput limits throughput limits

M’

Assign the storage
objects to policy
groups

¢

Monitor performance
by viewing statistics

i

Adjust policy ‘

group settings,
if necessary

ONTAPTCQoSZFER L TXIL—F v M LIRERE

A=A T 00T —20—RORIL—Tw FEBR (QoSMax) #E&ET BIC
&« R P—2J)L—TF®D ‘max-throughput 7« —JLREZERBLE T, RUS—FJIL—7F
IF. ARL—=2F T2 FOERRBF X I 3B ERICEATEX I,
IR Y B HIIC

C R —= TN —THERTBICIE. VT RAIEBETHINELHD £,

c RS =TI —T%ZSYMICER T BICIE. VS XRIXEBETHINELHD T,
AR E

* ONTAP 9.4LF%Tld. FEHAB QoSRUI—JI—TH#FEALT. EBBADRIL—TY FEEEZE XY
N—7—2o0—RIZEISERITZESICIEETE X T, TNUANDBE. RUS—JIIL—FlF HE &
NET I RVD—FIL—FICEIDHTHNTET—2o70—-ROEFHRIL—TFy MME. BBESNTLEEZEX
BLIFTETFHA

13



‘-is-shared=false ' %Z “qos policy-group
create ANV RICREL T, IEEBRUVS—JIL—TZEELEFT,

* 2=y b LRI, IOPS. MB/#., F7/IXZFDWMATIEETET X, IOPSEMBMOEAEIEE LT
ma. FICERIGEL=ADERINE T,

@ BAL7—70—-FICHLTERETRZRET 25%E. XIL—Tvy FHIRIZIOPSEMITOD
HEETETET,

* QOSHIFRONMRE BB A ML —2 A TI U bE. RUS— JIL—TFHRELTVBSYMICE D BZHED
HODET. ALSVMICEBDR) S — I —TZEHTB N TEET,

*TUDA T MERBFATIL I MDRIS— TIL—FICBELTVWRIHEEIR. TOIX ML= F
T2 bRV —JI—TICBDHTBEILIFTETEEA

C A= ATV bDEATTEICEALQoSTIN—T RS —%ZBRITZCZHRELFT,

FIE
1L RUS—=IN—TZER L F T,

gos policy-group create -policy-group policy group -vserver SVM -max
-throughput number of iops|Mb/Sliops,Mb/S -is-shared true|false

‘gos policy-group create DOFFMHICDWTIE. link:https://docs.netapp.com/us-
en/ontap-cli/qgos-policy-group-create.html ["ONTAPOAN K UT77L >R
"M EBRLTEETL,

‘gos policy-group modify ANV RZFHLTRIL—Ty b EBRZRETET XY,
KDY Y RIF. JRRRIL—Tw hH5,000 IOPSOHBR) > —FIL—F pg-vs1" Z1ERK L £ :

clusterl::> gos policy-group create -policy-group pg-vsl -vserver vsl
-max-throughput 5000iops -is-shared true

ROAT Y RiF. BAZIL—Fy ~H100 IOPSH & 1400 Kb/SDIEHREFRY & — 4 )L—F pg-vs3 % 1E
BLET :

clusterl::> gos policy-group create -policy-group pg-vs3 -vserver vs3
-max-throughput 100iops,400KB/s -is-shared false

KDATY RIF. ZIIL—TFy bHIBRDABWIEEER) O —JI)IL—7F pg-vsd Z1ER L £ :

14



clusterl::> gos policy-group create -policy-group pg-vs4 -vserver vs4
-is-shared false

‘gos policy-group modify DFMICDULTIE. link:https://docs.netapp.com/us-
en/ontap-cli/qos-policy-group-modify.html ["ONTAPOAN K UT77L >R
"M EBRLTLIEEL,
2. R)—=JI—TF%SVM. 771I). R a—L. F£=IELUNICERLE Y,
storage object create -vserver SVM -gos-policy-group policy group
COFIBETHBEINTVS AT ROFMICDOWVTIE, "ONTAPOY Y R U7 LY R"ZB8RBL TS
L\o ‘storage object modify' AV REFERALT. AL—=FA TS0 MIRIOR) = IV —TF%#E
BTEZEd,

ROAT Y RIE. RIS — J)IL—"F pg-vs1'ZSVM 'vs1 IER LT :
clusterl::> vserver create -vserver vsl -gos-policy-group pg-vsl
ROAR YV RIE. RUS—F)IL—"TF pg-app ZR') 2—L apptl' B KU "app2’ (ICEAL £ :

clusterl::> volume create -vserver vs2 -volume appl -aggregate aggrl
-gos-policy-group pg-app

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl
-gos-policy-group pg-app

B RIVS—=TIN—TONT =XV REHERLFT,

gos statistics performance show

‘gos statistics performance show’

DFMICDWTIE. link:https://docs.netapp.com/us-en/ontap-cli/gos-
statistics-performance-show.html ["ONTAPOANY >V F UT7 7L >R

"M ESRLTIEEL,

C) INT =TI RIVTAEADEERLET, RAMLEICHZY—ILZERBLT. NT+—
IURAEERLAEVWTLLIET L,

ROARVRIF. RUS—= TIN—TFONT#—I 2V RZRRLET,
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clusterl::> gos statistics performance show

Policy Group I0PS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
pg_vsl 5008 19.56MB/s 2.45ms
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 OKB/s Oms

4. J—O0O0—RONTA—IVRAEBEHRLET,

gos statistics workload performance show

C) INTA—=IVRGIVTRAEADEERLET, "X MLEICHZY—ILZFEBLT. NT+—
IUREERLEBEVWTLETL,

ROARVKRIF. 7—20—RFRDNT+#—IVRAZRRLET,

clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
appl-wid7967 7967 7219 28.20MB/s 319.00us
vsl-wid12279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s  236.00us
_Scan_Backgro. . 5688 20 OKB/s Oms

"gos statistics workload performance show'

DFMICDWVWTIE. link:https://docs.netapp.com/us-en/ontap-cli/qgos-
statistics-workload-performance-show.html ["ONTAPOANY >V F U7T77L X
"M EBRL TSV,

‘gos statistics workload latency show AN Y RZFERHT B E.
QosT—UO—FDFMABLA TVt ZRTITEEX Y, link:https://docs

@ .netapp.com/us-en/ontap-cli/gos—-statistics-workload-latency-
show.html ["ONTAPOANY VK UT77L>A" 1D “gos statistics
workload latency show DFFflZE ZELEELY,

ONTAPTCQoS%ZFRALTXIL—7 Ty b 7O7%H/E
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‘min-

throughput " 74 —JILREZFEBALT. A L—CF Tz b7 —20—-FRORIIL—Fy 70O
7 (Qos

Min) ZEERECETEXT. AML—2FATO 0 bOERRXIZEBRIC, R P—J ) —T%ZEH
TEEXY, ONTAP 9.8 TIE. RIL—Tw b7O7%Z10PsFT=ldMBps. HBLEI0oPSE
MBpsDE A CTIEETET XY,

R B a0IC
* RV = TN—T2 T 3ICIE. VS RFEEBETHILEDNHD T,

* ONTAP 913 1L Tld. BELER ) =0 I —T57> 7L —rZ2ERALTSYVMLARILTRIL—FY b7
O7%BRATEX T, QSHRU L —FIL—THREINISYMTIE. 7R TTo TRV —TI—FF>
TL—rERETACIEITEEHAS

R EE

* ONTAP 9.4LP%TIE. JEHE QoSKRUS—J I —T%2FERALT. EBBEADAIN—Ty b 7O7%2&X
YN—D—=2o0—RICEMNISERTAESICIEETETET, ChUdk. XIL—Ty h7O07DRI>—T)L
—JEEHROT—O0—-RICERATE3H—DEETY,

‘—is-shared=false %Z “gos policy-group

create  AXY YV RICREL T, BRIV —FJIL—TZHBELX T,

= RRT IV —MMIARBNT =X VRABE (NYFIL—L) BEBWEEIE. 7—20-FDOXIL
— 7Y bPHEESNICTRZ TRIZ CEHHBD £,

* QOSHIFRDOMRE LB A ML —2 A TI I bE. RUD— JIL—TFHRELTVBSYMICE D BZRED
HODET, ALSYMICEBDRI S — JI—TZEH T2 EHTEET,

C A= ATV RDRATIEICELQoSTI—T RIS —%Z @RI B2 #HEL T T,
* ZN—=TY bOTRZERT BRI — JIL—FIE SVMIZIFBRATEEZE Ao
FIE

1. "BRIENT =XV AAREDHE" OHBICRKE ST, /—REEETIIVT—=MITDEBNT =TV RAA
BENHZ e EHRLET,

2. R)S— JIIN—T=2ERLFT,

gos policy-group create -policy group policy group -vserver SVM -min
-throughput gos target -is-shared true|false

‘gos policy-group create DFFMHICDWVTIE. link:https://docs.netapp.com/us-
en/ontap-cli/qos-policy-group-create.html ["ONTAPOAN K UT77L >R
"M EBRL TSV,

3. “qos policy-group modify AY¥ > RZEAL TRIL—Fy b TJOT7ZFABTET T,

ROV RiE. &NRIL—TFw FHM,000 IOPSOHEBFRY > —F)L—7 pg-vs2 ZIERE L £ :
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5.
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clusterl::> gos policy-group create -policy group pg-vs2 -vserver vs2

-min-throughput 1000iops -is-shared true
ROATY RiF. RIL—TFw RO BWIERBR) > —J)L—7F pg-vsd ZER L 7 :

clusterl::> gos policy-group create -policy group pg-vsé4d -vserver vsd

—-is-shared false

‘gos policy-group modify DEFFMIICDWLWTIE. link:https://docs.netapp.com/us-
en/ontap-cli/qos-policy-group-modify.html ["ONTAPOAN K UT77L >R
"M EBRBRLTIZTL,

RIS — TN —T%KR) 2a—LFIFLUNISERL £,

“storage_object create -vserver SVM -qos-policy-group policy group™ Z® °_storage_object_modify" 1< >/
FEzFERLT. ANL=—SATO o MIOR) S —F I —FZBETEE T,

ROOAR Y RIE. KU = )L—TF pg-app2 %R 12— L "app2 (IBERALET -

clusterl::> volume create -vserver vs2 -volume app2 -aggregate aggrl

-gos-policy-group pg-app?

COFIEBTHAINTWDRAYY ROFMICDOWVWTIE. "ONTAPOTY VR U7 7Ly RA"#E8BLTLRETE
Lo

RIS—= JIN—=TFONT =XV A=HHR/LET,

gos statistics performance show

C) INTA—=IVRETTRAEADSERLET, RAMEICHZY—ILZFERBLT. NT+—
IUREERLEBVWTLLIEEL,

KOAYVRIF. RUS— FI—TFONTA#—<I A EXRRLEFT,

clusterl::> gos statistics performance show

Policy Group IOPS Throughput Latency

-total- 12316 47.76MB/s 1264.00us
Pg_app?2 7216 28.19MB/s 420.00us
_System-Best-Effort 62 13.36KB/s 4.13ms
_System-Background 30 OKB/s Oms
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‘gos statistics performance show
DEFMICDWVWTIE. link:https://docs.netapp.com/us-en/ontap-cli/qos-
statistics-performance-show.html ["ONTAPOANY VK UTJ77L 2R
"M ZEBRL TSV,
6. 7J—oO—FONT#—I 2 RZEHERLFT,

gos statistics workload performance show

C) INT =X VRETTAEADSERLET, RAMEICHZY—ILZERBLT. NT+—
IURZERLEBVWTLL ISV,

KOAXVKRIF. 7—0—RDONTH#—I VA =RRLET,

clusterl::> gos statistics workload performance show

Workload ID I0PS Throughput Latency

-total- = 12320 47.84MB/s 1215.00us
app2-wid7967 7967 7219 28.20MB/s 319.00us
vsl-widl12279 12279 5026 19.63MB/s 2.52ms
_USERSPACE_APPS 14 55 10.92KB/s 236.00us
_Scan_Backgro.. 5688 20 OKB/s Oms

"gos statistics workload performance show

DFMICDWVWTIE. link:https://docs.netapp.com/us—en/ontap-cli/qgos-
statistics-workload-performance-show.html ["ONTAPOANY >V F U7 7L >R
"M EBRLTLIEEL,

‘gos statistics workload latency show AN Y RZERT B .
QoST—27O0—RODFMEEL A T2 RIITEEXY, link:https://docs

@ .netapp.com/us-en/ontap-cli/gos-statistics-workload-latency-
show.html ["ONTAPANY VK U7 7L >AXA" 1D “gos statistics
workload latency show DFFfl%ZE CELEELY,

ONTAPT74 774 JQoSKRS—TI—T=ERT3

TFATT4TQoS RIS —FI—TrERTD . RJa—LT14XICELETRIL
— 7y FOLERFEIESTRZBENICZAT—U>F L. R a—LDOHYAIHE{LT
HIOPSE TB/GBOLLREZMIFTET I, CNiF. AKIBEAREARBETHE FIEETD
D—JO0—RZEBEIIHBEICKIAXA )y heRBDET,
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IR Y B HIIC

* ONTAP 9.3 BENEITEINTVWBRRELHD T, 77X T+ TQoSAK >— FJ)L—TFIFONTAP 9.3L4F%
TERTEEY,

*RUS—= TN—TZ2 T BICIE. VSR IEEBETHIHVENHDFT,

BATHE

AML=2 AT ME TRITATELRBETEATT4TEESDDRI) S — JIL—T DAY N=IC
TBHREHWTEEIN MADAIYN=IZTBILIFTEEEA SYMBRA ML= AT I MERI Y
—CRLTHZIBEDNHDET, AL FTPz I MEIFYSAUTHBIRBELNHD T,

TR T4 TQoSHKR) S — FI—FIEEICIEHEBE T, EBRINTWVWBXIL—TFy D LR FIFTIRIZ.
BEXYN—TJ—o0-RICENERAINE T,

AbL=2 AT b AT BRIL—Ty bEBRODOLEEIF. UTICRT 71 —IL ROHEAEHHEIC
KOTREDFT,

* “expected-iops’lZ. BID H TS5/ TB/GB H7=D D&HR/NF48 IOPS TT,

‘expected-iops IFAFF TS W N 7 —LTOMMRIESNE T, expected-
@ iops i FEBIERUS—D T4 L) ICERESN. 75T RAICTOY IHR VNG

BICDHFabricPool TRAEENE T, “expected-iops 'l

SnapMirrorEEABIRICAR VWA 2 — LIS L THRIESNE T,

* ‘peak-iops’i&. BID HTEAXLIIEREAD TB/GB H =D DERARIEE IOPS TY,
* “expected-iops-allocation'E|D Y TE5NFAR—R (T T AL L) FRIEFERBEAAR—ADEE L%
expected-iops ICfEE T2 W ZIBEL £,

@ “expected-iops-allocation’i&. ONTAP 9.5 TERATE £9 . ONTAP Q4LAITIFHR—
REINTULWEEA

* “peak-iops-allocation' | D HTE5NT-AR—RFFIIFERBAAR—X (T FIL L) % "peak-iops' |ZE
Beahe5hziEELE T,

* “absolute-min-iops (ZIOPS DIt FR/IMET S0 DT« —IL RISIEBICINSBRAML—SF T I T
EATEET, absolute-min-iops H'5tE SN 7 “expected-iops’ & D AEF LVIEE. “peak-iops' &
‘expected-iops DA, HBWEWThhEF—N—F1RLET,

Bl Z|E. “expected-iops'Z1,000 IOPS/TBICEHE L. R a—LT 1 XHM GBREDHZE. FTEINS
“expected-iops IZIOPSD/IMIRILTICAR D £, STE INS peak-iops I E SITNT BRI TICHR
D %9, “absolute-min-iops #IEMAREICRKET BTy COMEERBETIT XTI,

* “block-size 7 XV —> 3> 07Oy oA XEEBELEF T, T 74/ MI32KTY, BRARMEIT
8K. 16K. 32K. 64K. ANYT9d, ANYIZT7Ovotrr Ih@slchiasnwl e ZE%KL 7,

TI7AINEDTEATT4T QSRS =T IIL—7F

RORICRIIBEDT R TT 1 TQoSKRI S — JIL—THRT T+ )L THEThTVWEY, CN5DRY >
— =T R) 2a—LICEDTFBEATZENTETET,
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TI7AI DRI S—4  FIRIOPS/TB E—72I10PS/TB Xt ER/NOPS
==

extreme 6,144 12,288 1000
performance 2,048 4,096 500
value 128 512 75

AbL=F T2 bR =T IL—TFDEID HTHIR

BRICE ST REL=—2FTO I b 2B8CA TP MERBEDFATO I MRV =TI —TF
ICBLTWBIBEE. EDX ML —2FA TPz b 2RI —JIL—TICEIDE TR N TEE Ao

ONTAP 9.18. 1L TlE. XX MEINT/QoSHR) O —%FEATETET, CNUITED. SUMREDEEA TS T
b EOFATO O (R a—LRY) OEAICRIS—JI—TFZEDH TR N TEFET, ¥
IWFTF 2 FERETIE. RAMIN/QoSHR) >—%FEHAT 3T, BEEIISVMDQoSHIRZSVMAD
ARUa—LeqgtreelllETEE S, ChICEKD, AVEa—FTa VIRESEBETIAIL—JSUY—XDN
SURERDBNS, Ty arvo )T AILNABT—o0— ROEBEIEL[ITHAAIEEICAED £,
FARINTE QoS RIS —F. RODATS UV MRFTHR—bEINET !

* SVM KU SYM IZE FN B FlexVol £7z1& FlexGroup R 22— L,
* FlexVol £ 7zl&FlexGroup7h ) 2 — L &R 1) 2 — LR Dgtree,

FRA BTN QoS KU —DIFE. BRAAERKROHIROELVWEY S —IMERINE T,

RDOFKIC, FLLEHLETS

LWEEIDY TR, 5332 RUS—FI—FICEIDY TR ENT
IRCHRDET..
SVM SVMICEFNBIARTORMNL—=SHF TV b

ONTAP 9.18.1 ZE1TL TL\ 315

&. SVM ICEFENS FlexVol K1) 21—
@ LB XUV FlexGroup R a—L%ER)

=TI —FICEDH TR T

TFEI

RUa—L R a—LFIFFLUNZZTSVM,

ONTAP 9.18. 1L ZRITL TWL3 15
B, R a—LZZTSVMZERD > —

@ TIN—TICEIDETEHEHTER
9o THIC. FlexVol & 7z I&FlexGroup
A a—LARADgtree= D LHTB &
HTEET,
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LEEIDYTR . 25F5r. RUS—FIL—TFICEDETEH AT

IREDET ...
LUN LUNZSORD 2 —LF7IEZSVM
T71I T7A4INESOR) a—LFIFSVM

FIE
1. 787747 QoSKRIS— JIL—T=ERLFT,

gos adaptive-policy-group create -policy group policy group -vserver SVM
-expected-iops number of iops/TB|GB -peak-iops number of iops/TB|GB -expected
-iops-allocation-space|used-space -peak-iops-allocation allocated-space|used-
space -absolute-min-iops number of iops -block-size 8K|16K]|32K|64K|ANY

‘gos adaptive-policy-group create’

DEFMICDWVWTIE. link:https://docs.netapp.com/us-en/ontap-cli/qos-
adaptive-policy-group-create.html ["ONTAPOAN K UTJ7L V2R

"M EBRLTLIEEL,

@ “-expected-iops-allocation’ 3 & U "-block-size I&. ONTAP 9Q.5LURF CRERTE X9, cNbH
DA T aid. ONTAP 94LEITIE Y R— T TULEEA

ROOAY Y RIE. -expected-iops' %300 IOPS/TBICERE L. -peak-iops' % 1,000 IOPS/TBIZERE L. -

peak-iops-allocation’ % “used-space’ |CE%E L. “-absolute-min-iops' %50 IOPSICEREL =T X 7«
7 QoS R >—4)L—7 “adpg-app1 Z{EF L £7 :

clusterl::> gos adaptive-policy-group create -policy group adpg-appl
-vserver vs2 -expected-iops 300iops/tb -peak-iops 1000iops/TB -peak-iops
-allocation used-space -absolute-min-iops 50iops

2. 7RTT74TQoSR) > — JI—T%R) a—LISERALET,
volume create -vserver SVM -volume volume -aggregate aggregate -size number of

TB|GB —-gos-adaptive-policy-group policy group

‘volume create DFMICDUWTIE. link:https://docs.netapp.com/us—-en/ontap-
cli/volume-create.html ["ONTAPOAVY VR UTJ 7L YR ZEBRLTLLIEEL,

ROOAR YV RIE. 72 TT47 QoS KR >— ' )L—7 adpg-app1’ R 2—L "app ICEBHALET -

clusterl::> volume create -vserver vsl -volume appl -aggregate aggrl

-size 2TB -gos-adaptive-policy-group adpg-appl
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ROARYVKRIE. T7AIWSDTHA T T4 TQoSH) >—4)L—F "extreme’ ZF L LVR 1) 2 — L “apps
CBIFEDR) 2— L appsS icBRALET, RUS—JI—TFICEEINZIL—Ty b ERIF. R a—
L\ Cappd’ & CappSTICERICERAINE T,

clusterl::> volume create -vserver vs4 -volume app4 -aggregate aggrié
-size 2TB -gos-adaptive-policy-group extreme

clusterl::> volume modify -vserver vs5 -volume app5 -gos-adaptive-policy
—group extreme

ONTAPC7 A TT 4 TR —TIN—TF>FL—b%HRETS

ONTAP 9.131 LIETIZ. 7R T4 T RUS— I —T 7oL —bE2FERBL
T SVM LARIILTZRIL—FY FOTIRE LRZBEHTE X9,
R EE

TR TTA4TRIS—FGIN—=—TFoTL—FETTFILEDERI S —TF apgle CDRIZ—IELDT
HEFETITFFE T, CLIZ/IXONTAP RESTAPITODARETE. BIFOSVMICOABEHTIT £,

CTHATTF4 T RIS—FTIN—TFoTL—krE RIS —OFREBICSYMICIER /= I3BITEIN=HR
a—LICOHBRAINE T, SYMEDEIFEDR) 2a—LDRXT—RAICEEIIHD £ A

TEATT4T RKIS—=TIN—=TF ToTL— b Z2ENCLIHE. SYMEDRY 2 —LICBENETER
CRVS—DERINE T, ENLOFTRERDDIE. EWELRICSYMICER X cl3BITINIR) 2—
L7ZIFTY,

* QoSRI S — JIL—=TRBHBSVMICIE. THTT4T RKIS—IJN—F ToFL—hrZ2REITB LI
TEEEA.

CTETTA T RIS—=TIN—F ToTFL—ME AFFT Sy b7+ —LAIFICHRETSNHBET T, it
DTSy bTx—LTHRETEEITH. RNRIL—TY MIEASNBVATRRMEDH O T, Bk
IC. FabricPool 77 U4 — b TlFRNRIL—Ty bZHR—ELBWVWT T VT = FADSVMICH TR T
TATRIS—=JIN—=F FToTFL—bZEBMTETEIN XIL—Tv FOTRIFBASTNEEA

* SVM#HMetroClustertB > SnapMirrorB8RD—EBTH BFE. S 7 —SNESVMICH TR TT714 T RIS
—JIN—FF>TL—rHBEEINET,
FIE

1. SVMEZEL T, 747747 RI>— =T FToFL—rZBBLET | vserver modify
-gos—adaptive-policy-group-template apgl

2. RYS—HEESNI-C e ZMEELET | vserver show -fields gos-adaptive-policy-group
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