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データバックアップを設定する
必要なソフトウェアコンポーネントをインストールしたら、次の手順に従って設定を行います。

1. 専用のデータベースユーザと SAP HANA ユーザストアを設定します。

2. すべてのストレージコントローラで SnapVault レプリケーションを準備する。

3. セカンダリストレージコントローラでボリュームを作成します。

4. データベースボリュームの SnapVault 関係を初期化します。

5. Snap Creator を設定します。

バックアップ・ユーザおよび hdbuserstore の設定

Snap Creator でバックアップ処理を実行するには、 HANA データベース内に専用のデー
タベースユーザを設定する必要があります。2番目の手順では、このバックアップユーザ
用にSAP HANAユーザストアキーを設定する必要があります。このユーザストアキー
は、 Snap Creator SAP HANA プラグインの構成内で使用されます。

バックアップユーザには次の権限が必要です。

• バックアップ管理者

• カタログの読み取り

1. 管理ホストで、 Snap Creator がインストールされたホストには、 SAP HANA データベースに属するすべ
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てのデータベースホスト用のユーザストアキーが設定されます。ユーザストアキーは、 OS root ユーザ「
hdbuserstore set keyhost 3 [ インスタンス ] 15 ユーザパスワードで設定されます

2. 4 つのデータベース・ノードすべてにキーを設定します。

mgmtsrv01:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN08

cishanar08:34215 SCADMIN Password

mgmtsrv01:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN09

cishanar09:34215 SCADMIN Password

mgmtsrv01:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN10

cishanar10:34215 SCADMIN password

mgmtsrv01:/usr/sap/hdbclient32 # ./hdbuserstore set SCADMIN11

cishanar11:34215 SCADMIN Password

mgmtsrv01:/usr/sap/hdbclient32 # ./hdbuserstore LIST

DATA FILE       : /root/.hdb/mgmtsrv01/SSFS_HDB.DAT

KEY SCADMIN08

  ENV : cishanar08:34215

  USER: SCADMIN

KEY SCADMIN09

  ENV : cishanar09:34215

  USER: SCADMIN

KEY SCADMIN10

  ENV : cishanar10:34215

  USER: SCADMIN

KEY SCADMIN11

  ENV : cishanar11:34215

  USER: SCADMIN

mgmtsrv01:/usr/sap/hdbclient32

SnapVault 関係を設定しています

SnapVault 関係を設定するときは、プライマリストレージコントローラに有効な
SnapRestore および SnapVault ライセンスがインストールされている必要があります。
セカンダリストレージに有効な SnapVault ライセンスがインストールされている必要が
あります。

1. プライマリおよびセカンダリストレージコントローラで SnapVault および NDMP を有効にします。
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hana1a> options snapvault.enable on

hana1a> ndmp on

hana1a>

hana1b> options snapvault.enable on

hana1b> ndmpd on

hana1b

hana2b> options snapvault.enable on

hana2b> ndmpd on

hana2b>

2. すべてのプライマリストレージコントローラで、セカンダリストレージコントローラへのアクセスを設定
します。

hana1a> options snapvault.access host=hana2b

hana1a>

hana1b> options snapvault.access host=hana2b

hana1b>

レプリケーショントラフィックには専用のネットワークを使用することを推奨します。こ
のような場合は、セカンダリストレージコントローラでこのインターフェイスのホスト名
を設定する必要があります。hana2b の代わりに、ホスト名は hana2b-drep になります。

3. セカンダリストレージコントローラで、すべてのプライマリストレージコントローラのアクセスを設定し
ます。

hana2b> options snapvault.access host=hana1a,hana1b

hana2b>

レプリケーショントラフィックには専用のネットワークを使用することを推奨します。こ
のような場合、プライマリストレージコントローラでこのインターフェイスのホスト名を
設定する必要があります。hana1b と hana1a の代わりに、ホスト名は hana1a と hana1b

のリプレゼンテーションになります。

SnapVault 関係の開始

SnapVault 関係は、 Data ONTAP 7-Mode および clustered Data ONTAP で開始する必要
があります。

Data ONTAP 7-Mode を使用した SnapVault 関係の開始

セカンダリストレージシステムに対して実行したコマンドを使用して、 SnapVault 関係
を開始できます。
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1. Data ONTAP 7-Mode を実行するストレージシステムでは、次のコマンドを実行して SnapVault 関係を開
始します。

hana2b> snapvault start -S hana1a:/vol/data_00001/mnt00001

/vol/backup_data_00001/mnt00001

Snapvault configuration for the qtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hana2b>

hana2b> snapvault start -S hana1a:/vol/data_00003/mnt00003

/vol/backup_data_00003/mnt00003

Snapvault configuration for the qtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hana2b>

hana2b> snapvault start -S hana1b:/vol/data_00002/mnt00002

/vol/backup_data_00002/mnt00002

Snapvault configuration for the qtree has been set.

Transfer started.

Monitor progress with 'snapvault status' or the snapmirror log.

hana2b>

レプリケーショントラフィックには専用のネットワークを使用することを推奨します。こ
の場合、このインターフェイスのホスト名をプライマリストレージコントローラで設定し
ます。hana1b と hana1a の代わりに、ホスト名は hana1a と hana1b のリプレゼンテーシ
ョンになります。

clustered Data ONTAP との SnapVault 関係の開始

SnapVault 関係を開始する前に、 SnapMirror ポリシーを定義する必要があります。

1. clustered Data ONTAP を実行しているストレージシステムで SnapVault 関係を開始する場合は、次のコ
マンドを実行します。
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hana::> snapmirror policy create -vserver hana2b -policy SV_HANA

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA

-snapmirror-label daily -keep 20

hana::> snapmirror policy add-rule -vserver hana2b -policy SV_HANA

-snapmirror-label hourly -keep 10

hana::> snapmirror policy show -vserver hana2b -policy SV_HANA

                   Vserver: hana2b

    SnapMirror Policy Name: SV_HANA

              Policy Owner: vserver-admin

               Tries Limit: 8

         Transfer Priority: normal

 Ignore accesstime Enabled: false

   Transfer Restartability: always

                   Comment: -

     Total Number of Rules: 2

                Total Keep: 8

                     Rules: Snapmirror-label  Keep Preserve Warn

                            ----------------- ---- -------- ----

                            daily              20  false      0

                            hourly             10  false      0

このポリシーには、 Snap Creator の構成で使用されるすべての保持クラス（ラベル）のルールが含まれ
ている必要があります。上記のコマンドは、専用の SnapMirror ポリシー sv_HANA を作成する方法を示
しています

2. バックアップクラスタのクラスタコンソールで SnapVault 関係を作成して開始するには、次のコマンドを
実行します。

hana::> snapmirror create -source-path hana1a:hana_data -destination

-path

hana2b:backup_hana_data -type XDP –policy SV_HANA

Operation succeeded: snapmirror create the relationship with destination

hana2b:backup_hana_data.

hana::> snapmirror initialize -destination-path hana2b:backup_hana_data

-type XDP

Snap Creator Framework と SAP HANA データベースのバッ
クアップを設定する

Snap Creator Framework と SAP HANA データベースのバックアップを設定する必要が
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あります。

1. Snap Creator のグラフィカルユーザインターフェイス（ GUI ）に接続します。 https://host:8443/ui/。

2. インストール時に設定したユーザ名とパスワードを使用してログインします。[ * サインイン * ] をクリッ
クします。

3. プロファイル名を入力し、 * OK * をクリックします。

たとえば、「 ANA 」はデータベースの SID です。

4. 構成名を入力し、 * 次へ * をクリックします。
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5. プラグインの種類として * アプリケーションプラグイン * を選択し、 * 次へ * をクリックします。

6. アプリケーションプラグインとして * SAP HANA * を選択し、 * 次へ * をクリックします。
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7. 次の設定情報を入力します。

a. ドロップダウンメニューから * Yes * を選択して、マルチテナントデータベースで設定を使用します。
単一コンテナデータベースの場合は、「 * いいえ * 」を選択します。

b. マルチテナントデータベースコンテナが * No * に設定されている場合は、データベース SID を指定す
る必要があります。

c. マルチテナントデータベースコンテナが「 * Yes 」に設定されている場合は、各 SAP HANA ノードに
hdbuserstore キーを追加する必要があります。

d. テナントデータベースの名前を追加します。

e. hdbsql ステートメントを実行する必要がある HANA ノードを追加します。

f. HANA ノードのインスタンス番号を入力します。

g. hdbsql 実行ファイルへのパスを指定します。

h. OSDB ユーザを追加します。

i. ドロップダウンリストから Yes を選択して、ログクリーンアップを有効にします。

注

▪ パラメータ「 hana_sid 」は、パラメータ「 hana_multitenant 」の値が「 N 」に設定されている
場合にのみ使用できます

▪ 「シングルテナント」のリソースタイプを持つマルチテナントデータベースコンテナ（ MDC ）の
場合、 SAP HANA Snapshot コピーは UserStore キーベースの認証で機能します。パラメータ「
hana_multitenant 」が「 Y 」に設定されている場合は、「 ha_USERSTORE_Keys 」パラメータ
を適切な値に設定する必要があります。
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▪ マルチテナント以外のデータベースコンテナと同様に、ファイルベースのバックアップと整合性
チェック機能がサポートされます

j. 「 * 次へ * 」をクリックします。

8. ファイルベースのバックアップ処理を有効にします。

a. ファイルバックアップの場所を設定します。

b. file-backup プレフィックスを指定します。

c. [ ファイルバックアップを有効にする *] チェックボックスをオンにします。

d. 「 * 次へ * 」をクリックします。
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9. データベース整合性チェック処理を有効にします。

a. 一時的なファイルバックアップの場所を設定します。

b. [Enable DB Integrity Check*](DB 整合性チェックを有効にする *) チェックボックスをオンに

c. 「 * 次へ * 」をクリックします。
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10. エージェント設定パラメータの詳細を入力し、 * 次へ * をクリックします。

11. ストレージ接続の設定を入力し、 * 次へ * をクリックします。
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12. ストレージログイン資格情報を入力し、 * 次へ * をクリックします。

13. このストレージコントローラに保存されているデータボリュームを選択し、 * 保存 * をクリックします。
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14. Add （追加）をクリックして、別のストレージコントローラを追加します。

15. ストレージログイン資格情報を入力し、 * 次へ * をクリックします。
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16. 作成した 2 番目のストレージコントローラに保存されているデータボリュームを選択し、 * 保存 * をクリ
ックします。
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17. Controller/Vserver Credentials ウィンドウには、追加したストレージコントローラとボリュームが表示さ
れます。「 * 次へ * 」をクリックします。

18. Snapshot ポリシーと保持設定を入力します。

日単位 Snapshot コピーを 3 つ、時間単位 Snapshot コピーを 8 つ保持するというのは、 1 つの例にすぎ
ません。これは、お客様の要件に応じて別々に設定することもできます。

命名規則として「 * タイムスタンプ * 」を選択します。Snapshot コピーのタイムスタンプ
は SAP HANA のバックアップカタログのエントリにも使用されるため、命名規則 * Recent

* は SAP HANA プラグインではサポートされていません。
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19. 変更は不要です。「 * 次へ * 」をクリックします。

20. SnapVault * を選択し、 SnapVault 保持ポリシーと SnapVault 待機時間を設定します。
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21. [ 追加（ Add ） ] をクリックします。

22. リストからソースストレージコントローラを選択し、 * 次へ * をクリックします。
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23. ソースストレージコントローラに保存されているすべてのボリュームを選択し、 * 保存 * をクリックしま
す。

24. [ * 追加 ] をクリックし、リストから 2 番目のソースストレージコントローラを選択して、 [ * 次へ * ] をク
リックします。
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25. 2 番目のソースストレージコントローラに保存されているすべてのボリュームを選択し、 * 保存 * をクリ
ックします。

26. Data Protection Volumes ウィンドウには、作成した構成で保護する必要があるすべてのボリュームが表示
されます。「 * 次へ * 」をクリックします。
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27. ターゲットストレージコントローラのクレデンシャルを入力し、 * Next * をクリックします。この例で
は、「 root 」ユーザ・クレデンシャルを使用してストレージ・システムにアクセスします。通常、専用の
バックアップユーザをストレージシステム上に設定し、 Snap Creator とともに使用します。

28. 「 * 次へ * 」をクリックします。
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29. 完了 * をクリックして、設定を完了します。
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30. SnapVault settings （ * 設定） * タブをクリックします。

31. SnapVault リストア待機 * オプションのドロップダウンリストから * はい * を選択し、 * 保存 * をクリッ
クします。

レプリケーショントラフィックには専用のネットワークを使用することを推奨します。セカンダリインタ
ーフェイスとして Snap Creator 構成ファイルに含める場合には、このインターフェイスをセカンダリイ
ンターフェイスとして指定する必要があります。

また、ストレージコントローラのホスト名にバインドされていないネットワークインターフェイスを使用
して、 Snap Creator がソースまたはターゲットのストレージシステムにアクセスできるように、専用の
管理インターフェイスを設定することもできます。

mgmtsrv01:/opt/NetApp/Snap_Creator_Framework_411/scServer4.1.1c/engine/c

onfigs/HANA_profile_ANA

# vi ANA_database_backup.conf

#####################################################################

########################

#     Connection Options                                            #

#####################################################################

########################

PORT=443

SECONDARY_INTERFACES=hana1a:hana1a-rep/hana2b;hana1b:hana1b-rep/hana2b

MANAGEMENT_INTERFACES=hana2b:hana2b-mgmt
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