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Configure ILM Policy

Create a proposed policy by selecting and arranging rules, Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make this policy the active ILM policy for the grid.

MName Exampie ILM policy

Reason for change Mew policy

Rules

1. Select the rules you want to add to the policy
2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannet be moved.

|+ Select Rules |

Default | Rule Name Tenant Account Actions
L2 Rule 1: 3 replicated copies for Tenant A% Tenant A (56889986524346589742) x
& Rule 2: Erasure coding for objects greater than 1 MB &8 = x
1/ Rule 3: 2 copies 2 data centars (default) (5 — x
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day 0
BiES ) I
Site 2 M
Duration Forever
BEISR
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Create ILM Rule step 1 of 3: Define Basics

MName
Description
Tenant Accounts (optional}

Bucket Name matches all || Value

/ Advanced filtering. . (0 defined)
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CADDHREICEROA T U MEBZIEE T BICIF. TSRS 7220w I LET L ZIUY
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* BHEOBEICA T I FMEBEZIEET BICIF. "BIMRE 220Uy L ORDHABZEML E T, X
I BIERIC1 T EDTZ2EEELE T,

Z DL, Create ILM Rule 7« ' — R @ Define PIft@& R—C%ZRLTWLWET,

Placements © It Sort by start day

Fromday | 0 store | for v 365 days

Type | replicated = Casiin ‘|DC1 ||Dc2 | Ada Pool Copies | 2 [+ % |

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information. .

Type | erasure coded v Location | All 3 sites (G plus 3) » Copies | 1 % / .+ XI
From day 365 store | forever v m
Type  replicated ¥ Location || Archive | Add Pool Copies | 2 Temporary location | — Optional — v (2) [+ | %
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FIE—DMERREN E I,
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IW=ILIL—EDREFIEZERT 25HEIF. DA< eH 1 DOEEFIEN 0 HEICHII L. €& L /CHEO
BICF vy TRV ZRERITIHEDNHD XY, £L T RRNAEEFIEIERRE AT TS
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IL—ILOEHEMMR T T2 . ROBEDO IV T YEBFIENERINEZ T, FiLLWAT2 o/ bJE—H
ERE . AERIE—FHIFRESNE T,

AhL—=2JL—R AL=UTF =)L ECTOT7 7). V=23 % 1ERT D

StorageGRID ¥ X7 LRADILMIL—ILZER T BHIIC. 7720 b ORNEFTZER
L. FEIT23IE—DEA TZRD. BEIZIGL TSIV =3 0 ZHRETHIHELHD
x9,

AL =PJL—FZEERLTEIDETEY"

C"AML—=C T ERELTVWETY"

CUSTRZ L=V T LOER"

LAYy —O=T 4 I TAT FAILORE"

"= 3VORE (FTPav. S30H) "

ALL=Y0L—FRZERLTEIDETEY

ARL—=2JL—RiE A=Y/ —RTERBEINTVWB AL =201 TFZKRL
X9 YA FDIRTD/ —RFRTIRREBL FEDA ML= /) —RIKEEDA T ¥
FZEETAELDICIMIL—ILZRETDHEIF. ARL—2TL—RZERLE T,
7z &, StorageGRID A—ILT7 SV aAML—CF7 FSATVRBEDRIRD R b+
L=/ —RICBEEDA TS 2RI TEE T,

MHERDHD
* Grid ManagerlCIdHR—FENTWBR TS OHZFERELTH A VAV T23HRELNHD XY,
*REDT IV RERNUBETT,

CDHERTICDOVT

BHEOIATDRA L —D%ZEATZ5EIF. B TZHANTIA ML —2T L — FZ2REICIGCTERT
TEJo APL=IUTL—FRZERTRE. AL =T ILOBRBICREDRA TOI ML -2/ —R%E
BIRTEBLDICBRDET,
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ARL—=SJL—RHAEETHRWEES (TRTDI ML=/ —RAFELHBERY) & COFIEZXFY
Tl ARL=CTF—ILOEHBICT 74 DR ML= L— R THS Al Storage Nodes ZERTE £
ED

LERTHLWA ML=/ —RZEMTRE. TDO/—FR TIRTOIL—=2 /=R OFT7AILEDXR
FL—=2JL—FRICEMENE Y. EDORR. ROELSICHEDET

* TAllStorage Nodes | ' L—RDR ML= T— L% FERT S ILMIIL—ILDIBE. IEROFTTE T <IC
FILLW/ —RZEHRATEET,

CARBLDAML =L —RZFCA ML= F—ILZ2ERT3 ILMIIL—ILDBE. UTICRT LD
ARZLDARL—=JJL—RZ/—RICFFTEDHTBITHLL/ —FRIEASh EEA.

AbL=2F0L—RRBBBUEICERLBVWTLSEEV, fcexid. AbL—2/—RTKIC

@ AbL=S0L—FZERT2DTIEHLS. EX ML =T L—FZ2HEHD/ —RICEIDET
F9o APL—=IJL—FZ 120/ —RICLHFIDETTVLWEWEE, €D/ —RFAMERAT
TR BB EER ONy IOTDBRET BRIRMEDHD £,

FIE
1. T*ILM > Storage Grades *1 Z#RL £,

2 ZbL=YJL—FZERLEFT,

a ERTIVEDNHBZIANL—JJL—RILIC BAZIUYILET QT7IAVNZ2IUvIL
TITZEML. RFL—=20L—FDIRNILZANDLET,

TI7AIEDARL—UT L —RISEETE £ Ao StorageGRID > X7 LADYLREFISEMI N3 5T
LWRKL—=2/—RAICFHNINTLES,
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
Storage Grade e Actions

0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Drefault 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

Apply Changes *

a BEFEOXNL—UJL—RZERETSHICIE. "REZIVVILET g 20 )y oL, HEICIGL
TINLZEELE T,

(D) 2EL—9UL—FEHBRT B LETEERA
b. [ZEBOBER 125y LET,
SAT. APL—UIL—FEX L=V — RICEID YT LN TEET,
3 ZARL—U/—RICRARL—UTL— RERIDSTET,

a FBALL—Y/—ROLDRY—EXT, *Edit* 2oy ILET g 20V voL. URMDER b+
L—2JL—FZ2BERLET,
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Storage Grades "4

LDR Storage Grade Actions
Data Center 1/DCA-51/LDR IDefauIt | V4
Data Center 1/DC1-S2/LDR Ew P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .

BEDA ML=V /—FICARL—=JJL—FRZEDHTEIENTESDIE 1 EIRIFT
To BENSUANULIEA ML =2/ —RTIRC MENICEIDETONTW R ML=

(D) JL—FpRENET, IMRUS—EF o7 HELEBLIC, CORDUTEEE
LBVWTLRESEW, EIDETHEESNBZ . HILLWRAFL—=2TL—RICEDWVWTT—
SRR NET

a [BEEQOHEAYNZI)vILET,
A== RELTVWET

ILMIL—ILZEETBEICIE. ARL—SF— LB EBLTA TV 0 N ORISR %
BELES. RANL—IT—ILZFl T 3R1IC. AML—ST—ILICEI B AT RS
DRSS LTLSIET L,

*"AML—=UT=I)LEiF"

R RL—U T LOERICET B HA RSV ERICRLES”

CEBOR N —ST—LEERLEY A ML T U= g0
 "—BEMARIBFIE LTOR ML= T —LDER (BELE) "

' ZRL—ST—ILEERLET

C"ZAML—=UF—ILOFlEERILTVWET"

AL I ZiRET D"

" ZRL—UT—LEHBRLTOET"

AbL=oF=)Leid

AbL=UTF=)E. ARL—=2 /) —RERIEET—HA4T /) —Rz@mENICTIL—F1
L7=bDTIT, ARL—UT—)LDERET. StorageGRID S R TLDA TSI T —
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T=NLZ 1 DUEERLES, LAYy —0—To 2707 71N 2flT3KIE. AL—2/—F
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A== )LOERICEET B HA RS2 RICRLET

AbL=UT7—IIZ2RELTERY 3mEIE. ROAARSAUICE>TLIEE

IRTDRL=IT=LDHA RS>

* StorageGRID ICIF. T7FAI MDA ML= F=ILEFTARTORAML=D/—RBEEN. 772N
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35



TILADPvy—0—T 4 I NEIE—IERTEA ML =T —IILDAA RSA 22 RICRLET
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* APL=CTF=ILICEENBR ML=/ —RETA FOBUCE > T ERHTEZ LA v—0—T«
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HERATET XA
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<IEEL,

J1)y RICHA D1 DL EBEWVEE. A1 LAY y—O—FT4 27707 71I)LIC TR

@ TDRRL—=2 /=R A== ILERE TIRTOY 1 b T4 Y1+ E
FRITACCIETEEFHA. CNICEKD. 2 D2HDOHY A MHEMENTZSZEICAILAT Y
— =T 27 7A7 71 IDEDNRZIDEHSENTEET,

*EBRAIN—TY FHBREBRIFE. A FEORY S T—ILAFTFIN 100 SUMREZBIZRRTIE. EHX
DY 2B RAML—=T—=IILEERT 2 RSN EFRA, LATVINERTZE TCP Ry
FTD—ODRIN—TFy bHMET T 378, StorageGRID KA TS TV b TS5 XY haER. BB, &t
AHETEEITABICETLET, A=Yy bDETIEZ. 7T FOBDIAHEFiAHH L DERMATHE
BRERAREICHET S (Strict £7z1F Balanced H"EXDIAAEIEL L TEIRSNTWVBIHE) . ILM F
A—DNy IO HEETIEENH D £ (Dual Commit NEXDIAHEEL L TGERINTWLWBRIEE

o

*ABETHNUE. BRIBZALADYy—OA—T 1 VI RAF—LICBERBRRIMEELDDBZLDR L -2/ —
FzXbL—=—ITF—LICEOHTLIEEW, fcRIE 683 DAL APy —0—T 4 VI RF—LZ2EAT
35813, 9EAULEDI ML=/ —FHRMETT, el B hZIDBCEDH 1 D2DR L=
J—RZEMTBCZHRELETT,

* ARL=2/—REYA MEICTERRITEFICOBLET, 7cexE 63 DML APy —0—T 1>
JAFX—LZYR—FT3ITE 3201 MIEhEN1 DUEDI L —D/ —RZECAML—
T—ILZHRELFT,

T—=AATENAE—ICBRIBZ AN =P T—ILOAAM R SA Y ZRISRLET
C A=/ =RET—NAT /- FOBAZEEC AL =T —LIRMERTE EFEA. 7—H1T N
ffAE—ICId. 7—HAAT/—RDHFEEEC AL =T —ILHBETT,

CT—NAT/—RHREENIA L —P T 2EBT3HEIE. AbL—Y/—RARGENTEI ML —
CT=NLEIC 1 DOUEDL TV — b AE—FRBALAPy—O—T 0 Y/ AE—Z2RFRFIIH4ED
HHET,

*JO0-NILASIATII OV IREDNEMICHE>TOWTER ILM IL—ILZER T 25BEIE. 7—H
AT/ —RPEENLA ML —VT—IILZERATEEEA, S3FTPz o/ bOvIZFRALTA IS
I ZEEITBFIEZSRL TSI,

* 7—HhAT/— RO Target Type H' I Cloud Tiering - Simple Storage Service (S3) | DHE. DT —
AT/ —RIZBBDAML—JTF—=ILICEENTVWBRHRENDH D £, StorageGRID DEEF|E%R SR
LTLEETL,
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"CLAT Y —O—FT 14 VI RF—LCIF"
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"—BERIBFRE LT R ML= T —)LOER (BELE)
"S3A T/ AV I TATI OV b EEIET S

"StorageGRID D EIE"

BEROZA LT —)LzEBLICY A FEL TV —2 3>

StorageGRID FRIBICERDO Y 1 FHEENTVWBRERIF. EHA MIXNL—=—UF—)L
Z1 D9 DER L. IL—IILDOEEEBEFIEICEADA ML —JF—)LZIBEETDH LT,
1 CEENSHFRETITEI, ILXxE. 220OL TV r—bIE—%ZERT S ILM JL—
IWERELT. 22001 MDA ML=V F=ILEEBETDE. EF 707 0
—HEHA M1 DT DEEESNE T, 2 00IE—%1ERTZIL—ILEHRELT3I D
DAL= F—=IILZIEETDE. 220 —DRLDH 1 MMIEASTNBE. X+
L= =BT« RZEAZEDONS Y AERDOELSICOE—DDREINE T,

ROFUE. ILMIL—=ILICE ST 2D2DH A MDA ML -2/ —REGCE—DI ML= F—ILICL U

—rFA TP FAE—DEEINIZEEICESRZD%ERLTVWEY, LTV —rIE—DR L=
—IILADFERAREAERED / — RICBESND O, —EOA TSI FOITARTOIE—H1 D201

Wk@&%%éh%j%ﬁﬁﬁbiio;®wfm SRATFLIFATS TV FAAAD 2 DO —%H A |k
1DRLZDRA ML=/ —RICC AT TIRCCCD2DOOAE— %A1 R 2DIEADAML— ) —RIC
BHLTUVWET, WINH DA FTEENRELEDTIVELITERLLBHT-BE. RESNDIDIEATY
T2 k BBB T T9Y,

—— Make 2 Copies (2 sites, 1 pool)

—7. ORI EBDR LT - ERLIBEDA T LI FOBRNAEZRLTVWET, COf
DILMIL=ILF. EF T2z bDOL TV r—hOE—Z 2 DL T2 DDA ML= F—ILICHET D
LOIEBESNTLET, BRML=—2TF—ILIKIE—ADY A FODIARTORI L =2/ —RPEFENTVE
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To BF TV bOIE—RBEEY A MIBMEINBZ D, TV bT—2RBET A FOEERT A FAD
TOEABENSHFRESINE T,

— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2

R T T T

BEDIAL == %ZFERT358E. ROSISEEL TSIV,

*nADIE—ZERT B3EEIF. nBU LD ML =T —ILZEMTIHRENHDFT, ezl 3
DOAE—ZERTBELDITI—IDRESNTWSIHEEIF. AbL—2TF =)Lz 3 DULEEET 3HE
NHOET,

* AE—DED XL =T —ILOHEFELHBEIE. #7227 bOAE—D1 DFDOERI ML —ITF—)L
I ENE I,

*AE—DHN R L =T —ILOBEDDBRWEE. T—ILBOT « AVERABONS VR zH#REL. &
HOIE-DELR L= F—LICRHENABVL S ICOE—DSRENE T,

CZARL=UT=UREELTVWS (LA ML=/ —RZBATWVWDS) BEIE. TV FDITART
DIAE—D1 D2DOY A MIDARFSNDEREEDHD T, BIRLIEA ML - T —ILICACR L —
P/—RFHREENTVWERWVWC L ZRER T RHENHD FT,

—BMBIBRE L TOR ML= T =LA (BEL)

AbL—=2T=I)2 12884720 bOEEZFERALTILM L—IILZER T 55%E
& —RNBRISARE L TERTS 2 DHORX ML - T -IILZ2iEET 2L DICKOHHN
9o

—BRARBAIERLEEINTED . SBOV U —XTHREINZFETT. A bL—IF—ILIE #FHLL ILM
=L O—BRBIERRE L TERLABVTLREL,

C) Strict IXD AAINEZEIRL7=84 (Create ILMRule Y4 H— RO X FwvF3) . —EHLIE
FriEHRINE T,

BEEHR
"BDAADT—2REF T 3"
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ARL=SF—)LEER TS T StorageGRID Y RTLDA TS U b F—2 %K
MY BGFRE. FHITBZRNL—YDAATHZRELEFT, FXML—TF—)LICIE
A RERANL=UTL—RABENZEN DULEEENTUVET,

BERDHD

* Grid ManagerlZ I3 R—F TN TWBR T SOHEFRBLTH A V1 VT I3RELHBD FT,
cREDT UL AERDNBETT,

C ARL=UF—ILOERICEAT2HA RSA U ERRL THEBELNHD FT,

CDRRAIICDWT

AbL=UT =)L, ATV T2 ORINGFIZRELE T, BEBIML—2TF—ILOBIZ. TUY
FRAODHA FOHe. LAV —bhIAE—FB3AL AP v—0—FT4 I AE—DRAFICEL>TERD F
ER

LT =2a ELUVE—FAM DAL AP Yy—OA—T 1 VI DFFIF. YA IR MNL—UT—
NWZERLETS, 7cexiE LAV — AT bAE—% 3 20U 1 MMIIEWT 355813 XML
_9“7’_”/% 39{’EE‘ZL§3_O

*3DOULEDHARTALADY—OA—T1 I $B5EIF. YA LIEIC1DOI Y M) ZEC AL —
CT=NEADERLET, FLERIE 3DDYA MIEXABA TPz b ZALADY—O—FT1 >
793581 ANL=—2F— L2 A DERLE T, TSRT7AAVZERLET S 7V 20
v LT B DIV MUZEMLEFT,

ALATPYy—A—FT14 27 7A7 7ML TERAINZ A ML= =)LICIE. 77106
C) D All Sites 1 FZZDHRVWTLEEIV, KDDIC. 1LAPvy—O—FTa VI T57—3%

MWITAHA NI CICAML—=F—LICI M) EZEBMLES, 28BLTLLETVW C

DFIEZEETLET e zIE. DESIEELET,

* AML=2JL—RHE-DHBZHEIEE. 1 DOY A MIRBREZX ML —DJL—FZ28CRML—DT—
IWEER LW T 2T,

"AEL == ILOERICEET 3 A RS Y ERISRLET"

Flg
1. ILM > Storage Pools *%* &R L £ 9,

Storage Pools (R L —T =)L) R=IHBPRREIN. EBBADIRTDA ML= F=)LHU X K
INE9,
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3.

40

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Nodes or Archive Nodes and is used in ILM rules to determine where object data is stored.

+ Create| | # Edt || % Remove | | @ View Details

Name © 11 Used Space @ 11 Free Space @ 1t Total Capacity @ 11 ILM Usage @
‘® Al Storage Nodes 1.10 MB 102.90 TB 102.30 TB Used in 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store chjects outside of the StorageGRID system. A Cloud Storage Peol defines how to access the external bucket or container where objects will
be stored.

+ Create | |_/‘Edrt'| X Remove . |CIearEn¥|

No Cloud Storage Pools found.

VR BCIE DRATLT T AN EDRA =T =)Ly SRTLT T AT A FDIRTOYA LZ(E
FAT23IRNTDRAML—=2 /=R BLUT TN DAL= T L—RTHBZIRTDR L=
—FHEENE T,

All Storage Nodes X kL —2F—JLIE iLWTFr—&2E 02—+ b &EMT S 71-UICE
(D) BWCEHINSLD. IMAL—LToOR FL—I7— L E@BRT5C L RSN E
Ao

CHLWR ML= =Bl e BIcid. T Efl) Z28RL KT,

Create Storage Pool (X L —SF—ILDER) #44 7O Ry I ANKRRINET,

Create Storage Pool

« For replication and single-site erasure coding, create a storage pool for each site.
« For erasure coding at three or more sitas, click + to add each site to a single storage pool.
* Do not add more than one sterage grade for a single site.

MName
Site | - Choose One — v Storags Grade Al Storage Nodes -
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

Cancel i

ALL=UT—-IILO—RBDRFZATILET,

LAYy —A—FTa4 I 7AT77AIILE LM IIL—IL 2R ETBREZICHNLPTVWRBIEFERL TS
T



4. [*Site*] RO FHA T - URARHBE'TDRML—=2 « T=ILDOY A R EERLET
Y4 hEBERTZE. RRNDAML—2 ) —Re7—HA47 /) —ROBHEFNICEFINE T,

5. AbL—=2JL—R*RFOYTEIVUIINS. IIMIL—LTIDR L= F—ILZERT3IHEIC
EAIBRAML—JD21 TZERLET,

7 # )L k@ All Storage Nodes X kL —2 5 L—RICIE. BRLIEY A FOITARTODR ML=/ —R
HEENE T, Default Archive Nodes R hL— 5 L—RIZIE. BIRLIEY T bOIRTOT7—hH1T/
—RHEENEFT, JUYRRDA ML=/ —REBICAML—=J L —RZEBIITERL TWLWEIBE.
FDJL—RH ROy FHEIVICRREINE T,

6. [[entries] | ¥ILFHA b LA Yy—O—FT 4 I 7AT7AILTRAML=U T =L ERHT 3551
ZERLETF 70N ZO Vv I LT EFAMDOIV M) EZR ML= T —)LICEBML Y,

Create Storage Pool

» For replication and single-site erasure coding, create a storage pool for each site.
« For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select mare than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 T Storage Grade All Storage Modes T »®
Site Diafa Center 2 v Storage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes T EI
Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes

Data Center 1 0 3

[ata Center 2 0 3

Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

=1

BEIBZITVNIZRERLIED. *T—HAT/—R* AL —JFL—REXL—D/
—REGCRL—JJL—FOAAZECA ML =T —ILZER LD TS LIET

CD TFEEA

YA MIEHOIY M) ZEMLTH. AL—=2T L —RPELBBERBESHERRE
nExy,

I hUZBEIRT BICIE. ZBRLET %o
OERICEED BTN, CRTFFZERLET,
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LW ML= TF =LA X MEMENE T,

&R
"AEL=TF—IILOERICEET 3 A RS Y RISRLET"

ML= =L lERILTVWET

AML=UT7—-IIOFElZERTLT. R NL—2T—ILOERSBARZEESELIED. 85
NTWVW3B/—FPRL—JJL—RZHBEELIEDTEET,

BEZHD

* Grid ManagerlCIEHR—FENTWBR TS OHZFERELTH A VA1V T23HRELRHD X,

BEDT Ut AERIPUETY,

FIE

1.
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ILM > Storage Pools *%3&R L £,

Storage Pools (R L —C =)L) R=IHRREINET, COR—JICIF. EBEHDAL—TF
— DI RTRREINET,

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is siored.

|+ Crea!e| # Edit || % Remove i@ View Details |

Name & 11 Used Space & 11 Free Space @ 1T Total Capacity @ 1T ILM Usage ©
e Al Storage Nodes 1.88 MB 280TB 28078 Used in 1 ILM rule
DC1 621.77 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DCcz2 675.82 KB 932.42 GB 932 .42 GB Used in 2 ILM rules
DC3 578.95 KB 53242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 280 TB 2.80TB Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container
where objects will be stored.

ITor

| 4 Create | # Edit|| % Remove || Clear

| m

Mo Cloud Storage Fools found.

CORICIE. ARL—=Y/—FRZBCEAML—CF—ILICEAT 2 RODBHAZENTUVET,

°*Name* : AL —JF—=ILO—EDRTSo
°*UsedSpace* : ARL—IF—=)CA TV b ERNT B 1DICIREFERINTVEZAR—ID

o
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°*FreeSpace* : ARNL—=UT=ILICA T b EEINT B 7-0OICEBRRIEERRD D AR—Z,
° *Total Capacity * : AL == LB AR ARL=—SF—ILADERTOD/ —ROA TS

b —ZICERATRERIR—IADEEHIAEY L 7,

°*ILMUsage * : A AL =T —ILOREDFERAKR. A bL—2F=)LiE. FRESATULWARWES
P 1DUEDIMIIL—=IL, A LAY —OA—FT4 27 7OT7 7). LIFEFOEMAETERINT

WBIZEDHD FT,

()  #RBRORL—IT—LIBHIRTES Et A

2 BEDRASL—UTF—I)LOFERZRTIBICIF. EOTTAREUZRIRL. T*FHHlZRT "1 Z:&ER

L&,

Storage Pool Details E—HIILHRREINE T,

3.
J—=RICDOWTHESRLE 9,

Storage Pool Details - DC1

Nodes Included ILM Usage

Number of Nodes: 3
Storage Grade: All Storage Nodes

Node Name Site Name

Dc1-51 Data Center 1
DC1-52 Data Center 1
DC1-53

Data Center 1

CORICIF. /—RIEICROBHRDEHEINTUVET,

© J— k%
A

'Nodesincluded* ] # 7% KX RLT. AL—UF—=IILICEFNE A ML=/ —RERIGT—HAT

Used (%) © i
0.000%

0.000%
0.000%

cEAEA (%) 1 AML—=2/—ROBE. #7010 b T —RICERTN TV S EFHERRTREIAN
—Z2DENEG, COBICIFA TV MART—RIFEFNEEA

@ &2 kL —Y/ — R®DStorage Used - Object DataF ¥ — MMZHRE CEREA (%) EH
RREINZET (* Nodes >*Storage Node>* Storage *)

4.

M*ILMUsage* | #7ZFRLT. A L= A REIMIIL—ILA LA S Yy—0—FT 14V 7 7
A7 7ML TERASINTVWRHESHhZHERELET,

COFITIE. DC1 RAL—=2TF—UE. POTATRIM RIS —IZ8END 2 DDIL—IILET I T+«
TBRID—=IZFENETV 1 DDIL—ILEWS 3 DD ILM JL—ILTERINE T,
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9,
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Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

C) ILM L= L TERIN TV X L —U T — LIFER TS £ Ao

Storage Pool Details - All 3 Sites

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
« EC larger objects

If you want to remave this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (§

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status &
6 plus 3 Used in 1 ILM Rule

=

ZOFITIE. Al3Sites ARNL—SF— IR A LAy —O—FT4 > 7O7 7L TERSNTUVE
To TEDA LA Y—A—FTa 07770 7274 THBRILMARIS—RD 12D ILM JL—)L
IC&>TERSINETD,

T

CD ALAPYy—0—FT4 7 7AT7 7ML TERAINTVE R L= F—LIFHIBRTE &

Ao

*ILM Rules R—2 * [ZBEIL. AL —2TF—ILZ2ERTZIL—ILOEREEEZTVL



ILMIIL—LDREFIEZEBR L TIIEE L,
6. AL =Y T—ILOFHORTMNTT LIcs. T*HLS "1 Z&ERLEY,

REEIER
"ILMJL—IL & K TILMAR ) & — DI {E"

A= TF—IIZiRET S

AML—=—CTF— I ZREL T, BFZEELED. YA MR NL—2J L —RZEH

LcDbTEET,

REBRHD

* Grid Managerl I3 R— TN TWVWBR T ZUHEFERALTH A V1 VT I3BEBELNHBD X,
*BEDT Ut AERIPHBETY,

C AML—=CF—=ILDERICEET R A RS V2 BREL TEBELRHD T,

C TIT4TRIMAR) > —DIL—ILTHERATNTVWBR A ML= T =L ERET 355I1F. BENATY
IV T—RDEBEBICEDEDICHETEIN EERTIVENDHD T,

CDRAZIZDWVWT

TOTF4TRIMAR)S—THERAINTVWBA L= T=ILIZHFLVWI FL—SJ L—REEINT 386
& FILWRARL—SJL—ROR ML=/ — RABFMICIHMERATN AV CITFELTLEE

LYo StorageGRID THILWA ML —2J L — RZ2@8HIRICERT3ICIE ELLEA ML -2 T =L Z2REF
LEHEICHLWILM R =27 074 TILTIHREBELRHD £,

FIE
1. ILM > Storage Pools *% &R L £ 9,
Storage Pools (R L —I =)L) R=IDHRRINEFT,
2 RETIZIAMNL—CT=ILDSTFREZVEERLET,

All Storage Nodes X kL —S 7T — JLIKIBRETET £ A

3. T @&~ ZFRLF I,
4. REICIHLT. ANL—ST— L& E2ZTBELET,
S MBEICISGL T, oA rE XML —SJ L —REERLET,
ML= =IILERER DA LA y—O—FT o> 7O7 7ML TERINTVLWRSE
R A LAYy —OA—FT A VI RAX—LEZEWMIEETDIHE. A MERIFXNL—D
@ JL—REZEITDICIETEZFA, IR ALy —0—FTa>o 70774
IWTHERETNTWARRANL—SF—ILICH A BT DL BRVWR ML —SF L — RS E

NTWVW3HE. Y1 D2 DDA L —JJL—FZ2ERATEEIETEEEA. T
3 BBEICEOTA LAY —O—T 1 VI XAF—LHENCRZT-HTT,

6. [RTF (Save) (1 &ZFTRLZ T,

IR’
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TIOT4TRILM AR S —THERINTVWBRA ML =T —ILICFRLWR AL =25 L— RZEBIL 7235
Big. FILWILM R > —% 729574 716 LT StorageGRID ICHILWR FL—2 5 L — REEFINICER T
B9, fLezid BEOILMARU>—oO0—->%ERL. T0o0->%27 071 T1LLET,

A= F—LZHIBRLTWET
FRAINTVWAWI ML= F—)LIFHIBRTE X J,
MEBRHD
* Grid Managerl I3 R— TN TWVWB T ZUHEFERALTH A V1V TI3BEBELNHBD XY,
*BEDT Ut AERIPHBETY,

FlE
1. ILM > Storage Pools *% &R L £ 9,

Storage Pools (R kL —T =)L) R=IBPRRINET,
2. 7—7I)L®D ILM Usage )2 BB L T. A L= T—IILZHIBRTE 2N ESHERRLET,

ZARL=SF=IDIMM L =L E A LAy —O—T o I A7 7 IILTHERAINTWVWRIHEE. X
=T —IILZHIBRT B CIETEEH A BEICIHLE TL * View Details * > * ILM Usage * DJEICIE
IRLT. AL—=2F—IILOERSBFIEREL T

B HIBITBAANL—SF—ILBMERINTULAWESIR. SUAREVERIRLET,

4. THIBR1 ZEIRLE T,

5. T*OK 1 #FEIRLET,

ISR ML—=UT—LOER

IS RAML—UT—)LEERL T, StorageGRID # 72 = k% S3 Glacier
Microsoft Azure BLOBR L =R EDHNERA ML —JICBEITE X T, #7070
cEJ Uy RONBBICHEEN TS, BAX MDA ML —CHKEZERALI-REBEO 7 —
HA THEBEICED £,

*"ISIURIAML—=UTF=ILERE"

C"ISURRAMNL=UF=IINATIS O NDSATH AL

C"ITURIAMNL—=U =)L ZERT Z KR

"SI RIAML—=UT—IILICEHT BRERBEE"

*"JSYURIKL—=YF—JLE CloudMirror L U4 —> 3 oL TOWET"

C"ISURIANL—=UF—ILDIERR"

C"ITIURIAML—=UT—ILDIRE"

C"ISURIANL—=UF—ILOHIBR"

C"ISURIAMNL=UTF=IIND NS TN a—FTa I
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IIURIAML=UT—ILEIF

P IRIANL—=F—ILTIE. ILM Z{#ER L T StorageGRID & X 7 LOAEBICA T
DIV T RZEBETET XY, L XIF. Amazon S3 Glacier . S3 Glacier Deep
Archive . Microsoft Azure Blob Storage D7 —HhA 77V ABEBR Y. 70t AEE
DEVATS I b Z2EIRMDITURIAML—JICBETEF X9, £l
StorageGRID # 72z 0 FDUZO RN I Ty T2 FEEFLT. T4 HFXZVANU %
LI 3CEHTEEY,

LM DS RIEHBE. V5T RAMNL=UT=IILIERA ML= F=ILICBITWE S, EBE5DBRRICA TS Y
FEIENT BEED. LM IIL—ILDOEEEFIBOIERRFHC F—ILE&ERLE T, 77ZL. A L—UF =)L
StorageGRID X T LADA L —2 /) —RERIET—HAT/—RTHEEINEITH. JSTRIAML—
ST=ILIEAZBDONT Yy~ (S3) £/Fa>7TF (Azure BLOB X L —2) THBREINET,

RDORIC. APL—=2TF= )L TTRIAML—OTF—)LORE, BUREHEERZTRLET,

AL=7F=I)L 9O RIANL—=UTF=)L
YER 5% Grid ManagerT* ILM *>*X kL —2F—  Grid Manager T* ILM *>*X kL —2 T —
W F T3> EFRY %, W F T2 a>EFRT %,

A== tEl T BHIIC. AL 95T RIML—=TF—ILZ(ERL Y BH
—DJL—RZety b TYTIRIHEDD I ABONT Y bEFOVTFZ2EY
DEI, b7 YTTRREBEDRHDXT,

T’FEET‘ c=_§ ) 7—11«%{ ﬁﬁ;UBEo E-ij( 10 'ﬂEo

47



AbL=2TF=)L

72T DRI StorageGRID AN 1 DU EDR ML —
7t

721U +DOERE
ZHIHT BER

ERINS T 2R
Ak

BATOT U MCEF
AEhdIE—#
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J=RERET—HAT /-,

TOT4THEILMAR) S —D ILM JL—
Lo

LAV =g F gAML a4Svy—0—
TAT,

B,

VIR RL=T =)L

StorageGRID ¥ X T LOANERICH B
Amazon S3 /N4 k £7:13 Azure BLOB
Z I\ I/_¢/“:| \/7__7_0

95 I9RZXML—UF—)LH Amazon S3
INT Y RDIBE .

* KEIZH LT Amazon S3 Glacier ¥
S3 Glacier Deep Archive 7 ¥ DIE IR
FOREBBFREFERANL—JICATO
IR EBITTBRESICNTY RSA47
TAONZHRETETET. AP LL
—J Y XT LD Glacier A AL—2 0
< X & S3 POST Object restore API Z
PBR—FLTVWBHRENHD £,

* AWS Commercial 757 K H—E X
(C28) THERATZIZITUVRILL
— 7= ZERTETEY, C2S &
AWS Secret Region #H7R— kL X
ERS

95 I9RAML—=F—)LH Azure BLOB
A L= T FDBAE.
StorageGRID (&A T2 U bZT7—hHA
TEICHITLEY,

cE RIS YSTURRIL=UT—
JVICEER Y % 3> 7 FIZ1& Azure Blob
Storage DS 1 7% 41 UV IILEEBZHRE
LBEWVWTL SV, J5TRXML—
ST=IARDOF TS U MIXT S
POST Object restore SLIEH'. FRE &
NESATHAUIINDEEERITZH]
BEMENHD £7,

TOT47RILMAR) S —D ILM JL—
Lo

LA r—og>:

UZORRANL—=JT—ILIC1 D e
WE(ZIGH L T StorageGRID (1 DU ED
JE—ZERLF T,

X1 DOOATTO U NEERDY
SYURIML—=STF—ILIC—EICHRIR
gBHLIETT XA



AbL=2TF=)L VIR RL=T =)L

MRUSFTID? FTOT T MMIVWDTHIREPLLT77ER BIRMDR ML=,
TE 3,

ISIRRML=2TF—UWA TSI DA THADIL

IV RAML—=2T =L Z2RETBHIIC. VTTVRRAML—2T=ILDRATIEIC
BWENTWEA T I bDSATHA VIR LTIRE L,

ESPEN
S3IUTIURRMNL=IT—NATZ2zIDIATHATIL

Azure : VST RRAML—=ITF=IA T2z DS THATIL]

S3 I USURRML=CT—INA TSI MDSATHAUIL

ROEIE. S3ITTTRIAML = TF—LIZBAENTWE A T bDIATHAIIINRT—2%RLT
WETo

C DR EHEBICH B [ Glacier | |&. Glacier X b L —2 5 X ¥ Glacier Deep Archive X k L

@ —JUOSAOMmMAEEKRLET, = LEAIAND 1 DHD. Glacier Deep Archive X kL — 2
S X Tl& Expedited ') X b 7PEBIIHR— b ENY. Bulk £7z1F Standard DAHHR— &
nxd,
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Client application

Client stores f Client retrieves object
@ objectin I @ copy with 53 GET
StorageGRID. : Object request.
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage

Pool.
Cloud Storage Pool
(external S3 bucket) :
I
I
S3 bucket I Client restores a
lifecycle moves : retrievable copy with 53
object to Glacier I POST Object restore
storage. I request.
I
Storage Class: :
—p Glacier or - =1

Glacier Deep Archive

1. * StorageGRID * |[ZH& SN TWVWB A TP U b

SATHAUINERBBTZDIC. 94T T7FV5—=23 0 F T2 0 % StorageGRID (21§
MmLE9,

2 FTDxO b2 S3UTTURIA ML= T —)LICKEE

°S3UTURRML—=UTF—IIZEBRBBARE LTERTS LM IIL—ILIZA T2 0 b H—E L 115
B, StorageGRID I3V T RX ML= T—I)LTEESNIEASBD SINTYy MIA Tz U b 27
gL,

AT TUMNSIISTURIAMNL—=UTF=IILICBEEINZ . 9547 7T 5—=23 0103,
A7V hH Glacier A b L —ZJIIBITINTVARLAED. StorageGRID 'S5 S3 GET Object &
KEFEBALTAIS TV b ERAETENTETET,

3. *F T 1Y b% Glacier IC1T (FRAE LARIDIREE) *
c MBIZISEL T, A7 U h% Glacier A AL —JICBITTEE T, T2 ZUENEED S3 N w RHS

FATHAVINREZFERBLTA TS U bzRIEX 3B EIC Glacier R L —2ICBITTE X
ERS
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FTST U b EBITIZBEIE. ASBDSINTY NEDSA 7H A VIILEKREEERT
PREHLNHBD XS, £/, Glacier AL —T U5 X%EEREL. S3 POST Object
restore APl ZHR— b T3 ML —JHRR ZERATI2HRENHD XTI,

Swift 7547 MIE2THRDIAEZEN AT I MIE. 9FTRIAMNL—=DF =)L %
FEALARWVWTL TV, Swift Tl& POST Object restore BRMHR— kAL oo,

@ StorageGRID & S3 Glacier X b L —J BTSN Swift 7 TP ¥ hzHiadit €
ho TNEDF T TV F%ZFRMAHET Swift GET object ERIFELK L £ (403 Forbidden
) o

°* B1TH. 4S54T T F U —S 3 2l S3HEAD Object BREFBALTA TS T2 FDRT—4&
AEEHRTEET,
4. *Glacier A AL =S AT IR E DR NT *
ATV bH Glacier A ML —=JIZBITEINTWVWBEEBE. 75147 7TV —2321F S3POST
Object restore B3R % B8 TRITL T, HiAHLABEAIE—%2 S3 VT TR ML= F—ILICU R B
TTEET, BRTIE. V75T RIAMNL—SF—)LTOAE—%FABATEZ2H . U FTFUIRBICERT

37 —27 Ut AMEE (Expedited . Standard. Bulk) Z3iEEL X9, st LARER JE—DBXEA
FRICET 2. AE—IIBFVICHEAE LAABERIREICED £9,

StorageGRID AN A ML —2 / —RICHA T bOIE—DNEET 3H5. POST

@ Object restore XK #R{TL T Glacier 6 A TPV b E VAT IZHEBIIHD FH
Ao GET Object BEXRZFRAL TO—AINIE—%2EEFAEITENTEFETD,

S AT PRI ENE L

FISTIO NIRRT ENBE, V54T N7 FUr—2 303 GET Object ER% RE TRITL
T VRN ENATo o b EGmABRIERTEET,

B
"S3 ZfEAYT 3"

Azure | VSO RIAML—UF=ILA TSI DA T4 0L

RDOEIE. Azure 75T RA ML =T = LIS TWE A TP T bDSATHA VAT —D %R
LTWET,
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Client application

Client stores f‘ Client retrieves object
@ object in | @ copy with $3 GET
StorageGRID. : Object request.
1
StorageGRID
A

StorageGRID ILM
moves object to
Cloud Storage
Pool.

o

Azure Blob Storage
(external container)

StorageGRID
sends request to
Set-Blob-Tier:
Archive.

Client restores a

retrievable copy with S3
POST Object restore

request.

— - Archive Tier

* StorageGRID * (&AL TWB A T o b+

SATHAUINERBTZEODIC. 94T NTTIVr—>a> R4+ T P 0 % StorageGRID IC1&
mLEd,

ATV bZEAzure VST R ML= T —)LICHEEE)

Azure 72O RZAML—U =) ZBESHFIE LTERT S LM IIL—ILICA T 0 b H—E LB E.
StorageGRID (37 5T RX ML= =)L TIRESNIAED Azure BLOB X AL —Y AV T HICATY
TV EREILET

Swift 7547 MIK>2TRDRAENA TSI MIIE 9T RAML—=DT—)L%E
ERLABWVWTLZE L, Swift Tld POST Object restore BRH 7R — b T8,
(D StorageGRID (& Azure BLOB A fL—S D7 —AA TRBICBITESNIESwit A 72 o b
At FEFEA. INHDA TPV bZFHAHT Swift GET object EXRIFKML £
( 403 Forbidden ) o

*AITOx O T —AATRICEIT BisH LARTDORE) *

AT hEAzure VTV RZA ML= F—)LICHEBIT D L. StorageGRID IFEEINICA TS T b
% Azure BLOB A L —S D7 —HA TBICBITL £ T,



A *FT—hA4TBNSF T2V hziEmr*

TSI BT —H1 TBICBITSNTVWBEE, 517> F 7T —3 33 S3 POST Object
restore B K% TEITL T, SiAE LERERIE—Z%F Azure VSO RXA ML —STF— LI R BT T
TEJ,

POST Object Restore %2 |F7H > 7= StorageGRID |&. #7210 b % —R#IC Azure BLOB X L —2
DU —ILEBIZFITL £9 ., POST Object restore EXRDEXNHAPRICET D & StorageGRID (dA T ¥
be7—ha17BICRELE Y,

StorageGRID DA ML — / —RICHA T U bOIE—HTEFHET BFE. POST

@ Object restore BSRZRITLTCT7—HA T 7V RERHISA TSI 2R N7 T 3%
BZHD £t A, GETObject EREFHL TCO—AILIEC—%2EEHZAEI O TEE
ER

S ATV MHEUSENE L
AT M Azure VST RIAML—=SF=ILICVR RSN 94T TS —23y
3. VRART7EINA T b ZEHAET-HD GET Object ERZRRE ICXETIF T,

TSI RRAML—=2TF =L Z2ERBTBRR

IO RAML=UTF=)LIE. WKODDIA—RXT—ATREIBRA )y bbb L F
ERS

NEBDIZFRICH B StorageGRID T—HD/NY I T v S
I5ORIAML—=YT—=ILEEAL T, StorageGRID #7720 M ENEDIGFRIC/INY I T Y T TEET,

StorageGRID HOAE—IC 7 VA TERWERIF. VFTVRAML—CT—ILVADA TV T —R%
FRLTISAT7YNERENMIBTEEXYS, ffls 95T RIAMNL=SF=ILVRONY O Ty THTI D
FIE—ICT7 U1 R$BICIE. RRE S3 POST Object restore BSRDWNEBIZHRDIFBEHNH D £95

DI RAMNL=—JF=ILADA TSV bT—RIE ARL—UR ) a—LFRIEA M-/ —RDOEE
HEREETEHONT-T—4R % StorageGRID 5 ) AND) §3BEICHFERATET XS, #7077 oaE—N
V5O RRAML—=UF=ILICLD SR> TULWRWES. StorageGRID (3A T2 7 b E—RICU X AT L
T VANUSNEER L=/ —RICHLVWIE—%ZERLE I,

NI Ty TEREKR #RETBICIE

1L EB—DISHORIAMNL—STF—ILEERT 30

2 2=/ —RiIAIzobaE—% (LT —baAE—F AL AP vy——FT« 72—
L) AL, J5UORIMNL—STF—ILCA TS o baE—% 1 DRRINT B ILM IL— )L %%
ELZET,

B IN=IEILMARIS—IZEBMLET, RIZ. RUP—%>ZaL—bLTT7o70LLET,
StorageGRID H* S AEBDIZFAAND T — X DFEE(L
ISIRIAML—=F—)LZEB LT, StorageGRID S X T LDAZBICA T U M ERINTET E9, =&

ZIE REFTBIVEDOHZ ATV MDBHBOD. ENSDA TP TV MITIERTEIERIBFLALD
DECBA. VFVRAML—VT—ILZERLTAT DI FZBEIX MO ML —DICREE L.
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StorageGRID D AR—RZ MR TEE T,
PEBLARRER ZEETBICIE -

1L EB—DUISHORIAML—STF—IILEERT 30

2. FRBECEVWVA TSIV A ML=/ — RSV RIAML—=JF—ILICBENTS ILM IL—)L%Z
HELE I,
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Storage Pools (R L —TTF =)L) R=IHARREINET, COR—JICIF ARL—=CTF—LED S

TRAML=TF=IILD200€IavhHBD FT,

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Nodes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

+ Create | # Edit || ® Remove | @ View Details |

Name & 11 | Used Space @ 11 Free Space @ 11 Total Capacity & 1T ILM Usage &
® Al Storage Nodes 1.10 MB 102.90 TB 102.90 TB Usedin 1 ILM rule

Displaying 1 storage pool.

| Cloud Storage Pools

“You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored.

| No Cloud Sforage Pools found.
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Create Cloud Storage Pool
Display Mame @ 33 Cloud Storage Pool

Provider Type @& Amazon 53 v

Bucket or Container & my-s3-bucket

Service Endpoint

Protocol & O HTTP & HTTPS

Hosiname @ example.com or 0.0.0.0

fa

Fort {optional) &

Authentication

Authentication Type 8 v

Server Verification

Cerificate Validation @& Use operating system CA cerlificate v
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*NTYRET—EXRIVRRAYMDEEL, BELILT OO vILEFERLTENSICTVERATE
BCCERELET,
CNTYbRZITORIAML—=UTF—)LE LTHEAT RIS, NTy MIR—D—T 710 Z2ETAAFE
To COT7AILIFHIBRLAWT L ZT L) x-ntap-sgws-cloud-pool-uuido

TIORIAML=CT—ILOBEEICKRT B EDEBAZERHLAIS — X vE—IHRKRRENE T, &
ZIE EREI S —HRELIIBER. BELLNAT Y FAFELRVBEEREICI S REINET T,

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

ISV RRAML=UTF =D Z TN a—Ta 2 JDFIEZER L. BE ZRALTHS. JFTRFX L
L= b 5—ERELTIRTV

BE IR

"ISORAML=CTF=ILD STV a—FTa "

C2SS3 : VU RAML—UF—)LODFEEEIBRDIEE

Commercial 72K H—EX (C2S) S3H—EXEISTTRIAML—JT—)LEL
TERT3ICIE. EREEX 1 & LT C2S Access Portal (CAP) Z&&EL.
StorageGRID B C2S 7H T > FAD S3 N7 MIT7 IR T B2 D—BENRI LT
DOV EBRTEBZLSICTEIHELHD £,

MEBRHD
*H—EXIVRRAYVEEETCAMazon S35 T RA ML= F—IILOEFXBHRE AT L TEL RELRH
D%,

* StorageGRID MCAPH —N\H5—RHNBRIL T v IILZBIS T3 OHIFERT 5. C2ST7HU > MZE
DHTENTWBRRABIF TSI VDAPINTA—REITRTEORERBRURLIUBETT,

° ;Zé—a_é EIJDIL\DIE)% (CA) b\%'?? Lict— /\CAEEEﬁib\%gT?O StorageGRID (= g@uEﬁﬂi%ﬁﬁﬁ
LT CAP H—NDO#AIEHREELET, Y—/NCAFAZIZIPEM T O— REFAL TLWIRERD
DFEI,

¢ EZéa_% ElJDIL\DIE)% (CA) b‘%?ﬁ Licoz147> I\DJ-.EEHib\' \E—C?o StorageGRID (=N L@uﬁﬁﬂi%
EALTCAPH—NICH L TESZHNILEI. V517> MIREIFPEM T O—FZfEAL.
C2S TAHAIY bADT IV EADFRETNTVWBIRERDHD FT,
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* USA Ty MNEHZOPEMTI Y O— RINEMBREIAVETT,
c U4 T Y MR AZEOMBREIEBESILINTULWIEEIIE. ESERADNITL—IHNRETT,
FIg

1L A1 Y>3 > T, [ ER1 7] FOy FH U >Hh 5 *CAP (C2S Access Portal) Zi#RL £7

CAP C2S DFREE7 « —IL FHRTZEINE T,
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Create Cloud Storage Pool

Display Name @ 53 Cloud Storage Pool
Provider Type © Amazon S3 v

Bucket or Container @ my-s3-bucket

Service Endpoint

Protocol @ © HTTP ® HTTPS

Hostname @ s3-aws-regicn.amazonaws.com

Fort (cptional) @ 443

Authentication
Authentication Type @ CAF (C25 Access Fortal) v
Temporary Credentials URL @ hitps:/fexample com/CAP/apifv 1 /credentials?agency=my

Server CA Certificate @ Select New

Client Ceddificate @ Select New

Client Private Key @ Select New

Client Private Key Passphrase
{optional) @

Server Verification

Certificate Validation @ Use operating system CA cerlificate v

=3 3



2. ROEHRZEANDLET,

a. [*Temporary Credentials URL] (Cl&. StorageGRID H' CAP #—N\h5—RHR I LT v )L ZE
BIBHDIERTITEBURLZANLET, CHUCIE. C2S 7AHU Y MIBIDETHNATWLS
WDAELVA TSI VD APIINTAXA—ERITARTEENE T,

b. 4 —/N—CAZERRZE*DHEF. *FHEIR*Z V1) v L. StorageGRID H'CAPH —/\—DIREEI_fEF
9BPEMTIVIO—RIN/CAMBAEZ 7y 7O—RLZEY,

C*JSA 7Y MNIFEE DB, *FLWVEREIRZ VU w2 L. StorageGRID H*CAPH— /NI L T
BEEHNTROICERTBPEMTI Y- RENEBAEZ 7y O—-RFLE T,

d oS4 7> FBHE OBEIT. “TRBIR*%ZV Vv I L. 75472 MEBEOPEMTI Y O—R
SN EREET7YO-FRLET,.

MERDIESLINTUVSEEIR. EBROTERZERITILENDD LY, (PKCS#8 THES{LTN
ERETR—F TN TOLEEA) -

e I5147 2 hOMERIESILINTUVEREIF. 77172 NOMBREESILTZDICOD/INIT
L—=XZANLET, ThAADZSIE. [ 7571472 MBEXF—DNRTL—X* 1T —ILR%Z
ZEHOEXICLET,

3. Server Verification 27> 3 > T, XOBERZIEEL X T,

a. T*FFEREDMKREE* ] T, *HRXZLCAGIBE=ZFERTS *1 ZFRLEF T,

b. Select New *x 2 1w L. PEMTIYO—R3IN7CAGERBEZ 7y O—RL £,
4 [1R17E (Save) 1&VUvILET,

JSORIAMNL—=VT—=ILERET S . StorageGRID TIERDUMEBHRITINE T,

CNTYRCY—ERIVRRAYIHEEL. EBELILILT OO vILZERALTENSICTIERTE
BEEIREELF T,

CNTYbNZITORIAML—UTF—)LE LTHERT RIS, NTy MIR—D—T 710 Z2ETAAFE
To COT7AILIFHIBRLAWT L ZT V) x-ntap-sgws-cloud-pool-uuids

TIORIAML=T—ILOBEEICKRT B EDEBAZEHRHBLAIS — X vE—IHRKRRENE T, &
ZIE EEAEI S —HRELIIBER. BELLNAT Y FAFELRVBEREICI S REINET T,

@ Error

422: Unprocessable Entity
Vfalidation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

ISV RAML=UT =D Z TN a—Ta I DFIEZER L. BE ZRALTHS. JFTRFX L
L—2T7 =L Z2d 5 —ERELTIIE L,
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BB
"JZORZAML=CTF=IWND STV a—FTa 2"

Azure : V5T R ML —SF— )LDEREEBRODIEE

Azure BLOB A FL—CAHAD I ST RRA ML= F=ILEER T 2551
StorageGRID B’ A 72 =¥ b DIEMRICFER T A3AMBAVTFDT7HIO > BT ho Y
F—%IBETINENHD X9,

VEBHD

CUSURAML=JT=ILDOEXRBHREZASDL. TONAHA XA T LT ™ Azure Blob Storage | %15
ELTELLBELHD £, *Authentication Type 7+ —JL K |Z Shared Key* h'RImENF 9,

Create Cloud Storage Pool

Dicplay Mame @& Azure Cloud Storage Pool
Provider Type @ Azure Blob Storage v

Bucket or Container & My-azZure-coniainer

Service Endpoint

URI @ hitpsimyaccount blob_core windows: net

Authentication

Authentication Type @ Shared Key
Account Name @

Account Key @

Server Verification

Cerificate Validation @& Use operating system CA cerlificate v
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C UTSIORAML—=ST—ILICERAEINBBLOBR L — O T FHAD 7 U1 XICER T B Uniform
Resource Identifier (URI) ZHESRL TEBELRHD X7,

C ARL=UT7AT DB EIES =Ly bF—ZIBEBELTEMELRHD £T, CNSDEIL Azure
portal ZfEA L THESTET X9,

FE
1. T*H—EXIVRRAVE*] €023 >T. 95T RIANL—=UF—ILICEATNS BLOB X ML —
SAVTFADT I XIFERT S Uniform Resource Identifier (URI) ZAALF T,

ROWTNHDOERTIEEL XTI,

° https://host:port
° http://host:port

R—rZIEELHEWVEES. 774/ FTIE HTTPS URI ICIE7R— k 443 A, HTTP URI ICIZ7R— bk 80 A
FRINZET, “Azure BLOBRX FL— O FFDURIDHI* & https://

myaccount.blob.core.windows.net
2. [*8BEE* (*Authentication*) 1> 3> T. XOBHREANDLET,

a. Account Name (C. ABH—EXOVTFEFABEITSBLOB A NL—JF7 AT Y bO&FIZEAILE
ER

b. T*AccountKey* ] (C. BLOB AL —ST7AHIYRDY—DU Ly bF—EANDLET,

() Awre IV ERIY L OBEE. HEF-REEERTEUENHD FT.

S [U—/\REE* | £U> 3> T V5T RIAML—UTF—ILAD TLS #EicARZE ORIEICFER Y 54 7%
ZERLFT,

TFo a3y B!
ARL—=FT A4 VIV RATLDCA ARL—FTAVIIRATLICA VA M=ILETNTWVWST 74+
SIRRZEEFERLEY DCAGIRAZE*#FAHL TERxRELE T,

HRZLCAGIRBEZFER TS HRXXL CAGREZFERT 5. [Select New]z2 ) w2 L. PEMT
IYVA—RENIGEEREZ 7y 70— R LE T,

SRS ZREEL B VW TS TLS EFUCERATSNBARRE RIS NE R Ao

4 [®7F (Save) 22Uy oILEY,
ISORIAMNL—=VT—=ILERET S . StorageGRID TIERDUMEBHRITINE T,

*AVTFLEURIDEEL. BELLILT VOV EERL TV VL ATES L ZREEL E T,

CUTSURAML=U =L LTS R7ODICAYTHICN—ID—T 7ML 2EZTAHET, CDT7
AILISHBR LA WT LK 72 &L x-ntap-sgws-cloud-pool-uuide

TIORIAML=UT—ILOBEEICKRT B EDEBAZERHLAIS — X vE—IHRRRFENE T, &
ZIE EAEI S —HRELIBGER. BELLIYTIHFELRVEEREICI S —HREINE T,
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IIORIANL=TF=IUDEZ TN a—To VT DFIRZER L. ME ZBRLTHS. VTR E
L—2T7—L s 5—ERELTIIETE L,

BIEIEHR
"ISORIML=DTF =IO STV a—Ta 20"

I3 RR ML= T —ILONRSE

VIO RAML—UF=IILZREL T, &Rl Y —EXIVRRA2 M XRIEFDOM
DEFHEZEETETET, 2EL. V5T RRAML—=DTF=ILD S3 Ny MFTIE
Azure A>T FTZZEEITB_EIETEFRE A
MERHD
* Grid ManagerlZ I3 R— TN TWVWR TS U EFRELTHA V1 VT I3RELNHBD T,
*BEDT U RERNUETT,
CUSURAML=UT—IIOREICETIHARSA UV ERRL TEBELHBD £,
FlE
1. ILM > Storage Pools *%&R L £ 9,

Storage Pools (R L —2 =)L) R=IHRRENZF T, Cloud Storage Pools 7— 7 I)LICIE. BEFED
ST RIAML=JT=ILHRRINET,
Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

/et

Pool Name URI Pool Type Container Used in ILM Rule Last Error
®* azure-endpeint hitps:/istoragegrid.blob.core windows.net azure azure-3 v

s3-endpoint hitps://s3.amazonaws.com s3 53-1 +

Displaying 2 pools.

N

- RETBIVIVRRAML=CT—IIDSIOF R 2 FERLE T,
- [#R&E (Edit) 122Uy ILET,

CREBIZIELC T, |r-as U—EXIVRRA VM BBEEILT OO vIL. £ISEAREDKEIEIAEZEE
LExd,

A W

@ IDSI9RIAMNL=UF=ILo7OaNA 2247, S3NTy b Azure AV T T %2ZEET
BLIETETFRE Ao

RIS —NEERE X 30 247V MEAEZ 7y 70— R LB EIE. REEAPOIREZHET
BIcDIC[REDIPAZTZRT | ZEIRTEXT,

($)]

. [R%EZ (Save) 122Uy LZEd,

IIORAML=T— N 2Z2REITDRE NTY EEEBFAVTFET—ERIY FRAY MHEEL.

70



BELIEILT YOV ILTENSICT I ATES Z D StorageGRID IC&k > THERIEES N F T,

IIORAML=T—ILOBEENKRMT B 8. TS5 —XytE—IHREFENET, e xid FAAET
S—HRELILBEREIS—DHRESNET,

ISIRRAML=VTF=IIDRZ TN a—Ta I DFIREZBR L. BE ZBRLTHS. IJTTFX
FL—2TF— b 5—ERELTIIEE L,

BB
"JSURRML—=UT—ILICEAT B EREIR"
"ISORIAML=DT =IO I TN a—Ta 20"
U5 RRAML—UT—ILOHIR

ILM JL=ILTERAINTH ST, ATz T —2DEENTLVWERWVWISTTRI ML
—O =)L %ZHIBRTEET,

BEREHD
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1 VT I3HRELNHBD £,
*REDT U RIERNUETT,

*S3NTY bEREAzure AV THICA Tz bHAGENTVWRVWI EZRLET, V5TURI ML
—OT—=IICFA TPV bHFENTVBIHEE. EDRX ML= TF—ILZHIBRLES ETHEIS—HR
$LFT, ISV RRAML=—TF=ID STV a—T4>01 Z2BRBLTIETEL,

DI RAML—=TF =L ZERT % & StorageGRID (/N7 y M F/lFOYT7FHICT—
() »—77LzEBERH U5URILL—VT—LELTHALET. COT 71U
HIBR LR WTL £E L x-ntap-sgws-cloud-pool-uuide

* T ZERLTVWSRIEMEDH S ILM L—LZHIFRL TE T X T,

FiE
1. ILM > Storage Pools *%3&RL £,

Storage Pools (R kL —TF—)L) R=IHBRRINEFT,
2. ML= THREFBAINTVWAWI STRI ML =S T—IILDSTAREVEERLE T,

ILM L=V TERINTWEITTRIAML—UF—ILIFHIBRTE EEA. THHIBR) REISEMICHE
O—Cb\ijo
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Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or
container where objects will be stored.

[+ Create ][/ Eat] | x Remove | Glear Ene

Pool Name URlI Pool Type Container Used in ILM Rule Last Error
*  azure-endpoint hitps:/istoragegrid.blob.core windows.net azure azure-3 v
s3-endpoint https:/fs3.amazonaws.com s3 53-1 v

Displaying 2 pools.

3. [HIE& (Remove) 1Z27UwoLE9d,

ROBENRRINET,

A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Pool: My Cloud Storage Pool?

=13

4. [OK|ZZU YO LET,
USRI ML=V T— IR ENET,

BEIER

USRI =S T—LD S TN a—F 1 T

DI RANL=SF=ILDEZ TN a—Ta20

57 RAML—=UT LD, fR&E. BIRKICTS —MRELIIGEIE. UTO b
ZINSa—T« I FIEZERL THE ZBRL TSI L,

IS—HWEELIHDESIHZEELTVET

StorageGRID Tld. §RTDIZTITRA ML= F—)LOBEEUEFTvIZ 1 FIC1ERITLT. IFTUR
AML=2F =N TORATER . BLUT—IIUDEBICHELTVWA e ZHERELET, Be2MFx
v THEEMRHEINZ . ARL=—DT—=IIR=DDITOVRIANL—=F =L T7—TILOFEIEIOIT S —
FICAvE—IMRRINET,

ROFIE. BIVFTITRAML—VT— /L TRHESNERFOIS L. T7-DRELTHSOREZTRLT
WETo
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Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external buckst or container where objects will be stored.

Pea URI Pest Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
s 53 10.96 106.142-13082 =3 53 v request failed caused by: Get https://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection (Client. Timeout exceeded while awaiting headers)
8 minutes ago.
http:/ipboerkoe@10.
Azure | 96.100.254:10000/d | azure  azure "4
evstoreaccount1

Displaying 2 pocls

Flee BESOURICHLWISORIML—ST—ILOIS—DEELEECEHEEMF T v I TRES
NnNdc. * V959 RIAML—=SF=IILERIS—* 75— MNIA—CNET, COT7F—FDEX—)LE
MEZELEBSIFE. ANL—STF—ILoR— CILM*>*Z ML —S 7 — )L %38IR) (IC#EE L. Last Error
FIDITS—AyE—CBEELT UTDORS TN a—Fa>0 « A RSAVEEBBLTLES L,

Io—hWEERINI-HDESHERELTVWET
IZ—DREALBR>TVWEIEBZRLIES. T —DBRINIHAESHZERHEETET X, Cloud Storage
PoolR—J T, ITVRRAY MDA T3 VRAEERL. *ClearError*z 27 1) w2 L%

9o StorageGRID I ST RAML—=STF=IDIS—% U7 LI ERTERAX v E—INRRIN
£9,

Error successfully cleared. This error might reappear if the underlying problem is not resolved.

FEREHBES>TVWBRBBEIBRINZ L, TS5—XvtE—JRFRRINELED FT, 12 L. IBANLAREEN
BETNTUVWARWGES (FRIEMOIS—HDREELESZE) . HPUAIC LastError FIC TS —X vt —
NRRINZE T,

IS5— . COUVSTRAML—=SF—LICIEFHLAWVWIY T OYREENTUVET

DO RRAML—UT—ILZER. RE. FHRIFHIBRLESETBE. COIT—HRETIHEEHNHD X
To COITT—IE NTw bELEEFADTHITHEENTVBRHEICKEE L XY x-ntap-sgws-cloud-
pool-uuid ¥X—H—T 7AILTETH. BETNBUUIDH T 71ILICHD £ A

BE. COIZ—DRRINZDIE. FILWITTRIAML—F—I)LEERL TLWT, StorageGRID D3]
DAYVREAVZADNTTICAL VSTV RA ML= =L EFRALTVWEHEDHTY,

M ZEIET3ICIE. XOFIEERITLET,

AR IR DISTRIML =TI EZFERAL TWAWI EZHELE T,
* ZHIBRL £9 x-ntap-sgws-cloud-pool-uuid 77N LT VTV RRA L= T—ILDREZHE
FEITLTLSIEEL,
IZ— 07T RRAML—F— 2B EIEEBH TETELEATLe TV RRAYMDSDIS—TY
DZIRAML—T— I ZERERIFRELL ST DL, COITT—DRETIEEHNHBDFET, COT

F—I&. ASHOEHE TcIFHER DREE NREAT StorageGRID BNV ST R X L =2 F—)LICEETAH AL
CCZERLTVWETY,
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R ZBIETBICIE. TVRKRA VD BDIST—XyvtE—C%BERLET,

*IS—XytE—JICHEENTWVWBIES Getur. EOF %2 Uwo L. 95U RIL—F—)LICER
SNB3H—EXIVRRAED. HTTPSZ KRB 5OV THEIENTry MIHTTPZO ML %EE
BALTWARWI EEZRERELET,

c IS —XytE—JICHFENTUVBIFE Get url: net/http: request canceled while waiting for connection’
ZOV)wOLT. RAL= /=R STRIAML=F—ILICERT R —EXIVRRA Y MIT
JEATEBZLDICRY FT—IORETHAINTWVWBR L ZHRLE T,

*CEOMDIANRTOIVRRA Y EIST—AXyE—JIC00WTIE ROWTNID FIFERDRIEZEL
TLREE L,

c USURRML—UT-IILRBICADLICRBICE CRBONS Y TF RcldNT v hefEp L T,
HLWISORIML—2OT—IILZBERELE T,

c USURIAML=UTF—ILRICEELLIYTHELRBNT Y FRZEBELT. FILWISTRI K
L= ZBERELET,

IT5— ! CAIRAEZMITEIETEATLL
TIORAML=T— L2 ERETISREL LS TBE. COIS—HRETBZHEHHDET., DI

S—lF. VT RAML—=UF—I)LDRERICAT LI-EEBE % StorageGRID NRIFT TET R 2 LB EICH
£ LET,

B Z{EIEY BICI3. EE LT CAGERREICREN BRVLWHE S H EREEL T,
IS—:CODIDDIZTRIAML—=CF=ILHRDOHDEHATLLE

TIORAML=—T— N ZmEFLIFHIRLES TR E. COIS—HEETZHEHHDET, DT
F—lF. ROWTNHDEHTIY FRAY D 404 BEZRLIBEICEELFT,

*USTURRAML=T=IULISERENIEI LTV vILIS, N7y EDOZAEDHERDH D FHE Ao

CUTTURAML=UT=ILIZERINENT Y MMIIEHEENFHEA x-ntap-sgws-cloud-pool-
wuid N—Hh—7 71 )L,

R Z{EIEY BICIF. ROFIEZWS DOHRITLET,

CRELLET7I7EAXF—ICBEEMITENTWVWR A—HICHNERIERIH S ZHRL £,

c MBRIERNHZ LT vILEFERLTISTORIAMN L= T—IILZRELE T,

* BEFRAEL WFEIE. Y R—MIBBVEHELTEETU,
I5— 53O RAML=SF=ILORNBZEHERCTCETELFATLI:e TVRRAMVEDSDIS—TY
DT RIAML=UTF=IIZHIBRLESETRE. COIT—DREETIHBEDDHDET, COITT—IE. A
SHh OEFER 7= ISRERE N RET. StorageGRID I ST RIAML—=JF—=ILNry bV T Y %S
HFENBTVWC EZRLTWVWET,

BIRE ZBLETBICIF. TVRRAVEDSDIST— Ayt —CZ2HBRLET,
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T > — . Objects have already been placed in this bucket

IDZIRIAML=UF=IILZHIBRLESETDE. COIT—DRERETIHZEDHDEFT, ILM ICK>TEH
SNfT—32. V5O RIAML—=UF=IILOERERIC/NT Y MIEBESNTW:T—4, £HIZIVTTRX
L—SF— ILDERRBICHDY —RCE>TNAT Y MBI N T —2NREEFNTVWEZISTRIMNL—
T—ILIFHBRTE £ A

M ZEIET3ICIE. ROFIEZ VWS DOHEITLET,
(OSORAML=SF=IATIS I MDSA 710 OFIBICR-T. ATV %
StorageGRID ICEL 9,
CHBODFTT VD IMIZE DT TTVRI ML= F—LICERBETNTUVWAW S E D EELIZEIE.
NTY DA T b ZFHTHRLE D,

ILM 2 > TRBSNETREDBSE 759 KX FL—IT—Lnbid, FTVTs b
(D) FHeEmLELT S0, FHTHRLET TS TS FCBH LT StorageGRID 157
DEALES L LT, MIRLIEATI TS MEROND Ft A

IZ5— 039 RRAML=UF=ILZT7I7€ALESELT. 7OFSTHABIS—MNRELFLL

AML=Y/—REITTRRAML—=IT—ILICERTBHED S3 TV RRA Y FOMICIEEBREX ML —
DT7OF L ERELIGRIC. COIS—HMRETHARMDADBD X, COITF—F. ARB7OFH—N
MISORIML=VT=ILDIY RRA Y MIBETERVESICEELE T, L XIE. DNS H—NN
RRARBZBRTETLVGEER. ARy FT—JOME NEETSHEDNHD FT,

B ZEEY BICIF. ROFIEZWS DOHRITLET,
*USIRIAML=VT—IILDOHRE FILM>*X L= T =)L) ZHEERLE T,
C AL =27OF U —NORY MU —UREZHR LI T

B
"ISORAML=CTF=NF T MDA THATIL"

ALAP%Y—0—FT1 I 7A7 71 ILDORE

ALAPYy—OA—To > 7AT77AIINZRETDICIE. A L= =)L %6437
DALATY—A—T 4 VI XAF—LEBEEMITET, CNICED. ILMIL—ILDEE
FIEZRET DRI, 1 LAYy —A—Ta 77O 7ML EBIRTITBELSICHED
9, ATV MDIL—IIICT—RTBE. 1 LA vy—A—FT 4 VT XX —LIZHKE>
TCT—RITSITXARENI T TTIAXAY RHMER TN, R L= F—ILRDORIA
BRICOEENE 7,

A LAY —A—FT oI TOT 71 ILDER"
MMy —O=T 4 I T7O7 71 ILOHARE"
AL ASY—OA—TFT oI TOTFAINEIETIOT 1« TILTB"
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ALATy—O—T14 27707 71 ILDIER

ALY ——FT4 27707 71N EZERTBICIE. AL—2/—RZETR -
L= =2 LA Yy—O—FT ¢ VT XX —LICEAEMITE T, COBEERMRITICE
D ERENBT—RISTXEBELUNI T ITSTXANDEE. BTST R
FaEZICDEECE T 3D DRED £ 9,

WEBHD
* Grid ManagerlZ I3 R— TN TWVWBR TS EFRALTH A V1 VT I3HEBELNHBD £,
CHBEDT U AERNBETT,

*HARZADRITEECRA ML= T =)L, FRE3DULDT A FZBECR LT —ILZERL THL
HERHDE T, U1 D2 DRIFOR ML =T =L TRALADy—0—T 1 VI RF—LZERAT
TFEFA

CDRRATICDOWVWT

ALASYy——FT o> 707 7AINTERAITDZIAML—JF=)LICIE. U1 DY D2, £33 D
UEEENTVWBRELRHDXT, 1 FORTEMERRT BICIE. A NL—=2TF—=ILICH A D AERCED
3DWETT,

® A=V /—REBCA ML -V T— L EERTIUBLABDET, LIV v—0—F7
VOF—BBILT—N1T ) — REFERTZ L TEEE Ao

FE
TLIM*>* A LA vy—0—FTo T *&=&RLET,

ALADPYy—O—T4>27D7AT 7AIR=IHBPRRENET,

Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To cresie an Erasure Ceding profile, select a storage pool and an erasure coding scheme. The storage pool must include Storage Nodes from exactly one site or from fhree or more sites. T you wani to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

|+ Creale| # Rename | | @ Deaclivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2. [{ER% (Create) 1% UwoLET,

EC 707 7 LDERA A TATRY I ANKRENE T,
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Create EC Profile
‘You cannot change the selected scheme and storage pool after saving the profile.
Profile Name & MNew Profile

Storage Pool @ ~

B AL AJYy—A—FT4 2770771 IILO—ED&IZ AT LET,

ALADPvy—0—T«>J7AT77MIINBIE—ETHIUENHDFT, BIFEOTOT7 71 IILOLHIZE
B3, £07O07 7AIWDET I T4 TIEINhTVWTH, BT S—DEELFT,

C) IMIIL=ILDOEEFIET. A1 LAy —0—T1 27 7O7 7M1 ILEHFI L =T =)L
HBICEMENE T,

From da 365 store | forever v :
: Erasure Coding profile name

Type | erasure coded ¥ Location | All 3 siies (& pius 3} Copies | 1 |__+_ »

Storage pool name

4. ZDALASvy—A—FT 40O 7 7 IBIERLEER L= F— LB BIRLE T,

Uy RICHAL D1 DL BWEE. TI7AILEDRA ML= T =)L, §RTDR ML

@ —J /=R, FRETIAIIN A NTHZIIRTOYA b Z2EL A ML= —)LIKE
HATEEHA. CHUCED. 2 D2BHDOY A FABIMENIZBEEICAI LA Yy—d—FT 0>
J7A7 7AIDEMCRZDEHRSIENTETET,

Z L= T A M2 DB EENTVBHE, TORFL—UT— LA LA
()  Ov—a—F IERTBCLIRTEER A 20001 FEGEAFL—UT—ILT
BALAYy—0—T 4 VI AFXF—LZERATEEE Ao

A== Z2BEIRTZE. T—ILHADZA L=/ —RET A FOBICEDWT, AR L
AP ——T AV AF—LDI)ADRRRINET,
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Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Mame & G plus 3

Storage Pool @ | All 3 Sites v|

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code & Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &
L 6+3 50% 3 Yes
2+1 50% 1 Yes
4+2 50% 2 Yas

FRMEBEAN LA y—0—T 4 V7 AF—LICDVWTROBEBRNKRREINE T,

AL AT —A—T T A—R* AL APy —A—TFT 4 VT RXFXF—LDEHI T—RITFTTXY
F+ NXUF4TSTXY POFRTERINE T,

CHRARL=THF=N=AYR (%) * AT DT AV A XZRBEL L. NUT4T357
XY MIBEBEBEMDRA L= AML—=2F—=N=AY R =NUTA4 TSI bOKEKR | T—
BT ST A2 kDR,

CHRARL=/—RORARM* 1 ATP I T —RDOFAHE LD EIRERIRE T, BRIHFRIND X
l\ l/_¢/“/_ P@i&o

° * Site Redundancy * { BRLIA LAY —O—FT 4 VJ T A D1 DN THA TP b
T—RDFHAHHE LN S D ETRLEFT,

Y1 FORARICZERT BICIE BIRLIERA ML =T —LICEBOT A EHAZENTVT, EDY
1 EBPRONTHOFTDBBDRA L =2/ —FHET A MIBRBESN TULWBRERHD FT, Tt X
iF B3 DAL APy —O—T 1 VI RF—LZ2FERALTY A FORRICZEERT B 7cHICIE. R
LIEERRL=2TF=I)LICHA RA3 DUESENTVT, BT A MIX ML=/ — A3 DULES
ENTLBHEDBDXT,

Ayt —JIFRODBEICKTEINET T,

CEIRLIA L =T —IILTREY A FORKREDPEEREINEEA BIRLIEA ML —2TF—ILICERE
NTWBTA D1 DRITDFEIF. RDX Yy E—IHRTEINET, /—RZEEHNSKRET 25
Bl ML= TIOA LAYy ——Ta >/ 7O 7ML ZFERTETFT,

Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
. 2+1 50% 1 Mo

The selected storage pool and erasure coding scheme cannot protect object data from loss if a site is lost

To provide site redundancy, the storage pool must have at least three sites.



CBIRLIERA ML =T IADR AL APy —0—T 4 VI XAF—LOEKZH/ L TVWEEA, X
W BIRLULIERA ML= T —LICEENTWVB T A A 2 DRITDIFEIR. RDOX v E—IHRRE
NET, ILAPy—1—TaAVJ2FALTATO I b T—2%ZRETIHERE. Y1 D1 D
. FRF3DUEDR ML —IT—IILZERTBIVENDHD I,

Scheme

Erasure Code @ Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &

Mo erasure coding schemes are supported for the selected storage pool because it contains two sites. You must select a storage pool that
contains exactly one site or a slorage pool that contains at least three sites.

e JyRICEEFNZTA D1 DREIFT. TITFILEDA L =T =D ITRTDR L =D/ —
R. RTINS A R THEZIRTOYA b ZETCR ML -2 T =)L ZBRLT5E,

Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Profile Name EC profile

Storage Fool All Storage Nodes v

3 Storage Nodes across 1 site(s)

Scheme

Erasure Code Storage Owverhead (%) Storage Node Redundancy Site Redundancy

No erasure coding schiemes are available for the selecled storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid

CBIRLIeTM LA Yy—A—FT 4 VT RFXF—LERAML—=STF—=IDN BIOA LA y—0—F 45
TO7704IILEEELTUVET,
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6.

Create EC Profile
You cannof change the selected scheme and storage pool after saving the profile.
Profile Mame & 2 plus 1 for three sites|

Storage Pool @ All 3 Sites v

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code € Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
6+3 50% 3 Yes
L] 241 50% 1 Yes
442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile‘fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

COBITIE. DAL AP Yy—0—T > 7OT 7T 241 AF—LZFERLTED, 07O
T7AINDARL—=F—=ILTHAIZSites A L= TF—ILOVWT A DY A FZERLTWVWST:
. EEXvE-—INRRINZET,

COFLWTOT77AMIEERT A CIETEEREHAD. ILMARU S —TFOT7 71 ILOFERZHEBT 3
BIE+DICEETRIHERHDE T, COFLLWIOT7AILEMOTOT 71 ILTI TICRESATL
BEEOALASYy—A—FT 4> JA TV MIBET S L. StorageGRID ICK > TERICH L WA
TOTORITIIXA DY FHMERSNE T, BIFED 241 757 X MIBRFAINGEL, 1LY
v—A—T A VI AF—LDEILTH>TH. B2 LAPYy—A—T > 7077 ILh 55070
T7AIICRETIRE. VDY —XOBEDIRETZEEEELHD £,

BB ADy—0—T 1 VI RAF—LHBRFRENZHEIF. AT XAF—L%Z 1 D&ERLET,

EDA LAYy —A—FT a4 VI RE—LEFRTINERDBICHI->TIE. 74—ILERLSVX UN
FA4 2T X FOBHRZWVNEET L RDB) LBEICKBRBERRYNT—I RS T0v Y (FS5TX LD
BHZWEERY NT—O ST v IBIBINTE) ODNSURZERTINELRHD £, Tz
442 L B3 DEB LD DRF—LEZBIGE. N) T ZEBPLTIA—ILb LTV R EARLETEZH
EWHB5EIE6+3 DRAF—L%EERLET, /—REBERORY NIV —JFEHAEXHIRT37-0ICF% Y
FO—=20 )Y —=XHFIRINTVWBRETIE. 442 DXAF—L%EFERLET,

[fR7F (Save) 22U v oI LZET,

ALYy —O—FT 47707 71 IILOZBEE

A LAOy—0—F (VI TOT7ILOLEEZELT. 7O7 7 LOREE LD

BRREICT 3N TEE T,
BERHD

* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRALTH A V1 VT I3RELHBD FT,
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s BEDT U XIERNUBETT,
FIE
LILM*>* A LAy —OA—FTa4 2T *=FERLFT,

ALADYy—OA—T427D7AT7AINR=IHRRINE T, [BHAIDEE* (Rename*) HKREY
¥ [IEEBNML * (Deactivate *) ]7RE > OEAHDER

[ Creste]| 7 Retame || © Descovate |
k |

Profile-. | Status "é-t_.oragt;. Pool | Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
' | DC1 2-1 DC1 3 1 2+1 50 1 No
Dc2 2-1 Dcz2 3 1 2+1 50 1 Na
DC3 241 DC3 3 1 2+1 50 1 Nao
®  Allsites 6-3 Deactivated All 3 Sites 9 3 G+3 50 3 Yes

2 ZEEEBEIZIOT 7ML EBIRLET,
[ZAIDZEE * (Rename*) 1Hh&> & [FEEE* (Deactivate *) 1KREHER
3 [BHIDEE 2O LET,

EC 707 7 LOBAEERXA 7OT Ry I ADBKRREINE T,

Rename EC Profile

Profife Name EC DC3

=1

4 AL APy —0—FT«4 7707 71ILO—BDL&EIZEANLF T,

LM IL=ILDEEFIET. 1Ly —A—Ta I 7AT771ILEADHRRA ML= F—)LAICEMSNE
ER

Fromday | 365 store  forever v

Erasure Coding profile name

Type erasure coded v Location All 3 sites (B plus. 3} v Copies 1 L . X

Storage pool hame

LAYy —O—F« VI TOT 7 AN RIE—BTHBRENBD 7T, BEOTOT 7
() 1LozEEERTsL. 2OTATFTADET ST« TELINTNTH, BRET5—
HRELET.

5. 1777 (Save) 1&OUvILET,
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ALACy—0—F« 27 7A7 7N %Z2¥ETIT1TITS

CRATBTFEN G BOALAZYy—OA—Ta I 7OT7AIL0. FOT 7LD
RECD ILMIIL—LTHFERINTVWAWTOT 7L 7771 TILTEET,

MNERDHD
* Grid ManagerlCIEHR— FENTWBR TS OHZERELTH A VA VT 23HRELNHD XY,
cREDT U RERNUNETT,

CALADy—O—T o VI ENT - REELERX LISERFELFIENERTHR TRV L 2R L THL
BERHDET. WINDDOUMIBORITRICA LA Yy—A—To 277770V ZkT7 0T« 7L
£OLTBE IT7—AyE—IDREINFT,

CDRRAIICDWT

ALYy —A—FT4>27 70770 EIET7IVTsTHLTH, 7OT7AIIEA L AP y—0—FT0>7
DFAT7AINR=JICRTIEINEFTH. X TF—A XIS * deactivated* ICHED £,

!mi 7 Rename || @ Deactivate
Profile Status Storage Pool Storage NModes  Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DC12-1 D1 3 1 241 50 1 No
DC2 2-1 Dc2 3 1 2+1 50 1 Mo
DC3 2-1 DC3 3 1 241 50 1 Mo
®  Allsites 6-3 | Deactivated All 3 Sites b 3 B+3 50 3 Yes

7T TN EA LA Yy—O—FT I 7O77AILIIERATE LGN FT, 7o T+1 T
7O774I)LE. ILMIIL—I)LOBREFIBEDIEMEFICRRENE A IET7 VT T LI=TOT7 71 ILISE
TOT4TLTETEH A

StorageGRID Tld. ROWFNMCEZE TR HRIEAN LAY y—OA—T4 > 7A7 7AW EET7IVT1 7T
ETEFEHA.

CALAYy—A—T4 > 707 71 ILIFIRE ILMJL—I)LTERAINTWVWE T,

CILMIIL—=LTRALADYy——T 27 7A7 7 IUDERINABLLZD X LA 7OAT771ILDF
TOTIORT—RENITADITZIAY MIELEFELEFT,

FE
TLIM*>* AL AJvy—0—FT0s T *®=&RLET,

ALADPYy—OA—FT 42 70TAT7AINR=IDRREINE T, [BFIDEE* (Rename*) [|HRE>
Y [IEEENL * (Deactivate *) ] RE > OWADER

2. 27— *HERERELT. 79714 TTB3 AL A y—O—FT4 7707 71N ILM JL—ILT
FRINTLWAWS  Z2REELET,

ILMIIL=ILTERATNTWB A LA y—O—FTo > 7O7 7AIIIIET VT4 TILTEEEA. TD
FITIE. DPERCEH1DDIMIL—ILT*2 1EC AT 7 I * BMEATNTLE T,
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# Rename || @ Deaclivate

Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy Site Redund
' 2_1EC Profile Used In ILM Rule DCA 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DC1 3 1 2+1 50 1 No

3. 707 7AID ILM IL—ILTHERINTUVBIHFEIE. ROFIEZETLET.

a. [* ILM*>* Rules] #3ERL £,

b. RIRENTUWBIL—ILT LIS, TP arvRa zBRL. FKIFERZEEL T, E79T71 71T
MLAD2vy—0—T«>J7AT77AIDIL—ILTHERINTVBEHLESHZHBTL 7,

ZDOHITIE. T34+~ ECforlarger objects | JL—JLT. T*All3Sites*] WS XrL—TF—
L Trallsites64+3* A LAy —O—Ta 2770770 ZFALTVWET, 1Ly —10
— T4 7aT7 7AIIIROTA IV TRENET,

ILM Rules

Infermation lifecycle management {ILM) rules determine how and where object data is stored over fime. Every chbject ingested into StorageGRID is evaluated againsithe ILM rules that make up the aclive
ILM policy Use this page to manage and view LM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM palicy

|+ Create |ﬁ Clone || # Edit || % Remove

Name Used In Active Policy Used In Proposed Policy

.\ | 2 copy replication for smaller objects +
® Three site EC for larger objects L
) Make 2 Copies

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB

Ingest Behavior: Balancad

Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

System Meiadata Object Size (MEB) greater than 0.2

Retention Diagram:

Trigger Day 0

aETITATNTBALATYy—A—T 47707 71I)L%Z M IL—ILHMERL TULWRIHEIE. £
DIL=IDBT I T4 TRIM RIS —E RS T RIS —DEE5THERATNTVS D ZHEEEL X
ER

COBITIE. TOTATRILM RS —TRBEF TP I b JL—ILAD *3 ¥+ ~ EC HMERAT
NTVWEY,

b. A LAY Yy—O—FT 4> 707 71 IILOFERBFAICESVWT, RICEEHINT-EMOFIEZERITL
x99,
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7O7 7L CTERSN
TWEIH?

ILM JL=ILTIXERINEEA
ILM R —TERINZ

D7EWILM JL—IL

TOT4 7% ILM AR 2 —I(I3]
ZIFEN TV ILMJL—)L

TO77ANEHRT I T+ TILT BHICETTS
ENFIR

EMOFIRIIBEDD € A. COFIRICEAF

EE

Vi.

Vii.

ZET B ILM IL— )Lz TN TRE L7 ISHIBR
LET. L-IZziREITBHEIE. TL1Y
v—OdA—T+4>J7A7 71\ zERTZT
RNTOEEZHIFRL FT,

- COFIBIEAF T,

TOTaAdRI—0oO-2=ERL F
ER

AL Yy—A—FTa4 > 7OT7 7N %EE

B33 ILMIIL—ILZHIBRL £,

ATV b EHEICRETD0HOIC. FiL
WILM JL—JL%E 1 DU EBImL £,

FLOWRD S —ZFKEF. ¥Ial—h &
V79747 LET,

FLOWRD S —HERAIN. Bl L
IL=ILICEDSVWTBIFEOF T 7 bHIL
VGFRICBEIC N2 ETRHEE T,

° ¥ . StorageGRID X7 LDA T ¥
MR >TIE FILWILM L
—JUZEDWTA TSIV bEFLWE
FRICT2EN S 2 DICELBRN S Hh AL D
BBahHDFT,

F—RICEEMITENTEFAIL AP v—O
— T4 TAT7FAINEREIIET VT4
TILES L TH. 7V 71 T1LLEIE
KWLEY, 7OT7 70N %EIET7 I T+ 71t
TREBHRTETLVARWNERIE. TF5—Xwy
T—IUHhKRREINET,

RUS—DSHIBRL L —ILZiRE X T I3H
BRLET. IL—-IzR&ET 3HEIE. LA
Pvy—A—Ta2J7O7 71N =ERTS
TANTOEEZHIFRLE T,

COFIRICEAFT,

ENDOFIEZ S
rLcciecu

_BL_

"LMIL—ILE &
VILMAR Y & —
DIRIE"

* ILMA U >
—Z{ERY
2z

* "ILMJL—)L
EXIUVILM
RUS—o
BIE



FO7 7RI TEASN FOT7 7MLV ZERT VT4 TILTBEICRITT S EBMOFIEZS

TOETH? BIFIE LT a0

KST RO IMRUS—ICRE | K57 FRUS—ERELET, CILMAED >

HENTLS ML= LA LAy —a—F 2 ITOT PR o
BT ILML—LEHIBL %7

o N o ML=

i FATOF T MRESNBESITT L

OJ—X_I:@%)?L/L\ ILM }L_)L%Eﬂubijo /—J—i’u ¢/_®

V. RST7FRUS—%RELET, BRIE

V. RS —hSHIBRLIZIL—ILEREE-I3H
FBRLET, LI ZIRETIHEIE. 1L
Sy—A—Ta4 7771 EFERT S
IARTOEEZHIFRL XTI,

Vi ZOFIBISEAF T,

ILM BEER) —ROD ILM JL— W= ZREFIFHIFRLE T, IL—ILEZiR * "ILMJL—JL

L E£93581F 1LAPvy—a—Fa>J7 B LUILM
A7 712 ERTZ3IRTOEEZHIKRL RUS—D
9, (COIL—ILIZBRER)>—ICEREIL R
—JLELTRRENET) o

i. ZOFIEICEAET,

C ZO77AIMNILMIL—IILTHERINTVWAWVWC L ZERT B3I (LA y—O—FT1>TDF
A77AIUR=2%DTLyoalLTLIEE L,

4 7O7 710U D ILM IIL=ILTERINTULAWGEIE. SUAREZ U %EIRL. * Deactivate * &R L
x9,

[EC 707 71 L% 3EESNL (Deactivate EC Profile ) |44 7OJ R w oADK

Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.

S. O77AIINEIEEHLL THLVEEIE. [*IEEBIML * (* Deactivate *) ] Z:EIRL £7,

° StorageGRID TA LA v —A—FT 4 VI 7OAT7 7AWV %EFT IV T4 TILTEBZHBE. XT7—2XIZ
* deactivated* ICED F£F, CNT. EDILMIL—=ILICHZDOFOT 7 IILEFERTET R ADEFL
TCO

° StorageGRID W 7O 7 7AINZIET7 VT4« TILTITRWVEFIE. T57— - Xyt—IHARRINZE
o TR, ATz M T—2PELZOFOT7 7 ILICEERITENTVWBRERIF. T5—X
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YE—IHRFSNET, BHLTOCREBERTT38IC. BEBBEOLEN B HBEHB0 &
£

=23 DRE (723>, S3DH)

ILM JL—=ILIE S3 Ny bDMER SN =2 a VICEDWTHA TPz 2T a0 ILA
)G TEZRSD ATz D)= aVIlEL>TERBZ AN L—JIIBIATE X
To SSN\TY D=3 —IILD T4 IR LTERYTZ5EIE. P XATLAD
NTy b TERTEZ)—2a zxflIilER L TERBELRHD £9,

HNERHD
* Grid ManagerlC I3 R— TN TWVWB T ZUHEFERALTH A V1V TI3HEBELNHD X,
*BEDT Ut AERIFHBETY,

CDRRAIICDWT

S3INTw hEERTBIEIE. FED) —JaVIINTy b 2ERT3LSICIEETEET, V-3 rEig
EY D CHEBRNICI—HFICEDEWVSFRICNT Y hE2EETE. L1417V 0&Ek. IX bOm/IME. #RFl
BHEADOWGERIATEET,

ILM JL—ILDYERRBFICIZ. S3 N\ w MIEEMITSNTWVWER U =23V a2BER T IR LTERATEE
I T8 ZIE. us-west-2 V=g U TERSNT-S3 NIy NRDA TS U MCDOAHERITBZIL—ILEE
BMTEET, TEDSZXT. EDI—=a3>YARAHOT—EEA—HA MIHBZIANL—=J /) —RICATS o+
DIAE—ZRELTLAT U Z2REILTEELDICIEETETXT,

) =23 ERETIHEEF. ROFIBFRICE>TLLEET L,

* FTIAIERTIE. IRTONT Y bHus-east-1 =g VICBLTWRERAEBEINETD,

* Tenant Manager £7cl37 7> FEIEAPI ZFERA L TNAT Y b ZERT 5 & F. £7=1d S3 D PUT Bucket
API Z3R?D LocationConstraint BEERBRXZFEA L TNT Y FEERT R ZICT 7 AL EUAD Y -
VZIEE T BH0IC. Grid Manager ZERA L TU—2 a3 > ZER T 2HENH D 9, StorageGRID TE
EINTWLWRWI =23 >% PUT Bucket BEXRTERATD . T7—WEELFT,

S3NT v b OIEREHCIFERG Y —2 3 Y RZERATIVENHD LI, ) —I3 VATIRANF LN
XFEHREREINE T, 2XFULERZNXFUTICTIXBEDHD T, BBXFIE. BHF. VILT7AX
v b BEUONAMT 2T,

@ EU (. eu-west-1 DIA )7 REIEHEEINEH A, EU £7=lE eu-west-1 U — 3 >0 %
ERT2HBEIE. EEREHZERTINELRHD XY,

TOTATRIMIKRI =PRI T D ILMAR) S—RATHRAGAINTVS ) -2 a Y ZHIRIIE
EEFBLIETEERE Ao

LML= TEER TR LTHERAINTVBR ) - 3 UHENARIEETH. ZDIIL—ILERS Tk
RUS—ICBIMTEET, L. RSITRRUS—RREFIITIT4TELES TR TSN
HELFI, EHRIV—Tavid. IMIL—ILTEERIZqILZELTERLTWR ) —arvehHE
THIBRL7ZBEY. Uy REIEAPI 2FERALTL—ILZERL. EELTLWAWI —CaYEIEELT
BRICRETZEHDAHDET) o

c HB)—=a EFERALTSINT Y bEERLIEHEICEFDO) =23 zHIBRLIESE. BELR T
4 T Location Constraint ] ZERALTZEDONT Y MDA Tz U b EBRETZICIE)—2a>EBUE
me3ELHD XTI,
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Flig
1. [* ILM*>* Regions* | Z R L £,

Regions R—IUHRRIN. WEERINTWVWBR ) -3 AU MEINET, *BE1 *IET 7 4L ME
WERLET, us-east-1 (BEFXLIFHRTTEEA) o

Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X

2. )= 3 %EBMT3ICiE:

a FATAA I VY I LEST F T7AAV 20 ) v I LET,
b. S3 NIy FDEREHIFERT R -3 > 0&%FIZANLFT,

XIInd 3 S3 N7 b OEREFICIZ. [ERER) —2 3 %% LocationConstraint BSKOE&R ¢ L TEH
TERIRELHD X,

3. READEHZHIRT BICIE. HIRT7ra>2o Uy I LET %o

TOTa4TRID=FLBEFZT MRUS—TREFAINTVLS U -2 a2 ZHIBRLESETHE. T
S—Xyt—UHRREINE T,

@ Error

422 Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.

4 BENRT LS. MRF 2w I LES,

Create ILM Rule 7 o #/'— K @ Advanced Filtering ~X—<® * Location Constraint* J X kHh 55D )
—DarEBRTESZLSICADF LT

REIB R
"LMIL—IILTEER I L% FERT 3"

87



ILML—ILZERS %

ILM L=l %ZERALT. BEOBRBICHSA TSI b T —2DEEEXBIETE X
o ILM JL—JLZERK T BICIE. Create LM Rule 91— RZFERHL X7,

TEXZBtad H0IC
* Grid ManagerlZ I3 R—FENTWVWR T SO EFRBLTH A V1 VT IRELHBD FT,
*BEDT U AERIPHBETY,

C COIN—IIWNREBE 2 FERTETFH M THT Y M EIEET 3% alE. Tenant AccountstEfRDMETY, £
72l EB7 A9 MDTHTY MIDERESRELTEBELRAHD £,

* BT IVCABRDOART—2THIT T IbZ2T4IIEI VT TBIL—ILDIFE. S3 DFEIENTY
FT. Swift DIHFEIFIVTFTRET I AREOEHRHVEMICHE >TVBRELRDBD XTI,

cLFVr—hAE—ZER T BEEIE. FRITZRA N —CTF—ILERIFITTVRIA ML= T =)L %R
ELTEKBEDHD T,

CALASYy—A—T 4 Y AE—%21ERT3EBEIE. 1 LAPy—0—FT0 77O 71IL%ZHKRELT
ELRBELRHD XY,

CICHBBLTVWARENHD £ "D IAADT —RIFREA T 3%
*S3ATT o bOv I TERITZIENIL—ILEER T 2URELHD5EIE. EBBLTEBELNHD X
I'S3IAToxr o0y v DOEH",

C) RIS—=DT T I EDILMIL—ILZER T BICiE. RODICRDOFIE ZEFERALET. "T7 4
JLEDILMIL—=ILZ BT 3"

ZDRRZIZDOWVWT
ILM IL—ILE{ER S BB ld. KRD=

* StorageGRID Y X7 LD RO AL —JHEBREZEBLE T,

BRI B A TSz bAE—DERAT (LTVG—bFEREFALADPYy—O—FT0>Y) BLUVEFTY
TV MIREBERIC—HEZRTLET,

* StorageGRID Y AT LICEKI I 27 TV —>a > THERAINZF TV TV MXET—2DRA TZIRE
LETo LM IL—=ILIF. XETF—=RICBEDV\WTA TSz obE2 TRV TILET,

s BREAOEBICHESA TS/ raAF—DEEESRZ BT L F T
* DIAHBD T —RREICHFERT B4 S 3> (Balanced. Strict. Dual commit) ZREL £,

FIig
1. [* ILM*>* Rules] &38R L %7

ILM JL=LR=SHRR SN, $HAAAHDIL—ILTH S Make 2 Copies HMEIRENE T,

88



ILM Rules

Information fifecycle management (ILM) rules determine how and where object dala is stored over ime. Every object ingested into StorageGRID is evaluated against the ILM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You
cannot T e

dit or remove an ILM rule that is used by an active or proposed ILM policy.

B Clone || # £dil || % Remove

Name
*  Make 2 Copies

Used In Active Policy Used In Proposed Policy
L

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria:

Matches all objects.

Retention Diagram:

=
Blesi it O
0

Foraver

StorageGRID A7 AT/ A—NILE SI ATz bOAY IREHNEBEMCE>TWVS
(D) B&. IML—AR—SOABIISLERDET. HIUF—TILICIE * B FINEE
N BRLIL—ILOFERICIE * 2 T —ILFHEENE T,

2. T*Create*] ZEIRLEJ,

Create ILM Rule 7« #'— R ® Step 1 ( Define Basics) B"ERRENEF T, BROERR—CEFHL
T I—IIRE THERT24 70z b Z2EERLEF T,

REIRR
"S3 ZfEAY 3"

"Swift ZfEAAL I

"MLASy—O—T4 >0 707 71 IILDKRE"
"ZARL=I =L ERELTVET"
"JSORRANL—=T—ILODER"

"D RAHDT — A {REF T 3"

"SIA TSz MOV I TAID U FEEETS"
ATY 73 BEAEEZERLET

Create LM Rule V4 —KFDX 7w 7 1
REBERTAINAEZERTCTET,

CDRAZIZDWVWT

( Define Basics ) Tld. JIL—=ILOEXRT 1L

StorageGRID (F. ILMJIL—JLICEBS L TA IS U hEFETRHEIC. AT TV MXET—4%)L—ILD
TANBREHBLET, AT I MXEZT—EANITRTDT 4 ILRIC—E L35S, StorageGRID &)L —
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WAL TATP I b ZBMELE T, IRTOA TV MIBERATSIL—ILZREFTLED. 1D
FDTFFURTAIYRPNTY FRBEDERNLBT A ILEZR, TP bOYA IR —HFRET—4
BEDEERTAIILREZEELIEDTEET,

Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all v | Value

/ Advanced filtering. . (0 defined)

Fg
1L [FRE ] 74—ILRIC. L—ILO—ED&EEANLET,

1~64 XFTIEETI2HNEHLHD £,
2. PBIZISCT. L—IILOBEWVEE Z *BE* 74 —ILRICAALET,
HEDSHEALPTUVWESIC. IL—ILOBEBPHEEZIEE L T ETEL,

Mame Make 3 Copies

Description Save 1 copy at 3 sites for 1 year. Then, save EC copy forever

3. MBIZIGLT. COIL—IILEZBEBTDSIEIESWit THFY R T7HYI Y RE 1 DUEBIRLET, D
=L TIRTDTFH Y M ERBICKRETDIEEIE. COTs—ILREEADEFFICLET,

Root AccessHE[R % 7z ld Tenant Accountst#Ef RN R WBE . VA RDSTFHY R EBEIRTEEHA. Kb
DIC. TTFRIDZEANTRH. EHOIDEZHYITRY>TAALET,

4. BRBIZIGECT. COII—ILEZEHETS S3 Ny hEld Swift A>T FEIEELE T,

[ *matches all * | DMBIRETNTWVWBIHE (T7xJ)LE) . TE3E all S3 bucketes | F7=l& T Swift
containers | £WSJL—ILHAAERHINE T,

S. MEICIHEL T, *EERTIILZ) T ] #FERL. BMOT A IILRZHEELE T,

BEBTAIINREZRELBWVGEIF. BRI I FI—HTEZIIRTOA T2 FERE IL—ILISENM
LETo

CDOIL=ILTALASy—A—FT 4« »JAE—%1EH T 3BE8I1E. BERTqILE) Y

@ 71 BBRLET, RIC. BERT 1 J)LAE ™ Object Size (MB) 1 #EBIML. T greater
than 0.2 *) ICERELF T A XTI RZERTZ L. 2MBUTDA T2 I MME1 L
Ay —A—Tqa I ENFEA.
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6. T*A*1 ZBRLET,

A7y 72 (REZER) NEREINET,

E e E

"ILMIL=ILD T 1 LB ) T e iE"

"LMIL—IILTEBER I I 2% ERT 3"

"ATv 213 EEEZERT B"

ILMIL—LTEBER T« I EFERT3

BERITAINFAZFERATIE. XXT—RIBESVWTHEEDA T2 I MIDOABERY
BIMIL—ILZERTEE T, L—IILICH L TRER T IILZZ2RKET BICIE. BRE

BAAT—BDIA T FERL. BEF2RERLT. X7 —2fEZEELE I 77
PIVMHFHEIND . BEBITAINRI—HRITEIAIT—R23CHA T2 I bC
DH ILM IL—ILHEREINE T,

RDORIC. BEBTAIITHEECTEBIAIT—EI1T. ERATOXRET—RIMEATETSREF. &
VBESNEIXET—2EZRLET,

ART—2821F

B DAHERE (120
)

F—Z]LEY

HR—NINBEEF
*HFELL
* HELTIEHD £+

A

* KD/hTL

* HROEUTTY
*HRDELORFL
* BRDEUETH S

cHFELV
s HEILTIEH D £

h

cHEENET
*ICIREEHFTEA
*NTHREDFT

* TIREBZHDTIEH

DEEA

* DRDIETHD S
* TRLBZZCIEHD

FtEA

X BT =418
Z72 U bHEDRAENT-BE

X IHLWILM AR =TI 571 T T BIC
)Y —2OMBEIRELBEVESIC. BFEOAT
U FDEHLZVIEEIF. IL—ILTERDAHE
BOSERIAIINAEFERTZIENTEET,
BEOA TS MHAFREBEICBEISNEWVELDS
ICTBHIC. FILLWARD S —hEREINGES
SZOEREDBHRCARD LS ICEDAABE%E
BRELEY,

—RBOSIFLEFESWit TV I FF—DINRTE
fold—3aB,

fce ZIE. TRHZ2ATO IV NERETEET
.txt FTEIETHBL X T test-object/o
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ART =221

BT ARE (%1
2 0O%)

BEROFIK (S3 D)

Iz 14X (
MB )

92

HYR—bETNZEETF

cHEFELV

*HREILCTREHD FE
A

*kDhphEn

* DRDENUTTY

* DRDEL D KE L
* HROEULETH S
*HEELERT

‘I IEFEELEEA

*HFELL

*AREILCTRHD FE
A

cHEFELV

* HROEEFELLE
L

*kDhphEn

* DRDELTTY

* HRDELODKREW
* BROEULETH S

AR T —41E

ATV U MHRBICHRAHHEINL BéESN
foo Efl3FRmSnhic) B,

BRIV AEBBESER T« ILRE LTE
BY358l%. S3/\7 v kXE7IESwit A>T
FICH L TERERT7 IV ABBOEHFEZB/MICTS
WMEHLRHD £,

"LMIL—IIL TR 7Vt XABE%ZFERT 3"

S3INT Y MHMER SNz —Y 3>, RRENd Y
—J g EFEETBICIE. *ilm* > * Regions * Z{#
BL%Y,

* 7 us-east-1 OfEIF. us-east-1)—I3>T
B SNy NROA TSz o . LUV
—J I VhEESNTVWAEWVLWNT Y NRDOA TS
TV MI—ELEY,

")—J 3 VDRE (A T3> S3DH) "

72z DY AX (MB Efi) ,

IMBERFEDA TSI A XTT4ILRI VTS
BIClE. 10EEZ AN LEF T, FLExlE. 1LY
v—OA—FT 4 VI AE—%1ER T 3IL—ILDHFE
&, T™* Object Size (MB) * advanced filter; % I'*
greaterthan 0.2 *] ICEREL T, CDHREICE
D. 200KBATFTDA TSI MIA LAY y—0—
TaIOPMERINZ ZCIEHD EFHA.

EE SOV OBErOT-IILOEREICEL T,
INEE LTCEUARFIZAVIZERTIHNE
BHZIHhESHDEIEINE T,



XET—B8ATF
A—HPAET—4

PR—bEEINBZERF
cHEFENFT
* DRDIETHKDS
cHFELWV
*HEFEELET
CICIFEEHFEA

* TRHBZILIEHO
FtEA

*HREILCTREHD FE
A

* IEFEELEEA

* TI|EBHDTIEH
DEEA

CDTHEDES

ATV oRY (S3 *AEENET
DH) * HRDETIED S
*HFELL

*HEFELEY
*ICI3EEDFEA

* TRHBZZLIEHO
FtA

* HELCTRER®HD EE
A

*IFELFEA

* TI]REBHDTIEH
DEEA

*MNTHREDFT

BEDAZT 221 TLE=ZEET S

AR T —41E

F—XfEDNRT, *User Metadata Name * | —.
* User Metadata Value * |I3fET 9,

e zlE . A—HYXETF—2WH3AT U LT
TaIINRITTBICIE. DESICEELET
color=blue. ZEEL XY color A—H—X&F
—RL*DIHBE. equals BREFDHZEIE. LUV
blue For * User Metadata Value *# 2B L T 2
L\O

*F AP AET—REBTIFAXFENXFIE
XAEThEEAD ETIRAXF ENXFH XA
TNEY,

F—LEDRT, *FTITVRITH* FF— *
AT RIE IJMETY,

T ZIE ATz O MRITDRDA TSI NTT
IR VTG BERHBETY Inage=True. Zi5
ELEYT Image* 770 MRTE* DBE.
equals BEFDEHEIE. HKU True for * Object
Tag value *,

cF AT NRIRBEATOT I MRIME
Tld. AXFUNXFHERENE T, TN5D
EHEIF. 772z ML TERSNICEED
ICIEREICAI T BRBEDHD X

BERTAINREERTDHEIF. BEOIATOXET—REEHDA T —2BZIBETEET, LR
& T XD 10~100MB DA TP U MMI—HT DI —ILZRET DICIF. * Object Size * XZT—H2ZA

TZERL. 2 DDXET—2MEZEELFT T,

*RAYIDART—RETIOMB A EDA TP T b ZEIEELE T,
*2BBODOART—FET100MB U TDA T U bZEELE T,
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Advanced Filtering

Use advanced filtering if you want a rule to apply anly to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10 :I
+ %

Object Size (MB) j less than or equals j 100 :I

[+]

Cancel Remove Filters

BEOIO NI EFERTZ . BEITZA TV M2 ERICHEITEE S, ROFITIE. camera_type 1
— X R TF—RZDMEH Brand A £/l Brand B DIRIBE ATV b &EIL—ILLE T, 2L, IL—IL Tl
10MB K D/NEWBrandB DA T T FDAHEE SNE T,
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Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A +

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B u
Object Size (MB) j less than or equals j 10 =]

+ x|

&I
"LMIL—IIL TR T/t ABRZFERT 3"

")=U 3 ORE (XT3, S3OH) "
ATv7213 EKEZERI S

Create IMRule V4 F—RFRDX7v 72 (BEZEE) Tld. AT bZiNT
AHE. AE—D21 7 (LIS — b EEEZA LA vy—O—FT0>7) . &%
Fi. L0 —DHE RET IREFIEEEETIT X,

CDRAZIZDWVWT

ILM JL=ILICIE 1 DU LEDERBFIEZESHZ ENTEET, JEBFIEERE I— BT, EROFIE
ZEATIEEIE. BRI EREL TWLWT, DD 1 20FIEH 0 HEICHIBESN TWLWBARELHD F
9o FIBEIZEMRIC. FIZA TPz FAE—DRREBICRDZETHETET E I,

BEDEA TDOIE—ZERT 3155, BEFICH4DSHRZERAY 315513, SEEFIRICERDITZIE
My3ZENTEEXT,

COILMIL—ILDFEITIE. BHID 1 EBICL IV y—baE—% 2 DFERLET, IAE—IF. DY~

PO ML= =ILICREESNE T, 1R 201 DAL AP v—O—T1 27 IAE—DEREN. 1D
DY A MMIDHRFEINE T,
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Create ILM Rule step 2 of 3: Define Placemerits

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated v Location | Add Pool Copies | 2 El_il

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

From day 365 store | forever v | m

Type | erasure coded v Location | DC1(2plus 1) « Copies | 1 + £|
Retention Diagram @ T Refresh
Trigger Day 0 Year 1
A S I
e 5
2 lus 1) |
(2plus ) s .
Duration 1 years Forawver

FIE

1. [* BZEBFR *  (* Reference Time *) ] C. ECEFIBORBREOHEICER T 3RBO X1 T%&ERL
F9,

FFoayv Bz
EY D 5A & B FTT U FHED A EFNT-KRFE,

=& 77 Ut ZE5E FI7T U MPRBICTRAEINTE GBS NT-. £FRRETN
T':) E%FEﬁo

X CDAFA T aE[ERTBICIE. S3 /NI ~FTIE Swift
AVTHICHTEIRET IV AFEBOEFHDEDICR >TUVEIH
EAHDET,

"ILMIL—IL TR 7V RBEZEHRAT 3"
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FFay AR
T C A < 78 o T HLOUN=3 UHARDRAENTEHN -2 a VB2 1c e RER

T 3T bN=2 3 VHEIHTH B > 1K,

O REFTRVREREIIE. N=2a EENEMBNT Y FAD
S3ATT TV MIDABRINE T,

DA T arvEFRATIE. BATREVWA TSI MN—C 0%
TA4INR) VT TBET N=UaVEBA TSI MILERE
L=—SADEEZERFHTETET, fl4:SAN—-2aVEEBA T
JEDILMIL=ILERD) > —1 ZBELTLIEEL,

I —HERDIEREHE IA—HERD AR T — X TEE SN,

®

ERIL—IIL 2R T 235513 * DAHKERE * 22 IRT 3BEDHD XY,

2. [E¢E& (Plations]) £ 3> T. RYIDEBDOFRMBFE CERZEIRLET,

TERIE BADEDA T TV b ERINT BIBPAZIEE TS A TT XY (365 HDIFEIZ 0 B ")y
B<EH1DODOFIEIZ0 BELSHIBT 2HEDHD T,

3. LAV r—hraE—%1ER T 35813 XROFIEEERTLET,
aprRa471raQy 4o ) X D5, [*Replicated-] Z:EIRL £9,

b. [*

ERS

BAR*] J4—JILRT, BMIBA L= F=)LTIC [*T—ILODEM*] ZFRLE

* AML=U =L 1 DULMMEE LABWES. StorageGRID (&1 DDA Tz bDL ) —

RIAE—%Z2FEEDILL =/ —RICADEIFBNTEE T, JUYRICANL—=/—KA3
D2HZBEIE. AE—HELTA4xERIZ . EX L=/ —RICOAE—H 129D, A5t
3DFEIFER S NE T,

@ ILM placement unAchievable * 75— kDU A—3N. ILM IL—ILZ=ZL2IER
TEARD > ERLET,

*BBOA LU T ZEET B%EIE. RORUTEREL TSIV, *

BT AL U T -IEEDBHZLLTBHIERETERE A

*AE—DOEDZA ML =T —IILOBEBELCHBEIE. #7200 OO —D1 DFDOER ML
— VT ILICERENE T,

s OO L= T—ILOBE D DR VEES. T—IILBDT 4 RUVFERED/NT Y R %
WIFL, YA MDA T2z b0 —2EHEBELAVLSICOAE—DoEIENE T,

" ARL=UT=IUPEELTVWS (AILR L=/ —REZATWDS) BEIF. 770170
FOITRTOOAE—H 1 D2DF A MIDAMRESNDIAEMLSHD T, DD, 771/
k@ All Storage Nodes R L —F—JILERIDR ML= F— JLISEBELBWVWTL T 0,
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Placements © 1t Sort by start day

From day ] store | forever v m

Type replicated v Location ||DC1 || Al storage Nodes | Add Foal Copies | 2 + | x

Specifying multiple storage pools might cause data to be stered at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

C. R Y 5 IE—DHEZERLE I,

AE—HE1VIIEETR . EEDNRRINE T, HIHBICL TV —bIE—% 1
DLULAMER LAWY ILM IL—ILICIE. T—2DkERNICRhNE U R IODHD £, H

BHRBICA TSz DL P —rOE—DMDULHAEELAVEE. X L=/
—RICEEHLNRELIED. EXBRIS—HDRETI . TOATI U MIKbnx

o Flow PV TIL—RBEDAVTFHIREERIZ, AT FADTIEIN
—BMIC kb E T,

Placements @ 11 Sort by start day
Fromday | 0 store | forever v m
Type  replicated A Location | Data Center 1 Add Pool Copies 1 Temporary location | — Optional - A +
@ An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details

oD RU%Z[EETBICIE. ROWVWTNHDBRIEZITVE T,

" RO JIE—#HZEPLET,

" TSRS TAA )y I LEY 4 HEFRICEMO I —ZERLE T, X
I DR L =T =LERIEI TR ML= T =)L Z2BERLE Y,

I * Replicated * | Tl&% <. [ *erasure Coded* | #FERLEXT, CDIL—IT
TRTOHBICH L TERD AL —ZERT LS T TICERINTVIEFIE.
COESZEFRLTHIEFVEEA.

d XbL—=U7—)Lz 1 DLMMEEL TVWARWEEIE. T —BMABA* 1 7 —JLRIFEEL TL
ke A

() —BwsEmERLIN. S%0U - THRSNEFETT.

4 XTSI EITTRAML=SF=ILICKRINT 38818, XOFIEZRITLET,
arRA471 ROy FEIVI) XA 5. [*Replicated-] Z3FEIRL £ 95

b. [*|/AF*] 74 —JLRT. [*T—ILOEM* ] ZFIRLE T, KIS ISTRI LS T—)L%E
IRLET,

From day = 365 = | store fore\.'erj m

) | Example Cloud Storage Pool (& |
Type | replicated j Location -

Copies | 1 =
DI RANL—=UT =)L Z2ERT35681F. ROKRITEELTLZEL,

98



"1 DDEBEFIETEADISTRIAML =T =)L Z2BRTBZEETETEEA. BARIC. 757
FAEL=YT=LER ML=V T —I)LZRALEREFIRTERI B EIFTETEEA.

Type | replicated A Location “testpoolz e} ”testpool3 o] |Ac|d Pool ‘ Copies | 1

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

FEEBQISIRI L —ST— LR TEZA TSI hOIC—Id 1 D3 TE, [
Copies* | Z 2L EICERET D L. IT7—XvtE—IHhRRINET,

Type | replicated ¥ Location || testpool ™ * | Add Pool Copies | 2|

The number of copies cannct be more than one when a Cloud Storage Pool is selected.

Ak

*EDVTIRAML=IT=ICH BROA TV b AE—ZRABHIEMNTZCIFTEE
HAho VSVRRML—VT - ZERAY 2EHOERETANNERL TVEHEY. ELERE
ROEBDITTISVRRML—UT - ZERALTVBRHREIR. TS5 —XyvtE—IURFRREN
9,

Placements © 11 Sort by start day

From day 0 store | for v 10 days m

Type | feplicated 4 Location || €sp1 &3 Add Pool Copies | 1 |E
Type | replicated v Location || €3p2 (7)7| Add Pool Copies | 1 ’E

A rule cannot store more than one object copy in any Cloud Storage Poal at the same time, You must remove one of the Cloud Storage Pools {csp1, csp2) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10

To see the overlapping days on the Retention Diagram, click Refresh.

Retention Diagram ©

Trigger

D
L
i @y
&

ATz ML) bAE—FEA LAY Yy—O—FT ¢ > OE— ¥ LT StorageGRID
IS T REEIIC, ATV EISURAMNL=UT—=ILICIRINS 2NN TEEXT, 272
L. COBNSRT KDIC. BEFADIAE—DREZA TZIBETET DL 512 BEFIBICIFERK
DITZEZDHIBELRHD XTI,

Placements ©

Fromday @ © store | for v 365 days
Type | replicated v Location |DC1 * || DC2 * | Add Pool Copiss | 2
Type | Teplicated v Location |testpnnlz i |_-—‘~-.1|:| Pool Copies | 1
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O ALAYY—O—T 4 I AE—ZER T 258 ROFIEZRTLE I,

a[*RZA47* (*Type*) |ROVIRIVIRARDB[*ALAvy—O—F 145 * (*erasure
Coded *) ] %&3&EIR

JE—DHEN 1 ICEDDE T, 200KBUTDA Tz b ZERTEI3RERT 1 IILEZDIL—ILICEE
NTVWEWSEIRESIRREINE T,

Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then, use Advanced filtering to szt the Object Size (MB) filter to "greater
than 0.2"

200KB RBDA T T MIIEA LA v —aA—FT 4 VI EFEBLABVWTLL IV,
() ALASr—a—FA Y IINEFERITNS BT ST XY N EERT B E—N—AY K
IERELFE A
b. #7120 A XDEERRTRINTHESIE. XOFIEICHK->TIZUTLET,
i. TR21 #BIRLT. ATV RO E T,
i. TEERIZ4ILRI>T] ZBIRLET,
iii. (A7 A ZXIMB)71ILE2% T02LDKREFV] ICRELE T,
C. INBFTERIRL X TS

TLAPvy—0—T« >JAE—DRREARICIE. A L= F=IILBeA LA Py —0—FT 12T
TO7 71N EDHRITTEENT T,

Fromday @ 385 store | forever v

Erasure Coding profile name

sure i i i F |
Type | erasurecoded v Location | Al 3 sites {6 plus 3} v Copies |—l-_|-

Storage pool nhame

6. BEICIGL T, BIOHEZEMY 3H . BIDOFZFAICEMD IE—Z/ER L F9,
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Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.

® Balanced

Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible

Dual commit

Creates interim copies on ingest and applies this rule's placements later.
o
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

4 Create Proposed Policy | | Kl Clone | # Edit || % Remove

Policy Name Policy State Start Date End Date
' Baseline 2 Copies Paolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

Make 2 Copies (§ v Ignore

Simulate

2 RSTRDILMAR) O —%1ERT 2 HEZRELEF T,

T3y FIE
IL—ILHNBIREINTULAEVWHTLY  a RSTRDILMARD S —HIREREET 3ESIE. ZORYS—%
RSTrRU—%ERLET ERL. *HIR*%Z2) v o LET,
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ST bRV —ZEHLET EIRL. *HIFRZo v I LET,
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BEORZ T bR —ZiREL
E3C)

T—TIDSERS TR —%ERLEFT,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active LM palicy for the grid.

Mame

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

i-+ Select Rules
Default Rule Name Tenant Account Actions

No rules selected.

TOTATRRIVS—ZERTBZHE. *RA* T4 —ILRICRT I T4 TR S —DHRFIDRTE
. N—=23 &S (COBITIE Tv2l ) PMIMEhES, 7IOT74TRIS—TERINTVWSIL—
ILHBIREN, REDIEBFTRREINE T,

MName Baseline 2 Copies Policy (v2)

Reason for change
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1 XFUE 64 XFUTTANTRUERDDET, 7I/T4 TRV —%2oO0—-=22T9 35513 B
FEORFICN—V 3 VB SZMMLIEDDZERTEICH. HLLWARZANIT S LHTEE I,

. [ZEIEH (Reasonforchange) 171 —JLRIC. ILWRS T MRV —%ZET2EBAZAALE
ER

1 XFUE 128 XFUTTANTBREDHD I,
RS —=IDIL=ILZEBMT B3I *IL—ILDOFER* ZFIRL X T,

[Select Rules for Policy] #1 7O Ry I ADBKRREN. ERBEADINTDIL—IILH—ERRINFK
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e IO—ZVJFBRII—T. TIAIMIL=ILTREBVWIT 4 ILRZFERALTVWAWIL—LAMERS
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HHENET,
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c TIFINBMIL—IIBREBDIL—ILTREBWESIF. REIVZEALTHRLVWRV S —DXREICIL—IL
ZBHMTEE
ER

Select Rules for Policy
Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever.

Rule Name
® | 2 copies at 2 data centers 8
2 copies at 2 data centers for 2 years 5

Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at lzast one filter Each ruls in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as objsct size).

Rule Name Tenant Account
[0 | 4-site EC ¥ S
[ 3site EC (% —

6. L= BELIBFRTAIVZBRLEITE V)V ITBL. EDIL—IILOREIRREINE T,

COfF. 2D2QOLFUTr—hOE—Z 20054 MIERT S ILM IL—ILOFE#ZTR L TLWET,

Two-Site Replication for Other Tenants

Description: Two-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects

Retention Diagram:

Trigger Day 0
i [ I
Dc2 ﬁ

Duration Foraver

7. [T 74 RIL—ILEBER (* Select DefaultRule) €< 3> Ty RITMRUS—IZFT T AL ML—
L% 1 DBRLET,

T7 A BMIL=ILE R S—RADFIDIL—ILIC—RLBVWA T bORE Z1EHLET. T4
ML=ILTIRT71IILRZERATET. BICRBICFHESNE T,

110



JL—ILHY[Select Default Rule]z 7 > 3 VIR EINABWEEIE. ILMARY S —R—2 %Y
@ LTT 74 ML= ZER T BHEDRDHD £,

"TI7 A EDILMIL—ILZERR T B"

Make 2 Copies IL—ILZR) > —DF 7 A MIL—LE LTEALBWVWTLZE L, Make
2 Copies IL=I)LIE. 1 DDRAML =TI THBZIIRTDORAML—2/—RZFEALF

() 3. COT-LICBTRTOYA MHEENTVET, StorageGRID & X5 LICHEDY
1D HZFBEIE. 1 2DA TPz bOAE—DRILHY A 2 DEEES NS ATREMED
HOFET,

8. [ZDMDIL—ILZBIRLTLL TV ] €23 YT, RUP—ICEHBZMDIL—ILEEIRLE T,

DI —ILIET 7 2L MIL—ILDEIHCFHES N, DBRLEDI1DDIT AR (TFYRTHAIY M NT
v AT YA IRBREDRERT «ILE) ZERAITZREDNBD XY,

9. JL—ILDFEIRDTET LS. *#EA* ZFERLET,
BIRLEIL=IDRREINEST, TIAILERDIL—ILIEKEICHD . ZOLICHBDIL—=ILHHD £,
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

Default Rule Name Tenant Account Actions
& I-site ECH Ignora %
+ 1-site ECF Ignore »®
o 2 copies at 2 data centers (§ Ignore x
o
TIAIMIL=IUSE>TH T 7 FHEIARICERIFINAVIZEIE. EEDVRTEIN

9, CORVS—%TIOT1471TREEE. T7FIIML—IILDOBREFIEZZEL
EE INTY RSATHAONMCE>THIT D o7 MHARBBEFRFISNAZVWHATD) (I
StorageGRID W'F 72 =V b ZHIRYT 5 C L 2R T 2HENH D FT,

Default Rule Name Tenant Account Actions
@ + Isite ECH Ignore x
& 1-site ECF ignore x
e 2 copies at 2 data centers for 2 years (5 lgnore x

The default ILM rule in this policy does not retain objects forever. Confirm this is the behavior you expect Ctherwise, any objects that are not
matched by another rule will be deleted after 720 days.

10. FT7 AL MUAADIL—IILDITE RSV I TR ROY LT IL—ILHFHEShBIEFZREL F7,

TI7AILEDIL—ILIZBEIHTET EZE A,
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C) ILM IIL—ILDIEENRELWVWC EZEREL TSIV, RUS—%2T7 057147t d3L. ¥
HMESLUVBREFEDA TS AU X NADIEICIL—ILICK > TEHMESINE T,

N BEBIZECT, HIR7Aa>%2 Uy I LET R RUS—ICFRBERIL—IILZHIBRT BICI3. [IL—ILDE
RIZERLTIL—IILZEMLEF T,
12. F7 L5, *RE*ZBRLET,

ILM RS —R=IHEHFHINE T,

cRFLICRVS DRSS T RELTRRENE T, FIT7 MRS —ICIIRABECKRTELHD FE
Ao

c[¥Zal—*bk (Simulate) &K [EENME (Activate) 1* REHEICHED £
ER

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

reale Fropos: |8 one i emove
| 4 Creste Proposed Policy || 4 Clone || # Edit] | % R

Policy Name Policy State Start Date End Date
'*  Data Protection for Three Sites Proposed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss
= Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Added a third site
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

Tenant A
(20033011709864740158)
Three-Site Replication for Other Tenants (& v Ignore

=

One-Site Erasure Coding for Tenant A 3

1B ICEAFTILMAR) > —%2>ZaL—F953%

BEIEEHR
"ILM R 2 — 3"

"S3IA T/ AV I TAI D FEEIBETB"
S3A Tz bDOYIREMICHE >T=H EDILMAR ) & —DIER

JO-NILBS3ATTxo OOy IRENVBICR>TWVBIHEIF. RIS —DF
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RFIENDLERD ET, S3 AT bOvIDBMICHE>TVWEINT Y FOEHZ
ILM R S —H ML TWB e 2R T HI3REDNHD T,

PEBRHD
* Grid ManagerlZ I3 R—F TN TWVWR T SO EFRBLTH A V1 VT I3RELHBD FT,

*BEDT U AERIFBETY,
* StorageGRID Y 27 LATH/ O—NIRSIA T2 7 AV IREDNEMCBR > TVIBRENHD £7,

J0O—NILES3A T2z bOOy VREDNBMICHE > TULWEWEEIE. KDDICRST
@ FRUS—DERFIEZERL T ZE 0,

"RST hDILMARD > —ZERE L £

* RST RRUD—IEMY ZZERLMIL— )L EFEEHULMIL— L ZERL L TE K BEDH D £, BEICIG
CT. FSITRRUS—ZRFEFELTEMDIL—ILZERL. FST RS —ZHRELTHLWVWIL-ILZ
EBINTEET,

"B7 P S3AT I OV I DEHILM R S —"
C RS —DEMT T AL FDILMIL—ILEZER L TE < BELRHD £,
"FIAILEDILMIL—)LZERKT B"

FIE
1. T*ILM*>* Policies * | ZERL %7,

ILM R S —R—ISHBRRREINFT, JO—NIILESI ATz o bOOy IHRENEMICH > TULWBIE
BlE. MR S —R=JIZEHLLTVS ILM IIL—IILDBRTREINE T,

ILM Paolicies
Review the proposed, active, and historical policies. You can create, edif, or delete a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | B C!one| # Edit | | X Remoye

Policy State Start Date End Date
Active 2021-02-04 01:04:29 MST

Policy Name

®  Baseline 2 Copies Policy

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in order, starting from the top. The policy's default rule must be compliant.
Default =~ Compliant Tenant Account

4 od lgnore

Rule Name
Make 2 Copies (§

2. B 7o —ILRIZ. FSTRRUS—D—RBOEZRIZANILET,
1 XFUE 64 XFUTTANT2HERDBDXT,

3. [E¥FIEH (Reasonforchange) 174 —JILRIC. FILWRS T RS —%ERTZEREZANLE
ED
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1 XFUE 128 XFUTTANTIHEDNHD T,
4. RIS —IZI—IZEMTBITIE. *IL—ILDOFER* ZFRL £ I,

[Select Rules for Policy] -1 7OJ KW I AHBRRTN. ERBBADIRTDIL—ILH—EBERRINE
ER

o [FTAIMIL=ILOER] U2 avilid. ER) S —DT T AILMMIHEBIL—ILHUZ BT
NE¥J, 71 ILREZFERLABVERIL—IILAZENRTULET,

[ ZDOMDIL—ILDZFR| I avilid. CORUD—ITEIRTE MOEMIL—)L EIEERIL—IL
N—ERTINE
ERS
Select Rules for Palicy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the policy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name

Default Compliant Rule: Two Copies Two Data Centers (3

Make 2 Copies (4

Select Other Rules
The other rules in a policy are evaluated before the default rule. If you need a different "default” rule for objects in non-compliant 53

buckets, select one non-compliant rule that does not use a filter. Any other rules in the policy must use at least one filter (tenant
account, bucket name, or an advanced filter, such as object size).

Rule Name Compliant Uses Filter Is Selectable
Compliant Rule: EC for bank-records buckst - Bank of AB o » Yes
ceE

| | Nen-Compliant Rule: Use Cloud Storage Pool (& Yes

S IIL—IINBERIFHFETAIVZBERLEIE 27 vIT3L. EDIL—ILOREDIRTEINE T,

6. [F7 4L RIL—IL%ER (* Select DefaultRule) 1€ 3> Ty RITMRUS—IZT T AL RL—
Wz 1 DFRLET,

SOOI arvoRICIE. ERIL—IILDOIHINKRTEIN, T IILRIIERShEEA

JL—ILHY[Select Default Rule]lZ 72 3 VICRRINBWEEIE. ILMAR) > —R—=IJ%K&T
@ LT, BT BZT T AILMIL—ILEERT DRELHD X,

"T 7 A EDILMIL—ILZERR T B"

Make 2 Copies JL—=ILER)>—DT 7 #IL MIL—LE LTHERALABWVWTL 23V, Make

@ 2 Copies JL=ILIE. 1 DDA L= T—)LTHZITRTDRAM L=/ —REFHALE
To COT—ILICIFTARTOY A FHAEENTVET, COIL—IILZFERTI . 12D
F72x 0 FOEROOAE—DE LY A MIBBESNZHENHD £,
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1 [ ZOMDIL—IILZBRL TSV ]IS 3 YT RUD—IL80H3MDIL—ILZERLET,

a FFEMSINTY FROA TS U MIHID T7T7 1)L b1 IL—IILDBRERIBEIX. BREICHLC T,
TN 2ZzERALBEVWIEERIL—I/LZ 1 DFERLET,

ezl V5O RRAMNL=ST=IIRT7—hHa47/—RZERALT. S3 ATz bOvohE
TS TWVWEWNT Y MCA TS U R ERINTE T,

T4 AR ERELAEVIEERIL—ILIE 1 DT FBIRTE £ 3, 1 DDIL—LEBIRT 2
() o [BRAEIICE. 71 L EOBRVBOIERIL—LICDOWTIE [F WX | £ R
SnEd,

a. RS —THERATIMOENMIL—)L EIFERIL—LEBEIRL F T,

HDIL—=ILTIE DBREDB1DDTANER (TFHUETADY b Ny b T MY A
ABEDHERT 1 IE) Z2ERITIHELHDXT,

8. IL—ILDERMTET LS. *BRZBRLES,
BRLUICIL—IUHBRTRENE T, 7T EDIL—ILIEKREICHD . ZDOLEICHDIL—ILHHD FT, I

BIWD T7T7 401 L—ILHBRLIBE. TOIL—ILIZRI) > —0 2 BB SREEFTOIL—ILEL
TEMENhET,

CDFITIE. REDIL—IL T2 Copies 2 Data Center | BT 7 4L MIL—IL T, ZEHIL—=ILTT 1 ILEZH
HDFHA 2BBHSHREXFTDIL—ILTH S Cloud Storage Pool ICH T 1 ILRZIZH D £HAD. ZEH
LTWEHEA.

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. Whean you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Compliant ILM Policy for §3 Object Lock
Reaszon for change Example policy

Rules

1. Select the rules you want to add to the palicy.

2 Determing the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

| 4 select Rules
_—

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC [§ o Bank of ABC (907678029135252581639) *®
Mon-Compliant Rule: Use Cloud Storage Pool 8 Ignare x

s Default Compliant Rule: Two Copies Two Data Centers (§ 4 Ignaore x

[e}

@ FTAILNUADIL—ILDITZRZYITYREROY LT IL—IILHFHEShBIEFZREL F7,
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TI7 AW EDIL—ILETSIEEND TTT 4L b1 IL—ILIZBETEEE A

C) ILM L= ILDIEFEHARELWVWS EZEEL TLIEEW, RUS—%2T7 U574 Tbd3L.
HELUVEEFEDOA TSI bHU X MADIBICIL=ILICE > TEfAINE T,

10. REIZIGL T, HIR7A 32200y I LET w RIS —ICRERIL—ILEHIRT BICIE. [IL—ILDE
R ZBRLTIL—ILZEMLET,
M. T7Lks. "RE*ZERLET,

ILM RS —R—SHAEHFEINET,

cRFLIERVS—DRRSTRELTRAEINET, RIT MRS —ICIIRABECRTEHLIHD FE
Ao

c[¥Zal—*bF (Simulate) 18KV [FEEE (Activate) [* REVHEMICAHD £
ED

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a propesed policy; clone the active policy; or view the details for any policy.

<= Create Proposed Policy | | 4 Clone | | # Edit| | % Remove

Policy Name Policy State Start Date End Date
® Compliant ILM Policy for S3 Object Lock Proposed
' | Compliant ILM Palicy Active 2021-02-05 16:22:53 MST
MNaon-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
| | Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for §3 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy’s default rule must be compliant

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (8 " {90?6?2;;;10;;‘*35281639)
Non-Compliant Rule: Use Cloud Storage Pool & Ignore

Default Compliant Rule: Two Copies Two Data Centers (& s L4 Ignare

12 |[CEBET ILMAY =& ZaL— T 5%

LMK S —%SZaL—hT3

RIS —27 074« TALLTHABRREOT —2IERAT3RIC. AT TP I LT
FSTRRIS—%2Zal—hI3UBVHDET, YIal—>a Vi, 77

T4 ML TABRREDOT —HICBR I 3FIICRU Y —ZREICT AT B7HD. R
YR T7OYVEREZRHBHELET,
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HBEREHD

* Grid Managerl I3 R—rENTWVWR T SO EFRALTH A V1V TI3HELHBD £,
CH/HEDT VL AERNBETT,

*TRANTBREATOT I MDSINT Y MATD U bF—FFFSwit A>T HA T U ba=ERERL
TERBELRHDFT, Fle. TNHDA TV b ZEDIAATESRELRHD £7,

CDRRTIZDOWVT

RSITRRIS—%ZTRNGB2ATO 0 MIBEISGERTZBELNHDF T, RS —ZHRICOIal—

FE3ICIE. BIL=—ILDTINRIIZDBRLEDH 1 DDA TSI M ETIANTIRELRHD T,

ERIE NTY FADATO TV MI—HIBIL—INENTY EBDATO TV MI—HITBIL—ILZS

LRV —ZHBRICTANTZDICIF. DBLEHBNTYRADS 1 DENTY RBHOS1DF TS

FEBRTBIBEDDD ET, RUD—IHOIRTOF TPV b ZEBET BT 7 4ILMIL—ILDREENT
WBIEEIE. BIONTY bDF T bZ2D B EB1DT AT BREDRDHD T,

RV—%Z>2Zal—hT3581F RORZERLET,
*ARUS—ZEBLIS. RITMRUD—ZFREFLEFT. RIS FELERSTMRUS—OEEZS =
al— I‘L/i-a_o

RIS —HEIZaL—bFTBRERVS—ADIMIL=ID TR F TSSO R T IINR) VT T BT
O FEA TPV MIEDI—ILDBERINIHZHEERTEEXY, 2L 77207 bOOE—I3ERK
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*2Zal—2auR=ITIE MRV —R=DZEALZHRMDOR—DICHRETIHEHIBZET. T
AbLIA T2y bHMRIFENE T,

*PIal—Yavid. —HLEL-ILDERIZRLET, EDAML—F—ILERBEALAPvy—O—
T4V TOAT7AUNDEMD R T BICIE. IL—IILBFIEEFERT7ra>E2 0 ) v o L THRFIRZR
T~LET @

*S3DON=T a3 VEEBIMEMAEE. RUS—@EA Tz bOREDON-a VI LTOHFT T alL
- I\—L_k.nia—o

FIE
T II—LzBRLTEBEL. FZTFRUS—ZRELEFT,

COBIDR) S —ICIF 3 DDIL—ILDHBD FT,

=% TaIL3 JIE—DRA~ R

B4 *FFVERA 2DODT—REVA—IC 2%
X ETF—4 ( 2 D20 IE—ZREF
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss

« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Example policy

Rules are evaluated in arder, starting from the top.
Rule Name

Default Tenant Account
Tenant A
% #
L (94793396268150002343)
PNGs OF Ignore
Two Copies at Two Data Centers (3 s Ignore

e

2. *Simulate *Z# 27 ) w o LE T,

118

Simulation ILM Policy (X al—>3 > IMAR)>—) 4700 Ry I ADRRREINET,

. *Object 7« —ILRIC. TRAMAT DT bDSINT Y MATDO U bF—FESwit A>T FHIA T

TV bEEAHL. Simulate*%Z 2w LET,

WORAENTVWRVWAT DI hZEET B EX Y E—IDNKRRINET,

@ Object

photositest

Simulate

Object ‘photositest’ not found.

[*>ZTal—>aVER* (SimulatonResults) 1 T FF 720 FHELWIL—ILIC—ELTW3
CeEHERLEY,

CDFITIE. ZFERALTWETY Havok.png LU Warpath.jpg 7722 bH TX-meny JL—ILICIE
LL—LZFLFo o Fullsteam.png A 7P TV b, IZIFEENFHA series=x-men A—HFXZFT
—ZlE T™X-menl JL=ILICIE—ELEFEATLRED. TPNGs) JL—ILICELL—ELF L7 3D0DF
T CHIRTHDIL—=ILIC—LT=7ed. T 7 AL MIL—ILIERINEFEFATL

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name Simulate
Simulation Results @
Object Rule Matched Previous Match
photos/Havok.png ¥-men (4 ®
photos/\Warpath jpg X-men 8 o
photos/Fullsteam.png PNGs (% »



ILMARYU S —Do I aLl— Rl

UFOBNE. ILMARY S =27 0574 T BF1IC I aL— kLT ILMIL—)LZHEER
TBHEERLTVET,

1 FSTRDOILMARY > —%Z22Zal—bLTIL—ILZRHETS
COBE. FSTRRIVD—%2Ial—rLTIL—ILZHERITZHEZRLTUVWET,

COBITIE. 22ONT Y MIBDRAFNA TP MIRLT* U TILD MRS —* &> 3alL
—hLET, CORVI—IZIF RD 3 D2DIL—IHFENTUVET,

* mPIDIL—IL T *2copies. buckets-a* 1 D 2 FfEdF. bucket-a DA T MIOHBERINET

" 2BADIL—ILOXZa— 1ECH TV Y MIMBL BEAINT v ko 77 LIMBEBR 37 TV b
TIAARUVTLET,

*BFEEHOIL—IWRET 7L RL=ILTHD., T1IILRIEEEFNEFE A,

Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

« Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temperary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the pelicy and then click Activate to make the policy active.

Reason for change:  Example policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Two coples, two years for bucket-a (& s
EC objects > 1 MB (& -
Two copies, two data centers (§ v —

FIE
T IIL—ILZEMLTRY S —ZFREFLIS, *Simulate *2 2 ) v I LE T,

Simulate ILM Policy Z 1 7AJ R w I AHKRRENE T,

. *Object 74 —ILRIC. TRMF TSIV MDSINTY MA TS U bF—F/ESwit A>T FHIA TS
TV b&EAHIL. Simulate*%Z 2w LET,

DXal—Y a3 ERMRTEIN. RUD—ROEDIL—IDTRASLEEF T o M- LEHD
TENET,

1
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Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended

Object my-bucket/my-objeci-key or my-confainer/my-object-name

Simulation Results @

Object Rule Matched Previous Match
bucket-a/bucket-a object pdf Two copies, two years for bucket-a (4

x
bucket-bftest object greater than 1 MB pdf EC objects >1MB (§ ®
bucket-hitest object less than 1 MB pdf Two copies, two data centers & x

3 BFTCx U MHELWIL—ILIC—H LIl ZRHERLET,
ROBITIEL

a. pucket-a/bucket-a object.pdf DA T T I b T IR VT TERIERVDIL—ILZIELLT
wF 2T LELT bucket-ao

b. bucket-b/test object greater than 1 MB.pdf DZHD 7 'bucket-b Tldk. BHIDIL—IL

E—HLFEATL. DD, IMBZEBRX 3TV ET4ILER) VT 932 DEDIL—
JWCIEL—#LE LT

C. bucket-b/test object less than 1 MB.pdf R#ID2DDIL—ILDT 1 LRI LED > 7T
7o, 710 IIUEZDBEENTVERVT I AL ML=)LICK>TERESINE T,

B2 :RSTFOIM RIS —%SZal—rF3BICIL—ILDIEEZZETS
ZOFITIE. RIS —%>ZIal—hF3IC IL—IIDIEFEZZEEL GER=LEITIAHFEEZRLET,

CDHTIE. *Demo* R —%2>Zal—bhLET, CDORIV—OEMIZRD 3 DDIL—IL T, series
=x-men A=Y XRXT—RE2EL ATV b 2BEEITDIZETY,

* RAIDIL—IL T*PNGs *] I TRDOZF—RICH LTI IILEZZERALET .pngo

*22BH®DIL—IL ™ X-menl &TF > FADA Tz MICOHBRAIN. T2 %= BRALET
series=x-men 1—HF XX FT—4,

* &EDIL—IL T *2 Copies 2 datacenters * | (T 7 #ILFIL—ILT. RIID 2 DDIL—ILIC—EL AL
FIST U MI—EBLET,
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Viewing Proposed Policy - Demo

Before activating a new ILM policy:

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change:  new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
PNGs (F Ignore
Tenant A
X #
|6 (24365814597594524501)
Two copies two data centers (3 v Ignore

3
FIE
1T IIL—ILEZEBMLTRY S —%REFELS. *Simulate*% 2 1) v LE T,

2. *Object 7«4 —ILRIC. TRNATS O MDSINT Y MATS o bF—FFlESwit AV THIA TS
TV bEEAHL. Simulate*Z 2w LET,

DZaL—YarERIRRIN. BREASNZET Havok.png 77TV ME M PNGs *1 JL—JLIC—
MLFLT

Simulate ILM Policy - Demo

Simulates the active ILM paolicy or, if there is a propased ILM paolicy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket'my-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havak._png PNGs

x

7272 L. FEDIL—JLIFTY Havok.png A7 T T ME* X-men*)L—)LZ T A MTBZ e ZBRLTVE
l./T':O

3. P8 ZfRARTBICIE. L—ILDIEFZEELET,
a. Finish *&2 2 1) w2 LT, Simulate ILM PolicyR—> %L £ 9,
b. *Edit* 2201w LT RUS—%ZiRELET,
c. T*X-men) IL—ILZU)RMDEEICKRZ VI LET,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the arid.

Mame Demo

Reason for change Reordering rules when simulating a proposed ILM policy

Rules

1. Select the rules you want to add ta the policy

2. Determing the order in which the rules will be evaluated by dragaing and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 Select Rules

Default Rule Name Tenant Account Actions
- X-men Tenant A (48713995194527812566) x
% PNGs (3 — x
v Two copies, two data centers — x

d [fR7F (Save) 1Z7UvILZFT,
4. * Simulate *&# 27 1) w2 L% 7,
EHNCTRAMLIEA Tz bHEFH LIRS —ICBRS LTHFHMESIN. FTILLWS I alL—> a3 UiER
MRIAEINET, CDRFITIE. Rule MatchedFICHARIZEINTWVWE T Havok.png BELEDIC TX-

menl XRXT7T—FIL—)LIC—ELF T, LEIO—FFICIZ. PNGs L—ILHAUFIDS S aL—> 3> TH
T ML D TRENET,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok png ¥-men 8 PNGs 4 o

@ [RUS—DRE I R—TPERHVLEEXICLTECE, TR TPV bO&FHIZBAN
LB TH BERICRVS—ZBYIaL—FTEXT,

B3 FSTRDIM RIS —%Z2 a2l —hrIBRICIL—ILZEETS

COBITIE. RIS —%>Ial—bLTRUS—HDIL—ILZEEL. >Ial—>ar ki1 dHEE
TLET,

COBITIE. *Demo* RS —%Z>Ial—bhLET, CORUS—DBEMIF. HEENEZFT TPV +E
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BEITBIETY series=x-men A—HFXZTFT—R, F=fZL. ICHLTZIalL—rLIEEZAFHHLA
WERIPRELFE L Beast.jpg Z TV TV bo TPV D T Xemen ) XET—RIL—ILTIEHL T
THILMIL=ILIC—EBLELED, 2D2DF—R2E2—HOE—NTULET,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name
Simulation Results @
Object Rule Matched Previous Match
photos/Beast |pg Twao copies two data centers § ®

TAMFTD2 O bHRID—HOBEL I —ILIC—LARWEEIE. RUS—AORIL—ILZFANTIS
—ZBETIUENDDET,

FIE

1L RUS—ROIL—ILT IS W=V B ERBFERT7A 220 )y I LTUL—ILREEZERLEI E Z
Ty I LET,

2 V=N DTFYrTHIY N BRER. 8LUT LR GZHRLE T,

COFITIE. TX-ment IL=ILDART—=RICIT—HDHDFEFT, XEZT—2{E|Z [ x-men. ] TlIH
< Txment] ELTAAOINZE LT

X-men

Ingest Behavior: Balanced

Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata series equals ¥-men‘
Retention Diagram:
Trigger Day O
AllStorags odss wl [

Duration Faraver

Close
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3. COIZ—%ZMBRYTBICIF. RDKSICIL—ILZEELFT,
CIL=ILAR ST RRU D —IZEEFNTVWRHEIF. IL—IlzoO0—Z>J 930 RS —H5HIR

LTRUS—ZIRETETET,

=BT I T TRV —ICEENTVRIHER. - Z2oO0—ZVJF2HENHBDET. 7
T4 TRIS—DIL—ILIIRETIFHRTET FE A

FFay &R

W= %ZoO—=>% .
LTWEY i
ii.
iv.

V.

Vi

Vil.

Viii.

IL—IlZRELTVE I
¥ i
ii

iv.

V.

Vi.

Vii.

Viii

[* ILM*>* Rules] %=3&RL £,
RIERI—ILZZERL. *Clone* 22 1) v LFT,
BROIBHREZEL T "REZIUYILET,
F*ILM * > * Policies * | #ZIRL 7
RSTRRUS—%ERL. *Edit* 20w I LET,
UL—=ILD&ERZ2) v I LFT,

FLWIL—IIDFTYIRYyIXZ2A I TDIL—ILDFT VY
Ry JR&F7ICLT, "BRAZI7VvILET,

[fR7Z (Save) 1ZUUvILEY,

FZThRUS—%BERL, *Edit* 27Uy I LET,

CHIBRTA 3220 )y I LET R BoTIL—ILZEIBRT B ICIE. R

FEIUYILFET,

iii. [* ILM*>* Rules] #3&RL £95

REBRIL—INZFERL. “w/E=ZI )V I LET,

ROTBREZEEL T "RF 27y ILEY,
[*ILM * > * Policies * | ZFEIRL X7,
FRZSThRUS—%ZFRL., *Edit* 22Uy I LFET,

EBELIIL—ILZZERL. BRIy I LT M®xEZIUvIL
9,

4. H5—FE Ial—>aryaERTLEY,

ILM R S —R—S 5 BEL TL—LZRE LT, WAIICS SaL—2 3 Y TAS)
()  LrEd7vzs rEERSNBBDELE, 2TV FORBIEBANT ZUEN S

DET,

CDFITIE. BIELT X-menl JL—ILHIC—L £7 Beast.jpg ICEDKATT LU b series=x-
men A—HXZ7F—2 (BAFCEED)
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object
simulation Results ©
Object Rule Matched Previous Match
photos/Beast jpg ¥-men (8 x

ILMR) S —%7 0574 L FT

F57b®mmﬁuy—ummw »%LMLTfU) %)::p hb\ﬁuy—
3“0

BBELH D
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1 VT I3RELNHBD T,
cREDT UL AERNBETT,
*RITRDILMARY > —%REL. Ial—FLTELKBELHBD XTI,

BE FUS—I5—0'55 L. BETELT—SBENRET BARMABD ET, KU
(D —%7974 T BBIC&<RRELVUS SaL— ML, BEEED ICHIET 5T L2RR
LTS,

FLOWILMARU S —%T U510 T T3 L. StorageGRID IF. FDR) S —%FERALT. B
FOFATSx U MECHTTEICEDAEN AT TV S IRTOA TSz M E2EBLE

C) To FILWILMARY > —%TF7 U5« 719 3ai0l1C. BFEOL T r— F#7917Ft4b4
S —O—T a0 AT U FOBRBICHTZ2EEEZRRALTLIETL, BBFEOA TS o
NDBFAZZEETD . FHLULEBHTHMEIN TREINDIEIC— H#E’mu Y — 2 DREEHH
£ IBAEEMEDHD XY,

CDHERTICDOWVT

LM AU S =% 7574 T BE SATLEHLWEYS—ETRTD/ — RICEALET, L. ¥
RTOTYY K= ROFLWT o7 1 TRY S —2BETEBES BB FT HLLKU S —DEBIC
BMCBSBUVBENBD FT, FUy RFTOTH MRS THRSNABNE SIS, SRFLAFLLT S
74 TR —OREEHWT BHABDET.

* TRORARMPTHAMZRALIEZIEEZR) D—ICMALSEE. EEABKETCICEETINE T,
ti@\2]5—@»—%?@@(3]5—@»—»%§B%LU$U/ 27074 LIBE. €
DRV —FITCICERETNE T, NI T—HXORARMDNALETB7HTT,

* T ADORARMEPHAMZE TS EZRRMEOHZEEZR) D —ICMXIHE. BERBIEITANTDY
oy R/ —RIMEAARRICHRD ETERINEFEA, It 3IE—DIL—ILTRE%AZL 2 JE-DIL
=N ZERTBIHLVWRUS =27 070 2L FILLWRUS—(F TActive ] EX—JCNET
D IRTD/ =BT T D THEARRICED ETENICED T A
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FIE

1. RSITMRIUS—%ZTIT14 T IEBTETE. MR S —R=ITRUS—ZFIRL. *TIT
1T Zo Vv I LET,

ETAYE—IUHRTIN. FSTRRUS—ZT I T4 TILTBEDESIDDHERERDSNET,

A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

RIS—=DTF T I MIL—IHFA TS0 FBARICEIFLAVGEIE. EEXvE—2iIc7O> 7+
HRRINET, COFDORBETIE. TTAILRIL=ILICE>T2EFERICATS V7 bHEIBRENSZ Z
ENREINTVWET, TFRAMRYIRICT*2* ] EAALT. RUP—RORDIL—ILIC—E LGV
FTT U MH 2 F4RIC StorageGRID N SHIBRE N2 C SR T IHNELH D £,

A Activate the proposed policy
Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this pelicy does not retain objects forever. Confirm this is the behavior you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
ot [ ——
DEc2 [.L]
Duration 2 years Forewer

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

2. [OKlZZUvILFET,

&R
FLOWILMRU S =TI T TUENBERDESICHEDET,

*RUS—DRIS—DRED T I T4 TERREINET, [FARA 1TV I RUS—=D70F7«
LS hicBRDPRTINE I,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create F'roposeGF'oIicy”l’i Clone | # Edit | | ¥ Remove
Policy Name Policy State Start Date End Date
& New Policy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT

CLHINCT O T4 TR 21RO —h RS —DIRRED Historical E RRENE T, [FBE ] & [T H
]IV RJIE R —DT O T 10 TICHE-TBEFE. R —DEMTHL BoTARKEZRLE T,
REIEER
"Hle I ILMR) S —EEETBR"

FTOT U M ART—RDIERICKBILMAR ) > —DIREE

ILM R —%Z2 707107 Licb. EORIS—ZERITANT Tz b%E
StorageGRID & X 7 LICEDIACRERHD £9, RIC. ATV MXAEZT—RDRKR
RZzRITLT, AE—DPERLIEEDICER SN, ELWSFAICEEESNTWS &
zHERLET,
WBEBHD
cRDODWVWITNHADA TSV b IDHRBETTY,
> UUID : A7 kD Universally Unique Identifier T4, UUID [T R TAXNFETANILE T,

° *CBID* : StorageGRID DA T2 ¥ bD—EDHAF. BEEOIHNHSA T o D CBID ZEX
BTEET, CBID IZFTARTAXETAHOLET,

C*SIDNTY REF T I F—* AT I MNSI AV E—T A ANSEWMDRAENTIS
B ISATU T TV r=2a Y i@3ENTry heATO 7 b R—DidEabEEERALTA TV
I b ERNE LUHERILET,

CXSWIt DAV TFEA T I MR (AT MM Swift 1 F2—T A AW SEWDIAFNTG
B IZAT T TV =23 @0 THeAF T MaDBAEDEZFERLTAH I Y
P ERNE L VHERILE T

FlE
1. ATz FZBDAAET,
2. T*|LM > Object Metadata Lookup *1 %#3ERL 9,
3. [*#AF* (*Identifier*) | 74 —ILRICA TSI bOHBINFEZANLET,

UUID. CBID. S3IN Yk /AT bFx—, FESwit AVTFH /AT baZASNTESE
ER

Object Metadata Lookup

Enter the identifier for any object stored in the grid to view its metadata.

Identifier source/testobject Look Up
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4. *#8%F (Look Up) 122w LET,
FTOTV MAERT—ADBREERIRTIINE T, COR—=JICIE. ROBEDBEBRIRTIINE T,

° YURTLART—R (AT FID (UUID) . ATV G, AVTFO&HE. T2 RT7AH
IV hDOEFIEIFID. AT bOREBY A X, 7707 COERBE. 7720 ORI
ZEHERY) ,

C ATV U MIBEMITONTVWRINREZLIA—HFARZT—RDF—CEDRT,
cSIATTIVMDFE. ATV MIBEERITONTWVWE A TSI M RITDF—LBDRT,
c LZVr—hATP U FOAE-DFE. EIE—DREDIKNSH.

cALATYy—A—=FT 4 VI FA TV FAE—DBE. BT 5T X2 DREDEINISH

c USTORAML=CTF=IILADOA T O FAE—DFE. AN TY FO&FICA T T bD—
ROBANFZzICA T2 U bDHA.
c IRV MEENEAT DT I MERILFN—F TPV MDBE X MDD ET -2 1K

Z2BCATIT VM EIAY DU b 100BZBX BT XY b 2FHOIATI T FDIFEIF.
BAID 100 DI XY FREITHRFEINE T,

C RUMEBORALA L —SHRDIRTDATI LTI M AXRET—R, CORMIDARZT—RITIE U
) —ZBE TR CNB CIINESBRVABDY AT LAXZT—INGENE T,

ROPITIF. 22OLFUr—bAE—ELTRIASNIES3 TA A TZ 2O bDFTITI b X
BT —ADORFERIMRTINTULET,
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System Metadata

Object 1D ATZ2ESEFF-B13F-4905-9E9E-45373FEETDAB
Mame testobject

Container source

Account 1-1582139188

Size 524 MB

Creation Time 2020-02-19 12:15:59 PST

Modifisd Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

9957 ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
99-99 fvarflocalirangedb/1/p/12/04/00nMEHS I TFBoW2BICXG%
Raw Metadata

"TYPE"L TCTHI",
"CHND™: "AlZE9BFF-B13F-4995-9F9E-45373FGETDAE",
"MAME": "testobject”;
TCEIDT: "exSB2IDEVECTCIBLIG",
"PHND": "FEABAES1-534A-11EA-9FCD-31FFERC30058" ,
"PRTH™: “source”,
"META": {

"HASET: {

“"PAWSS: =27,

S. ATV U FHELWHAICHEINEH., JE—DRXA THELWVWI L ZREELE T,

EEA T arniBMICA->TVWBRIGEEIF. BEEOJZEEHRL T I ORLM Object Rules
Met] EWSXyE—CZIFEITEHTEEXRT, ORLMEEX v E—IUH51E  ILM 5Tl

@ TOCLADLDEFEMBRT—RAZHRTIEIN. AT b7 —2DEEEHIEL L
HESHR. ILM R O —MREE2HhESMCETIERISTEONEEA. CNIFED T
M 3BENHDFT, FHICOVWTIE. BEEXVvE—JICAT3EHREZESRL TS
LYo

PR
BEOYERRLET
'S3 Z{ERY 3"

"Swift %R L £ 3
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ILM/L—I)LE LVILMAR Y & —DIR(E

ILMJL=ILE LM R S —%{ER L7=H cH. 5ITHmEIIA ML —CEHOZLICEDE
THREZZEETETET,

ILMJL—ILE IR T B
ILMIL=ILDJ X b ZEBEBLY I TE70IC1F FRALAWILM IIL—ILZHIBRLTL T,
MEBRHD
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1V TI3RELNHBD £,
cBEDT UL RIERNINRETT,
LM JL=)Lid. 7O T4 TR —FIE RS T MRY S —TREFAIN TV B ITYI%
TEFEEA. RUSD—ZFHLTWS ILM JL—ILZHIRR T IHELRH D551F. FTXROFIE
HERITITDIHNELHDFT,
() 1. 7054 TR — % O—=25 T30, R5TREUS—5RELET,
2. RYS—H 5 ILM IIL—I)LZHIBRL X3,
S HFHLWRUS—%®RE. Ial—b LU 7970474 LT AT bHEEY
BOICHFRETNSZELSICLET,

FE
1. [* ILM*>* Rules] %#3&RL £,
2. B9 3IL—ILDTF—TITY ) ERERELET,

W=IDBTIOT4TBRIM RIS —FLERZIT D ILM R S —TEAIN TV EVLWS C ZREEL X
ER

3 HIFRTBIL—ILAMERAINTULAEWESIZ. SUAREZZERL. “HIR*2&RLET,
4. T*OKJ #BIRLT. ILMIIL—ILZYIBRT R =#RELET,

ILM JL=ILDEIBRENE T,
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RER)S—THEAINTLBIL-IILZHIRT S L. DHIRSNET @ RUS—ZRTRT
BUIN—INDT7AAVHRRENE T, Chid. IL—IDBEIL—ILICHR Tl czRL
9,

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
@ Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 &  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code larger obj

REE B R
"ILMARY S —E1ERL T 3"

ILML— /L ZziRET S
ILMIL=ILZiREL T T L EFRBEEFIEZZEELRITNIRSBWVEELHD £7,
NERHD
* Grid Managerl I3 R— TN TWVWBR TSV EFRALTH A V1V TI3BEBELNHD X,
CHEDT VL AERIHBETT,

CDRRTICDOWVWT

RSTRDIM AR S —FET7 0T TR IM AR S —THERAINTWVWBIL—ILEZRETZCIETEE
Ao DDIC. ThoDIL—ILEZoO0—Z>J LT 70— ZVJ LIOE—ICHEREEZMRA S
TEFEI, fAAAAD ILM JL—JL ( Make 2 Copies ) *° StorageGRID /N\—<3 > 10.3 K DEIICIERR SN
ILML=ILBHIRETETEFE Ao

CD WRERE LIc—IILET7 0T TRIMRY S —ITEMT BR1IC. 7720 FOEBEFIED
BEICE>TURTLOEEHNMERT BHEEMENDH S ITFRL TSV,

FIE
1. [* ILM*>* Rules] Z#EIRL £7,

ILMIIL—=IILR=IHBRRINE T, COR—=JTIE. FHARBRIRTOIL=ILE. 72T TR —
FHIERTTRRYS—TERAINTVLWRIL=ILERREINE T,
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ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

&= Create | | # Edit | | Bl Clone || ® Remove

Name Used In Active Policy Use-d — 3T
Policy
| Make 2 Copies v v
| PNGs v
“  JPGs
 ¥-men v

2. FRATNTVRVWIL—ILZ#ERL, "wEZzIVvILET,
ILMIIL—ILODREV « F—RFHEEE T,

Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)

Bucket Name contains | azo1

/ Advanced filtering.... (0 defined)

B ILMIL—ILOERFIBE BER T 1 L 2% FEAT 2 FIEICHRE>T. Edit LM Rule 1« '— RODZFR—T D
Ao EHRBELEFT,

ILM JL—ILDIRERIC. ILMIIL—ILD&BIZEZEETZEIETEFEH Ao

4. [1R7% (Save) 122U vILET,
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BER) S —THATNTVLBRIL-ILZR/RET S . BRREINET @ RUP—ZRTRY
BUIN—INDT7AAVHRRENE T, Chid. IL—IDBEIL—ILICHR Tl czRL
9,

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
@ Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.

Historical rules are rules that

2 copies 2 sites) (3 &  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code larger obj

REE B R
"ILMIL—ILZ1ERL T 3"

"LMIL—IILTEBER I« I 2% ERT 3"

ILMIL—ILzo0—=>79%

RITRDIM RIS —FRB T 774 THBILMR) S —THERIN TV —ILZRET D LIFTERX
Ao KODIC. L—IlZzoO—Z>J LT, 70— Z2J LIOE—ICREREEZMA SN TEX
To TOB. BEBICIGCTRFS T FRUS—DSTDIL—IILZHIRL. EERON—J 3 VICESTHRRZ L
MTEET, N—23210.2 UHEID StorageGRID ZEA L TER SN ILM L—ILIZZO0—=>JTEZX
Ao

HEBRHD
* Grid ManagerlZ I3 R—rETNTWVWBR TS EFERALTH A V1V TI3BEBELNHD X,
*HEDT Ut AERIFHBETY,

CDRAZIZDWVWT

TOT4THIM AR D—RER IC/O—Z>J SN —IILZEMT BRIIC. 7720 COEBFIBOE
BICK 2T RTLOEEHEMY BREEMEDH S C CITEFEL TIES L,

FIE
1. [* ILM*>* Rules] Z&RL 7

ILM L=ILR=HBRRENE T,
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ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

&= Create | | # Edit | | Bl Clone || ® Remove

RIS TS

Used In Proposed

Name Used In Active Policy Policy

Make 2 Copies v v
PNGs v
JPGs

X-men v

2. o0—Z>JF3ILMIL—)LZEIRL. *Clone* 27U v I LFT,
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+ Create | | B Clone | | # Edit | | ¥ Remove

Name Compliant Used In Active Palicy Used In Proposed Policy
2| Make 2 Copies ' +
'®  Compliant Rule: EC for objects in bank-records bucket J

‘0 2 copies 10 years, Archive forever

() |2 Copies 2 Data Centers +

Compliant Rule: EC for objects in bank-records bucket

Description: 2+1 EC at one site
Ingest Behavior: Balanced
l Compliant: Yes l
Tenant Accounts: Bank of ABC (94793396288150002349)
Bucket Name: aquals 'bank-records’
Reference Time: Ingest Time
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Compliant rule: 2 replicated copies at 2 sites

Description: 2 replicated copies on Storage Nodes from Day 0 to Forever
Ingest Behavior: Balanced
Compliant; Yes
Tenant Accounts: Bank of ABC (9479339628515000234%)
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. Trigger Bevd
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = 53 ObjectLock @ [+ Region *  ObjectCount@® = Space Used @ = Date Created =

bank-records v us-east-1 ] 0 bytes 2021-01-06 16:53:19 MST
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53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 52 tenant accounis need to satisfy requiatory compliance requirements when saving object data. After this setting is enabled.
it cannot be disabled.

$3 Object Lock

Before enabling $3 Object Lock, you must ensure that the default rule in the active ILM policy is compliant. & compliant rule satisfies the requirements of buckets with 83
Object Lock enabled.

» It must create at least two replicated object copies or one erasure-coded copy.
« Thease copiss must exist on Storage Nodes for the entire duration of each line in the placemeant instructions.
= Object copies cannot be saved on Archive Nodes.

» At least one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
= Atleast one line of the placemant instructions must be "forever”.

-] Enable S3 Object Lock

METD/IN— 3 > D StorageGRID Z A L T O—NILERZREZBMICLIEBE. R—JICIFRDZE
NRREINZET,

The §3 Object Lock setting replaces the legacy Compliance setting. When this setting is enabled, tenant users can create buckets with 53 Object Lock enabled.
Tenants whao previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information.
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Enable 53 Object Lock

Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 33 Object

Lock after it has been enabled.
o
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@ Error

422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM policy is not compliant.

7%

JO—NIESIA TS OOV IBREEZBNCLIEHET. FHILWILMARY S —%ERTE£9, BE%E
BMCTBRE. MRS —I1C, #ET T A MIL—IILEIEENT I AL MNL—ILOBEAEZA4 S>3 > TE
DBZZENTEET, I ziE. S3 AT/ OV IDLEMICE>TULWEWNT Y NRDA T 7 bIC
LTI EHINTUOWEWIEERL—IILZERATET XY,

REEIEER

"SIA TS T hOOY IHREMCEST=H L DILMAR ) > —DIER"

"ILMJL—ILZ{ER S D"
"ILMAR Y > —E{ER T "

"S3A TV Oy T ERERDERD LLE

??7917FDW7itwﬁ%GEMEEQE%ﬁEﬁELt%ﬁﬁIE—EﬁRT

T—REVR—FALELETA FOEBDA N =Y/ - FIMERTERLC R 2T1H
Bld. S3TFUbA—YNSI ATV bOY I ELIBRERDOEHNRE ICEEZEH
TEBLORETHIVEDHD FTo

S3A TV bOYY (RFIBREROEH) HERCHS>TVWBNAT Y bEEATET > b3, 1§

EDREEZETITET, fcezldE. S3AT o7 by o aERTZTFHF AU ATS I FON
=23 ) —HILE=ILROWNRICTIVENHZHBEaHDHD £,

TR SINTY hELEFA TSIV MN=a VDREEZEFH TS L. StorageGRID (51w
REERTITCIINT Y hETEEA TP TV MET—R%FEBHLET, T—X2E2—0+1 MEIFEHDX
FL—2 /) —RAMERTEARVEDICARZT—REZBHTERVGERIF. T5—XyvtE—UHKRREINET,
BERBYICIE.

* Tenant Manager 2—H(ICIEMDIS— X vtE—IHRRINET,

146



503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.
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Edit ILM Rule step 2 i 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday @ 0 store | forever v m fleinns

Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E *

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @ T Refresh

Trigger Day0

Storage Pool DC1

Storage Pool DC2 ﬂ g

Ea e
BlA1ADIMIL—IL2 :ALAJY—A—FTo > 7OT7AILENT Y FORBRE

COIUMIIL=ILDBITIE. A LAYy —0—FT4 7O 71ILESBNTy bZERALT. 2720
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Create ILM Rule step2 of 3: Define Flacements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v
Placements & 11 Sort by start day
Fromday 0 store | forever v m " |
Type | erasure coded v Location | All 3sites (6 plus 3) v Copies | 1 T: »®
Retention Diagram © 5 Refresh
Trigger Day 0
All 3 sites
(6 plus 3] e [

rrrrrr

ESEAE]

F1DILM RS —
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |
Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x

B2 ECAHTZTI MY AIDT ALY YTREDILMIIL—ILER) > —

MTFICEET AT TINIIL—IIER) D —ZR—=RI ATV A XITT1ILER
)2 LTEC D#REHZBLTILM AR —ZERTETET,

UTDIMIIL—ILERD) S —3—FlICTEFF A IIMIL—ILZRETIHEIZHEHD £
To HILWRUS—%T7OF 0TI BR0IC. RSTRRUS—%SIalL—rLT, VT
YV DEKRERSCTEOHICR S T RR S —DREECEEDICHEEET D e ZBESEL TLIETL,

Bl2DILMIL—)L1 : 200KBZBR 2 IR TDA TPz MIALAPYy—O—T1 V7= FERBLET

CDILMIL—ILDHITIE. 200KB (0.20MB) ZHBRXAZIRTOA TSIV A LA Yy—O—FT 1> L
£9,

L—ILESR BaDHY
IL—IL% ECOAHDA T T2 +>200KB
SHRBSE B D A B[

FTST VM AXDRERT 1« ATV bH X (MB) $0.20&DKEW
VeI

D AV 3DOOHUA b EFEALT2M OALASYy—d—F ¢ > AE—% 1B

150



Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC only objects > 200 KB

Matches all of the following metadata:

Object Size (MB) j greater than j 0.2 :I x
*

Cancel Remove Filters

FEBFIRIE. 32D A FIRTZFEAL 2D L AP vy—A—T V7 AE—ZER T2 LS ICEEEL
£,

EC image files > 200 KB

Reference Time Ingest Time

v
Placements © U1 Sort by start day

Fromday @0 store | forever v

Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =
Retention Diagram & 2 Refresh
Trigger Day 0
iy D
o ) >

Duration Forever
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Create ILM Rule step 2 of 3: Define Placements

Configure placement instructions te specify how you want objects matched by this rule to be stored.

Reference Time Ingest Time v

Placements & I Sort by start day

forever v m |_—|
Type | redlicated ¥ Location | DC2 * | Add Pool

From day ] store

Copies | 2 E x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram &

T Refresh
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COFDILMAY > —(ZiF. IDOILMIL=ILDBEZENTWVWET,

* 200KBZHBR B INTDA TPz b AL AP v—O—T1>JLET,

* ATV MHRFIDILMIL=ILIC—ELBRVEERIE. T 74 FDILMIL—ILZfERAL T, 20472
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid,

Mame EC only objects = 200 KB

Reason for change Do not erasure code small objects

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The defauli rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 SelectRules

Default Rule Name
EC only objects > 200 KE(§
v Two replicated copies (8

Tenant Account Actions
lgnore x
Ignore ®

B3 IERT 7AIILDOREZRILT S LM IIL—ILER) > —

UTFICEREHT DT TIIIL—IILER) S —2ERALT. 200KBZEBX5ERE1L 1Y
vy—d—7T 4 >7 L. 200KBU FOERHL S IE—Z3DERTEX I,

UTDIMIIL—ILER) S —d3—FlIcTEFFE A IIMIL—ILZRETIHEIZEHD £
To FILWRUS—%T7OF 0TI BRIC. RSTRRUS—%SIalL—rLT, VT
Y DIBEEFCTEOICRS T MRS —HREECEDICHEET I e ZRELTLET L,

BI3BDILMIL—)L1 : 200KBZBZ BRI 7 A ILICA LA vy—O—FT 1 > %= EA

CDOILMIL=ILDOBITIE. BEBT IR VI EFERLT. 200KBEZBRAZ3 IR TOERI 71 ILE1 L1
Sy—dA—T4 I LET,

IL—ILER B Hl
L—IL% ECA X—27 71 JL>200KB
SHRBFE B D A B[

A—HYRET—=RDOBEL T« A—FAET—RZATFIEAA=IT7AIILEELTY
27

ATV M AXDOBERT« ATV bFA4X (MB) H02&DKEV
eI T
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aAvFoviEcE 3DDHA M EEFERALT2MM DA LA vy—O—F ¢ > AE—%1ERK

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

EC image files > 200 KB

Matches all of the following metadata:

User Metadata j type equals j image

Object Size (MB) j greater than j 02 :|

[+] %

+
*

Cancel Remove Filters

COIL=ILIZRI S —ADRFDIL—ILE LTRESNTWE D, 1 LA vy—0—T 1 VI ODEREFIET
I3200KBZ B R BIRIE 1 X =P DADMERAETNE T,

EC image files > 200 KB

Reference Time Ingest Time v

Placements © 1 Sort by start day
Fromday | 0 store | forever v m |—|
Type | erasure coded v Location | All 3sites (2plus 1) v Copies | 1 + =

Retention Diagram @

2 Refresh
Trigger Day 0

All 3 sjtes.

{2 plus 1) ) I >

Duration Forever

FIBDILMIL=IL2 : XD DIARTDAX—=C T 7AILOAE—%23DL TV —MLET

COILML=ILOAITIE. BERBRTIWNEZV T ZERALT. A X=ST7 7L 2L TV Tr—b95& 5103
ELEY
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IL—IL% BT 7 ILAIC3DDIE—
SR HY D 5A A B

A—HPRET—E2DOBELT I A—FAET—RZATFEA AT 7AIILEELTY
CD%

AT YEE LZVT—rENcOAE—ZIRTOR L=/ —RIZ3DERRL F
El

Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter,

3 copies for image files

Matches all of the following metadata:

User Metadata j type equals j image - 4
x

Cancel Remove Filters

RIS —RNORIIDIL—ILIZ200KBZ B X BER T 71 JLICT TIC—HL TWB . COEEFIEIF200KB
MUTOEBRT 7 ILICOAHBERINE T,
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3 copies for image files

Reference Time Ingest Time A

Placements @ At Sort by start day

Fromday | 0 store | forever v m | Remove

Type | replicated v |ocation “001 |[Dc2 < | D3 * | Add Pool Copies | 3 + x|

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

Retention Diagram @

< Refresh
Trigger Day 0

D1

e

pcz ﬁ 5 s

bcs2

] .

Duration Farever

o [ o [
B3 DILM AR > — BT 71 ILDREDRIL

CDFEITIE. ILMAR Y > —T3DDILMIL—I)LZER L T. 200KB (0.2MB) #BX2ER I 71ILEAL 1
Yy—O—T1 >0 L. 200KBATDEFRZ 71ILDL U —braE—%ER L. BIRUND T 71 ILICDUL
TlE22DL IV r— b aE—%ERT 3R —%21ERLE T,

COBIDILMARY 2 —IZlF. ROWEBZRITITBIL—ILHIENTVE T,

* 200KBZEBR B3 INRTOERI 7 ILZA LA Yy—OA—T1 VI LET,
*5%ZDD (200KBATD) ERT 7 1IILOIE—%Z3DERLE I,

CHERODDIRTOATZTI R (DED. TIRNTDIHAX=2T 7)) ICT 74 ML—IILzBRALE
ER

Viewing Active Policy - Better protection for image files

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: LM policy for example 3

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC only objects = 200 KB & Ignore
3 copies for image files (4 lgnore
Make 2 Copies 5 v Ignore

B4 :SIN—2a EEBATOIIRDIMIL—ILERD) > —
N—=2 3 VEBNBEMICHE->TWVWS S3NTY MM HBF5IE. SREFC LT

= Nnn
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noncurrent time * ZEA T3 ILM R > —IZ)IL—I)L%ZEHB T, B THEWVWA T
ST MN—Ja EBEETIE,

COBNCRIESIC. N=2aYyEEBF TV FTHERINBZ AL —2C0EZFIHT 31013, &RHTHV
T2V MN=Ua VIl A DEEFIEZEALE T,

BUFO LM L= LR S —iF—BIC T E F A LM IL— L ERET BHEESEBD &
(D % HLWEUS—2T7o71 TT BRI, K57 REUS—%SSaL—kLT, A7
Y DR <101 K57 MRS —hBRE B D ICHEET 5 C L ZRRBL T 12T

BRTHEVWATO I bN=2a3 2 BETROD LM R S —Z BT 3581F. K>

@ —%2ZIal—b9REDICATS I MN—23 >0 UUID 7213 CBID AR ETY, 47
ST DO UUID & CBID 2FE8 9 2ICIE. A7 0 FHARFOBICA TS I P XZT—
RERRELET,
REEIH R

"SIN=TaVEEFTI U bOHIBRAE"

"FITVTU R ART—EDERICKBILMAR Y > — DIGEE"

Ba4DIMIL—IL1 : JE—Z 3D, 10 F-FRELEXT

COFITIE. 32072V Z—IC&F TP/ OO —% 10 FREEMAL £,

COIL=ILF. ATV bHN=U a3 VEEINTUVEHE S NMIBRELS. IRXRTOAF TP M ZRIE
LETo

IL—ILEH EDH

ARL—=F—)L BADTF—RER2—ICHB I3 DDA L —TF—)L. DC1. DC2
. DC3,

JL—IL& 320K —104F

SEBRERY BY D 3A & B RS

aAvFoVitE 0 HEMS. 32OL U4 —+raF—% 104FER/ (3. 652 H) &N
(DC1. DC2. DC3IC129D) o 1I0FRICATZ Y b
'—7&3-/\“1%’”%}\3-50
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Create ILM Rule step 2 of 3: Define Placements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years
Reference Time Ingest Time

v

Placements & 11 Sort by start day

Fromday | 0 store. | for v 3652 days L

Type | replicated ¥ Lpsitios ||DC1 |[pc2 * |[ocs = | Add Pool copies | 3 . Ex

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information

Retention Diagram €

% Refresh
Trigger Day 0 Day 3652
He S
pcz C] =
= S
Duration

3652 days Forever

BlaDILMIL—)L 2 : BHRTHEWN—3>0OF—% 2D 2FRBERELET

CORBITIE. BRFITHEWN—23 Y0 S3N—2aYBEBA T/ b0OE—%2 2D 2FERMLET,

ILML=IL 1 TIEITARTON=2 a3 >DF T 0 bHRE SN3 70, B TREVWN—3 02 TR TR
HNTBRDIL—ILZERTRIRENRDHD FF, CDIL—ILTIE. BEBEFRIIC * noncurrent Time * > 3>
HEARALEXY,

COBITIE. RHITHEVWN=3 200802 DREIFENS . TOHREIIE 2 FETY,

IL—ILES EDBH

L= MERDTF—REA—|CHD2DDIAL—JTF—)L DC1 LY
DC2

IL—IL% BRI CRWAN—3y i 20E—24%F

SRR =2 I AN AN Y =

aAVFUVERE 0 HEMSBH THAWVWER (720 hN—2a AR THRLN—
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday 0 store | for v 730 days m| .

Type | replicated v Location ‘ DeC1 DC2 * | Add Fool Copies | 2 +

Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more

information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
) wl________
Dc2 q "
Duration 2 yaars Forewver

FADUMAYS—: S3N—Da BRI TV b

BHRN—U3 > CIEERZHWN—3 04700 h BB 3EEIE. MEOA TSI bN—-23 Y
ISEAINBIL—ILZRERT 380IC. BEBEREE LT * noncurrent Time * ZEAT3I/IL—IL%Z ILM R S —

IC2HBIHVENDD XY,
S3N=2aVEBATZI I D ILM RIS —(ZIE ROESBRILMIIL—ILHEENE T,

cHL (BFITHEW) N=arvog&F TSI hE. ZON—2a VB THRLSER-TBD 5 2 FRIMFE
BLEY,
BHTHVEBEL—ILIE. BEOATI T FN—Y a VICBRINSIL—IL & DEICH
()  Us—kERTNERENBDET. TAUNORE. BHTELF TV FA—Va
213 noncurrent Time JL—JLIC—EL £t Ao

*BODAFKEHC, LTV —OE—Z 3DERLT. 3207 —4tE>2—IC1 DFDORML £, &
OAT2zI bN=23>00E—% 10 FEGFEFHLET,

159



Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years

Rules

1. Select the rules you want to add to the policy.

2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
l Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years § Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.

COFIDR) =2 Zal—bFR8. TAME TV MERDESICFHEAINE T,

C B THRWA TSI MN—U3 I RTRIDIL—ILIC—RLE T, BRI THRVWATO T N
AV 2EUEBBLTVWRIBEEIF. ILMICE > TRLICHIBRINET BFTHAWN—-Y3>odE—
NIRTHT )y RO SHIBRENZET) o

R THVWATI I MN=3 0% ITaL—bF3ICIE. ZON—=23 >0 UUD £
() % CBID 2RI AUBABD FT, 7TV FABRBOBTHNIE. Object
Metadata Lookup %fEM L T UUID & CBID ##&ETZT £ 95,

CWHEODA TSI MN=a b 2 DBDIL—ILIC—EBLE T, BRFOA TSI CN—=2a3 b 10 4FE
BRESNDCIM 7O REA TPz FORBHN—a > e LTHIRY—A—%EML ' UEioA4 7
STV MN—=3>% Tnoncurrent 1 ICL 9 REID ILM FHETIE. CORFTHEVWN—T 3 VIERY)
DIL=ILIC—ELZET, TOFER. DC3ICHBIE—H/N—2TN. DC1 e DC2ICHB 2 >20E—
NESIC 2 FEBHINE T,

FEE R
"F T b RET— A DBREICEL BILMAE ) > — DOEEE"

5 5 : ERDIAZHENED Strict DIZED ILM JL—JLER) S —

IW—=ILTHFR 7 1 LR & Strict D AAE 2RI S L. HEDT — X Z—D5
FRICAT O 0 bIMRESNBVLSICT B ENTEE T,

COFITIE. RELOMBICED. WIR—=IDTF > MIEU DABIC—EDOA T 7 bEEIHLABWVSE

160



SIELTVWET, DT FHFUYRTATDY FDIRTOA TPV b ZELEZOMOA T T MME. NUT—
BEUA—FIEKEDT — R Z—ITRRTE X I,

UTDIMIIL—ILER) S —d3—FlIcTEFFE A IIMIL—ILZRETIHEIZEHD £
o FILWRUS—T7 O T4 T RENS. RSTRRUS—%SIalL—rLT, OVT
Y DEEEHCIEDICRS T RIS —DEEEEDICKEET D e EERLTLLIEEL,

B
"FTT TV COEDIAHFE"

"ZTw 7313 I HDAAFEEEERT D"

BI5EDILMIL—IL1 : NUF—=RE> X —%RT D7-5HD Strict ;XD A H

D ILM JL—ILDHITIZL Strict VD IAFAEEERFER L T, NIUR—=ZXDTF > MMIEL2TS3INT Y MIRE
INFAToz D)= 3 D eu-west-3 =23 (N)) ICRESNTEHONKEDOT—2E 02—
TN VWESICLET,

CDIL=ILIF. NXUFTFRIBL. S3NTyrU—=23g b eu-west-3 (VD)) ICRESNTWVWBRRE A
ISz hERLET,

IL—ILE&E BDFY

FFYRTHIY R NUDTFH>k

BERITANLZI VY BFRHIRIIE eu-west-3 ICHEHE L 9

ZARL=UF—)L DC1 (JXU)

IL—IL% A RENDIAHICED. N)DT—REoZ—ZFRAELFT
S5 BY D 3A A ER¥

a7 Vs 0HBMS. 220LFUr—raE—%DC1 (X)) IZRTE

B D IAHENE strict o BXDIAHBFHICHT ZDIL—ILDOECBFIEZERL TSI L,

N)F—=RE A=A TO I FOOAE—% 2 DREFETITHVSEE.
ENDIAAISKBL £ 9,
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Strict ingest to guarantee Paris data center

Description:

Ingest Behavior:
Tenant Account:
Reference Time:

Filtering Criteria:

Strict ingest to guarantee Paris data center
Strict
Paris tenant (25580610012441844135)

Ingest Time

Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3
Retention Diagram:
Trigger Day D
REk it ] I
) I

Duration

Forever

BISEDILMIL—IL2 (DA T I ML TNT Y RDENTEIDIAA

D ILM IL—=ILDFITIE.

Balanced BXD AHENEZ=ERA L T. RIIDIL—ILIC—ELEWVWA TSI D

ILM HRARELTNE T, COIL—IILIC—TIIARNTODA TSI bOIE—HD2 DRESINEFT, 1
DIFKET—FEEZ—IC. HBI1DEFNVTF—EEZ—ICHBNEINE T, IL—ILZEZTCICRHTTETFRL
HBElE. EREREEDHGFICHREIE—D BN E D,

COIL—=IE BFRDOTF Y EELVIRTON =V 3 VICBIRRIE ATV FERRELTVE Y,

IL—ILERR
THYETHOUE

BELTINZIVT

AL—=2T=)L

IL—IL%

SRR E

VT YVERE

D IAHENE
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day O
Rt ) I
Dc2 (us) ﬁ B T
L F
Duration Farever

Bl5DILM AR > — I XD AAEEEEAGTDELDD
CORD ILM R 2 —I(Zid. XD RABHBEDER D 2 DDIL—ILHEZENTVET,

2DDEBZIWMDAHIEZFERATS ILM AU —IZIF ROELSB M IIL—ILDEENBZHEDH D &
EE

*NUDTFUHMIBL. DO S3NTYy MU= 3 BNV DT—RE2Z—HATDH eu-west-3  (/V1)
) IKRETNTWB ATV bZEBMLET, NVDT—REVZ—DFATEHVERIZEDRAHIC
KBLEI,

CFOMDIARTOATV I INUTFTFURIZBLTWRHDD, Ny )= 0B EBZATS
TV FEEY) X KEDT 22— NUDT—E2E>2—0OmAICIRELET. BBBFIEZHT
FTENTETRVEEIE, FERAREAEEDBAICHEIIE—%21ERL £,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest

Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.

2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x

COBIDRIS—%>ZTal—bTRL TAME T MIRODELSICFHESNE T,

cNUDTFHFURIZEBL. STy =g D eu-west-3 ICERESNTWS AT MIITARTE
HDIL=ILIC—E L. NUDT—FE>RZ—ITEHINE T, PIDIL—ILTIE Strict XD IAHDMER S
N37=H. CTN5OATS U FHAREOT =2 2= NSN3 cidhhb A, NUT—4F
VA—DA ML=/ —REFHATEAVGE. lDAHITKBLET,

CMDIARTDATS I ME NUTFURMNIBTZA TSI R S3 NIy b)—2 3 0 eu-west-
JICHRETNTVWARAWA TPz 28 2BBDIIL—IILIC—BLET, FF Tz 7 bOaE—DET
—REVA—IC1 DT OREINE T, L. 2 DEDIL—ILTIF Balanced ing( /N5 > X DEXL7=EX
DIAA ) DMERINZ /=D, 1 DDT—REUZ—HIMERTITRVGEIE. FRAEREEDHBARIC2 D
OFEIE—PRESNE T,

fGl6 : ILMAR)>—%2EETS

T—HREDZ—ADEOLSISHEPH LW A FZEMLIHZSIE. FTLLILM R
S—DERET T4 TIDREICHEDZZEDRHD ET,

KU —%ZTETDE0C. ILM OEEBEZEH—BEEMIC StorageGRID & X T LD REME/NT +—<I >V XK
IFTHEIIODVWTERL TEKHBELHBD T,

C DFITIE. ILEREFICH L L) StorageGRID 1 RAYEIIEN. FILWH A MIT—RZENT Z70HICT D
TA7RILM RS —%ZZEBTIHELRHD X7,

UTDIMIIL—ILER) S —d3—FlIcTEFFE A IIMIL—ILZRETIHEIZEHD £
o FILWRUS—T7OF 4 T BRI, RSTRRUS—%SIalL—rLT, OVT
YV DEKRERSCTEOHICR S T RRY S —DREECEEDICHEEET D e ZBESEL T ETL,
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FLOWILMARU S —%T7 o740 T2 FHICHLWRU S —DREEFIETZHOBEAF T2V O
L VISFAANDBEINNEIC R > T35 A(1CIE. StorageGRID Y R T LD/INT #—< > RUC—BRMICHE T 50
BN HD £7,

FLOWILMARU S —%T U510 T T3 L. StorageGRID IF. FDOR) S —%FERALT. B
FOATOT I bEFTICRDIAEN AT 288 IRTDA TV hE2EEBLE

@ T FILWILMRD > —%T7 o754 TTBHEIC. BFOL TV r— ATz beALA
Dv—0—TaVIFTI I FOREICHTIEEZHR L TLLEW, BIF04 T2 o
FOGFEEETZ L. HLLWERENFHESN TERESNBRIC—RNGR) Y — XDOREHL

£ 3AEEEDBD XY,

StorageGRID M/\N7 # —< > AIC—FICEE T 3 A8EMLH S ILM R S —DEBICIF. RDELSBHD
hHhxEd,

cBEOALASY—OA—T 42T F TSI MDA LA vy—O—FT 7 7O7 71 IILDOERB

@ StorageGRID Tld. BT L AP v——T 427 7O7 7 A ILIF—REHBTN. FiLL

TO7 7MWV eERI 3583 LAPy—0—T« V7 IS X MO BRFATNEE
Fuo

FBEOF TV MCBBLIE—DRA TEEBT B, L ZiE ABHOLTUTr— ATV o b
EALASY—O—F 1 Y FATO 1Y MBS BBARY T,

*BEFEOF Tz DA -2 o< RIDBARICEBE T %, 1cezE 5TV R ML—2TF =)Ll
E—hUA FORTEROA T F2BEFTBIHEHETT,

REEIER
"ILMAR Y > —E{ER S "

Bl6DTIT+THILMAUS— 1 2D0HA FTOT—41RE

CDBITIE. 7IT«4TRILM AR S —ERFIC 2 B bD StorageGRID > X 7 LAICEKFTIN. 220D
ILM JJL—=)LZERLTWET,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone ihe active pelicy; or view the details for any policy.

4= Create Proposed Policy | | Ei Clone | | # Edit | | % Remove |

Policy Name Paolicy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT

| | Baseline 2 Caopies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default . Tenant Account
Tenant A
One-Sits E Coding for T tA
ne-Site Erasure Coding for Tenant A © (49752734300032812036)
Two-Site Replication for Other Tenants (5 v Ignore

COIMRUS =TI TFHFYMAILBTZ AT M1 DDA T2 DAL APy —0—T 1>

JICE>TRESN. —AMDIRTDTFUMIBIEZF TP M 2-copy LTV r—2a>%zERAL
T220Y1 FETHREEINE T,

CORDBADIL—LTIE, BEERTNEEFBLT, 1 LA Vv —I—F1 SIS
(D) A7V MCEERSNABLESIELTOET. 200KBREDT F> FADF TV TS b
. LTV —> a3 v EBRT 52080 —ILC &> TRESNET,

=1 i TFYRFAICI DO bDA LA y—O—FT 1>

IL—ILEE (EXoLl

IL—IL% TFYEADA YA DAL ADv—O—TFT 12T

TFRTAOYE TFT2EA

AL—=2F=)L T—REYR—1

AT UVEE ;Elt—é:l’:"/g— 1D2H A LAPvy—O—T 127 % 0 HEHL SHEH
C KT

IL=IL2 DT+ MI2D20Y A L TUT—F9 3

IL—ILEER (E(L
IL—IL% moTFrF>rREO 29 LT =23y
TFORTHAOUR BHELEY
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IL—ILEE (EXoL
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aA>FoViicE O HEASEHRICL U r—rENcOE—x2 [ T—2tE> 52— 1

21D T—2tE>2—2121D,

BlEeDILMAEIS—r LT, 3201 FOT—XFRENMEREINTVLET
CDOFHITIE. 3H 1 D StorageGRID AT LD ILM AR >—%EFHLTLWET,

FLWHA R EEBINT37ODIEET IcHe. )y REEBEIZ2 DOFHFLWA ML= T — )L % ER
LELTe 1DldDataCenterSFHORML—SF =Ly 51 DE3 20U A FIRTEZFLCRAML—D
T=IL (TFRTODRL =S/ —ROTITAILEDA L =T —)LEIERR D)) TS, TDH. BIEE
T2 D20 LVWILMIL=)LE. 3 DDA b IRTDT—X%RETDDICERINTFHLLWRS T+
ILM R > —%ER L £ L7

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object’s location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or
smialler from being erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaluated in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
res Sl Erses Cuding fof Termmt A O (49752734300032812036)
Three-Site Replication for Other Tenants (§ L Ignore
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@ LBiD StorageGRID ') 1) — X THRERDEYMEREZ A L TWIHE. COPIZERAL T, ek
DEHERED BN > TVWBEFEONT Y b ZEEBTEZEHTTEY,

LTFDIMIIL—ILER) = 3—FlICT EEEA. ILIMIL—ILZRET B HEIIZSHHD &
(D v HLOWRUS—2T7 9574 TTBRIC, K57 EUS—%SSaL—bLT, AVF
PYDERERCIEDICE ST MRUS—HBECEDICHRET 5 C 2B L T ESE LY,
BT
'SBATVTH ROYITATV TS P EEET "

"ILMARY S —E{ERR T 3"

S3ATzobOVIDNTY bEATS D DB

RDFITIE. Bank of ABC E WS EEID S3 77+ F7AT > ~T. Tenant Manager ZffH L T. EEAIR
TERERZI/NTRHICSI ATz bOyIZBMILIENTY FEERLTULWET,

NTY EDEE DB
FFYRTAYY M ABC $RfT

NTY b tR1TECER

NTy kD=3 us-east-1 (F7AJL )
Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3 ObjectLock @ |+ Region + ObjectCount@ = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST

1

bank-records/\7y MIBMENZ A TSI b ATV bON=J 3 VIllE. ROEDMERINE T
retain-until-date & U legal hold FKiE :
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retain-until-date "2030-12-30T23:59:59z" (128H30H. 2030H)

BATOT IV CN=2aVIIZHBON-2 30D HD X retain-
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Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites

Tenant Accounts (optional} Bank of ABC (20770793906508351043) |

Bucket Name equals ‘v]l bank-records

/ Advanced filtering. . (0 defined)

[
L—ILES B
BIRH B D52 BT

Aci& 0 HBDX F7H 5KIEIC

ALAPy—A—FT4>J707 3207 —2E2E—HA DAL —/—RICALAPv—1
7N —TarJaAE—= R LET

B3 A LA Y—OA—TFT 14 VI RF*—L%EEH

Edit ILM Rule step2 of 3- Define Piacements

Configure placement instructions to specify how you wani objects matched by this rule to be stored,

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & 1T Sort by start day
—_—
Fromday | 0 = | store | forever j Add ! |
Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copes | 1 = + | x
Retention Diagram & 2 Refresh
Trigger Day 0
sl y
(& plus2) e >
Duration Forewver

oo | oa [ on

S3ATTz o/ Oy IDFDILMIL—)L 2 : FEEHIL—IL

COBIDILMIIL—=ILTIE. 2D2OLFV T — ATz bIE—ZRA L =2/ — RICRAICIEMHL F
o 1HFB VFUVRIAML—=2F—ILIC DOOE—ZEERRICEMLE T, COIL—ILIZIZTRI ML
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=TI ZFERYTBH. FFEMEED, S3ATIO o Oy IHRBEMICHES>TWVWBRNT Y FROF T
U MMIFBERINhEEA.

IL—ILEE BEDHY
IL—IL% FEEMMIIL—I . VT RAML—DTF— L %ZEH
TFORTHAOT BESNTULWEEA
INT Y 4 BESNTVWERAD. S3ATTxy rOv Y (XTI RERDENE
BE) WEMICAE > TOWERWAT Y FOATERINET,
BEBITAINLRI VY BETNTULEEA
Create ILM Rule step 1 of 3: Define Basics
Mame Mon-Compliant Rule: Use Cloud Storage Pool
Description DC1 and 2 for 1 year then move to CSP

Tenant Accounts {optional) € Select tenant accounts or enter tenant iDs

Bucket Mame matches all v | Value

/ Advanced filtering. .. (0 defined)

=
-l B
BIRHT B D3AH KT
G F0BENS. 200LTUS—FIE—EF— 2LV E— 1 LF—

BB —2DAML—T/ —RIZ365 HRERMAL 9

*1FEE LTV —brIE—Z1 D05V RFIAML—=UT—)LICE
HAPRICARML &9

S3ATxovboOvIDOFDILMIL—IL3 - TTFIL ML=

COIMIL=LDBITIE. 2D2DT—REVEZ—HDODRX L= F=)LCA TV bT—2%Z2 18— L&
o COFEMIL—ILIF. MRV —DT I FILMIL—ILELTEFTNTUVWET, COIL—ILIZIFT 1)L
RFFENTH ST, SBF T2/ bOvIBEMBNT Y FOEFZH L TVWET, BRERH L LT

\\\\\\

IL—ILEH EDBFI
IL—IL%& FIAINEFOERIL—IL . 2 DO2OAE—N2 DDOF—RE>X—%1E
BLET
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INT Y R EBESNTLEEA

BEBTANLE) VYT BESNhTULWEEA

Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Description 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts {optional} Selecttenant accounts or enter tenant IDs

BEucket Name matches all H Value

F Advanced filtering... (0 defined)

oo s

IL—ILERE EDBA
SR HY D 1A & 5

Aci& 0 HEHMSEHARIC, 2 DDLU —hIE—Z®FFLET. 12
T=EEYR—1DIAML—=U/—=RIZC I 12T 225 —2
DAL=/ —=FRIERFELET,

Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day

Fromday o0 =] | store | forever j it e

Type | replicated j Location “ Data Center 1 - || Drata Center 2 Add Pool Copies | 2 :| + | X
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
Retention Diagram @ i Refresh
Trigger Day 0
On i L [
Data Carter2 £ —
Duration Forever
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1.834 72z bOyIDBHMBREDONTY FT, A LA vy—O—FT 1 >J%FERAL T200KBZE X %

ER
22200L 7V r— ATz bIE—ZERL TR ML=/ —RIC1 ERRELEHE. 120X T

EHIL—)Lo

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy the active ILM policy for the grid.

Mame Compliant ILM policy for 53 Object Lock example

Reason for change Example policy

Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-compliant rule without a filter) will
he automatically placed at the end of the policy and cannot be moved.

i =+ Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC 8 4 Bank of ABC (90767802913525281639) x
Non-Compliant Rule: Use Cloud Storage Pool B Ignare x

"4 Default Compliant Rule: Two Copies Two Data Centers (& 4 Ignors x

RSThRVS—ZIal—bhT3

FSTRRUS—ICIL—ILZEMLTT 7 )L bOEHIL—)LZERL. DI —ILZERELS. S3 4T
S/ bAvIEBMILENT Y hELCMONTY bDOF TPV b 2T AL TRV —Z2Zal—
FSBMEDNBDET, LezE COBFDRIS—Z2>ZTal—bF38. TRAMETTZ TV MIRDELS
CEHMBSNE T,

* RPDIL—ILIE. Bank of ABCTF+> bDNTy bNNY P L I— R T200KBZBR DT A NA TSI b
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