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Metwork Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
ethl 00:50:56:A8.2A.75 10 Gigabit Full Off Up
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Receive
Interface  Data Packets Errors Dropped Frame Overruns  Frames
ethl 738858 GB HY 904587345 FJ 0 E§ 14340 0 o T
Transmit
Interface  Data Packets Errors Dropped  Collisions  Carrier

eth0 6775565 GB [ 465715998 H 0 E§ 0 5 0 0 B
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Disk Devices

Mame World Wide Name /O Load Read Rate Write Rate
croot{8:1,sdal) NIA 0.03% 0 bytes/s 3 KB/s
cvloc(8:2 sda2) NIA 0.85% 0 bytes/s 58 KBls
5dc(8:16,sdb) N/A 0.00% 0 bytes/s 81 bytes/s
5dd(8:32,sdc) MNIA 0.00% 0 bytesis 82 bytes/s
sde(8:48,5dd) NIA 0.00% 0 bytes/s 82 bytesls
Volumes

Mount Point Device Status Size Available Write Cache Status

/ croot COnline 21.00 GB 14.90 GB g | Unknown

Marflocal cvloc Online 85.86 GB 8410 GB 3 | Unknown
ivarflocallrangedb/ sdc Online 107.32 GB 107.18 GB 9  Enabled
ivarllocalirangedb/1 sdd Online 107.32 GB 107.18 GB H5 Enabled
ivarflocalirangedb/2 sde Online 107.32 GB 107.15 GB T  Enabled

Object Stores

1D Size Available Replicated Data EC Data Object Data (%) Health

i1} 10732 GB 96.45 GB B 250.90 KB T8 | 0 bytes B 0.00% Mo Emrors

0001 107.32 GB 107.18 GB B 0bytes o9 | 0 bytes £ 0.00% No Ermors

0002 10732 GB 107.18 GB B 0 bytes 9 | 0 bytes ] 0.00% No Errors
RE B
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Events ©

Last Event Mo Events

Description Count
Abnormal Software Events

Account Service Events

Cassandra Heap Out Of Memory Errors
Cassandra unhandled exceptions
Chunk Service Events

Custom Events

Data-Mover Service Events

File System Errors

Forced Termination Events

Hotfix Installation Failure Events

I/O Errors

|IDE Errors

|dentity Service Events

Kernel Errors

Kernel Memory Allocation Failure
Keystone Service Events

Metwark Receive Errors

Metwork Transmit Errors

Mode Errors

Qut Of Memaory Errars

Replicated State Machine Service Events
SCSI Errors

Stat Service Events

Storage Hardware Events

B EEEEEEEEEEEEEEGEEEEERE

System Time Events

Reset svent counts (9

[TARYBMEZTTIE RDERXTZRTTEET,

* ROLEEBICHS M LastEvent*] T4 —ILRICKRIRINZBHRZEHAL T ERELIAIRY FERE
LEY,

*OSTTFAAV "IV ILEITEEZI )y ILT. EDARY DRV DODRELIHZERRL T T,

10



- BERRBICAAY FOBEYOICUEY RT3,
AR
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U5 TRI ST ORE

ARV O B

TaskX 7%z ERALT. )y R/ —F2UT—-FLET

Task 27T SBIRLT-/ — REBRB TS $TIANTO/ — KD [ 227 | R THE
mENXd,
WMERHD
* Grid ManagerlZ I3 R— TN TWVWBR T SO EFHALTH A V1 VT I3RBLHD X,
* Maintenance Z 7=13 Root Access HEENNET T,
s JOEY 3=V I NRTL—XHRETT,
CDRRAIICDWT

[#RXV12T=EALT. /—RZVT—bTEEY, 7TIATVR/—RDFEIE. Task X T ZERAL
T TIIATVREA YT TV AE—RICTBRIEDHTEET,

Cwverview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

*Task #THh BT )y /) —KREYT—=rdB8. =4 v ~/—KTreboot AY Y RHAETEINET,
J—=REDVI—FTBE. /=Ry Yy IO LTHBEFHLET, IRTOY—EINEENICER
INnE9,

ARL—=2/—FZVT =935 RO[UTFBEL TSI L,

° ILM JL—)LICEX D IAHENEIC Dual commit BMEE SN TV BHE. £713)L—JL T Balanced h'#8%E
TNTVT, BEBIRNTOOE—ZEBICERTE 2 WEHIE. StorageGRID (FF7ICENDIAF
NcATO I b2 EBICACYI D2 DO ML=/ —RICOZI Y RLTHEDS ILM %FE
BLET, 1 20U FTEHROINL -2/ —REDT—rd22. UI—=FrRIEIIhE5DFTY
TV MIT7IOERATERWVGELHD X7,
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DC3-53 (Storage Node)

Cverview Hardware Metwork Storage Objects LI Events Tasks
Reboot
Reboot shuts down and restarts the node. Reboot

4. [Reboot]= 2 ) w2 LEX T,

HERDA A 7O Ry I ABKRRENE T,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a WVMware node reboots the virtual machine.
# Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase
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Data Center 1

MNetwork Storage

13:50

i

== Pending requests

1.00aps

D75 ops

D50 ops

D2Sops

Qops
1355 13:55

== Replication completions =

Q20 ops

DiSaps

Gi0ops

GO ops

Objects 1L

Platform Services

1 hour 1 day | week 1 month

Pending Requests

14:00 14:05 14:10 14:15 14:20

Request Completion Rate

14:0D 14:05 1410 1415 1420

Requests committed

Request Failure Rate

Cusiom

14:25 14:30 1435

14:40 1445

14:40 1445

dops
1350 13:E5

== Replication failures

14:25 14:30 14:35

14:40 1445

RTINS a—Ta VI DFEMBYE. S37T Y b7 A—LH—EXDFHFMIC DL TIE. StorageGRID DEIE

FlIEzBRL TLEE L,

EEEISER
"StorageGRID D EIE"

TTIS5AT7 VAR ML= —RICEAT3BHRORT

J—RR=JICIE. 8T T4 T72AR ML= ) —ROY—EXRDEBMHE. IAXRT
DAVEA—TFT14 T TA4RITNAR, $LUVRY b= )Y —=RICET3IER
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HRTREINET, XEU. AL=IN=FDxz7 A2+O=5T7—LT7TT7DN
-3y XY bhIT=TVY=R XY bT=TJA2VE—T A RABHRREINFT, =
Y ET—=UT RLR BXUVT—RDERE,

FIE

1. J—RR=IJT 7TSAT7VRANL—S /—REBIRLE T,

2. TE ) Z@RLET,

Overview® 7 ®WNode InformationT—7JLICIX / — RDIDE&ET/ — RDRA A4V =)LEnTW
BYTETITON=23 LU/ — RICEE[ITSNTWBIPT R L XHKRRINE $[Interface]d!)
ICIE. ROESICA VR —T 24 ADEGRIDRT-INE T,

creth* 1 Uy RRy bI—0, BERXY NT—0, FBISATV Ry bT—7,

c*HIC* (7S ATAD 0.

25. F7:l3 100GbE DHJER— b D 1 Do TNHDR—FZERY

T4 > LT, StorageGRID ®F)y RRw kD=2 (eth0) U547V bRy D=2 (eth2

) ICHERTEE T,

cr*mic* I T SSAT R LEDYIBIGOER— b D12, RV T4 VT FHIFITA TR %

E

Ks

L. StorageGRID BIEXxw T —2 (eth1) ICEHTET X

ERS
Node Information &

Name S5GA-lab11

Type Storage Node

1D 0b583829-6658-4c6e-b2d0-31461d22baky
Connection State + Connected

Software Version 11.4.0 (build 20200527 .0043.615839a2)

IP Addresses 192 168.4.138, 10.224 4 138, 169.254.0.1 Show less a
Interface IP Address
ethD 192 168.4.138
ethl fd20:331:331:0:2a0:08f feal:831d
ethl fel:2a0: 98 feal:821d
eth1 102244 138
ethi d20:327:327.0:280:e5M fe43:a99¢
ethi d20:8b1e:h255 8154280 25 Te43:200¢
eth feB0::280:e5f fed3:a09C
hic2 102 168.4.138
hic4 102.168.4.138
mitc1 102244138
mtc2 169.254.0.1

3 PS4 T 2 ADFHMBERZRT I BT

[ * Hardware * | Z#&RL X9,

a. CPU Utilization & T Memory ®J' 5 7 T. —EHIE®D CPU BLUXEVFEBREDEESZHREL X
o DB ZRRTBICIE. I 7FEIZ70LLICHZa> O—-ILoVWTFnhzERL X
9. 185, 1B, 18, £2i31 HAOHEOBHRERTTEIE T, £/ AXRZLOBRBEZR
ELT. HROHEZIEEIT S LDHTETET,
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DC1-51 (Storage Node)

Owerview Hardware Metwork Storage Objects ILM Events Tasks
1 hour 1 day 1 wesk 1 month Custom
CPU Utilization @ Memory Usage ©
30% 100.00%
= 75.00%
20%
50.00%
15%
2500%
o \ i
10% U\f\’“"\f\j \Nm/\_/\ﬂmﬂ\f\r\ﬂ]h B Ve
5% 0%
1350 14:00 140 1420 1430 14:40 1350 14:00 14:10 1420 14:30 14:40
== |Jtilization (%} == |Jsed (%)

b. FIcX2O—ILT. 77SAT7YADAVR—Y bDRERTLET, CORICIF. 75147
DFEWHIFTENTULE T,

@ Compute Controller BMC IPX>Compute HardwareZx & D—EBD 7 « —JL R i&. Z DIEHEE
ZRFOTTZAT VAR L TDARTIINET,

AL=22 ) 70aVR—2Y PEIRERY TILIDRBICEENTVIHEEIE. 75347V R
T—7INDOTOEBDT—TILICRREINE T,



StorageGRID Appliance

Appliance Model

Storage Controller Name

Storage Controller A Management IP
Storage Controller B Management IP
Storage Controller WWID

SG6060

StorageGRID-NetApp-SGA-000-012

10.224.1.79
10.224.1.80

6d030ea000016fc7000000005fac58¢4

Storage Appliance Chassis Serial Number 721824500062
Storage Controller Firmware Version 08.70.00.02
Storage Hardware Needs Attention
Storage Controller Failed Drive Count 0

Storage Controller A Nomina
Storage Controller B Nomina
Storage Controller Power Supply A Nomina
Storage Controller Power Supply B Nomina
Storage Data Drive Type NL-SAS HDD
Storage Data Drive Size 40078
Storage RAID Mode DDP

Storage Connectivity Nomina
Overall Power Supply Nomina
Compute Controller BMC IP 10.224.0.13
Compute Controller Serial Number 721817500087
Compute Hardware Nomina
Compute Controller CPU Temperature Nomina
Compute Controller Chassis Temperature Nomina

Storage Shelves

Shelf Chassis Shelf Shelf oM Power Supply Drawer
Serial Number D Status  Status Status Status
721924500062 00 N°m'"é NA  Nomina Nomina

Appliance 7—7 )LD 7 14 —JL K
TISATRAETIL

AhL—=2arrO0-7%

b=y bO—-ZA0EEIP

ML=y bO—SBOEIEIP

EEEEEE

= =

@ EE

Fan Drive  Data Data Drive Cache Cache Configuration
Status Slots  Drives Size Drives Drive Size  Status
Nominal | 60 58 40078 |2 800.17 GB f::\ﬁg“'ed a

i

SANtricity V 7 R I T 7 ICRRENZ D
StorageGRID 7 7514 7V ADETILES,

SANtricity YV 7 b U T 7ICRRINBZ D
StorageGRID 7 754 7 > AD%&Hi,

L= bO0-5ALOBEER—F1DIP
FRLAZAMNL—CORER STV a—FTa Y
J93ITIE. D IP ZfEA L T SANtricity ¥V 7 b
'717‘:77‘122[,%3'0

L= bFO0—-5B LOBER—F1DIP
PRLAZAMNL—COM@EZ NS TV a—TFTa Y
79 3ICIE. D IP ZfEHA L T SANtricity YV 7 k
DITICTIOERALET,

—EDOTISATRETILICIE. A L=y
cO—ZBAHDEHFA
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Appliance T— 7LD T 1+ —JL R
A+L—=o3> O—>WWID

‘r

M—2TFSAT7RDYv—2 DY) TILE

NIDN
\¢

AbL=o2>bO—Z0T77—LOxTT7/N—>3

\

AML=IN—=FKDxT7T

ML= rO-SEBERSATH

AbL—=2a>kO-7A

AL—=a>b+0O0—-7B

A=y bO—-S0EREEA

AbhL—2arybO-S0ERKEB

AbL—=SF—=2RSA4TRA4T

AbL=UF—=2RS14TH404X

Storage RAID Mode (X kL —YRAIDE—R)

2 kL —TEE

SIUII:I

B3

SANtricity YV 7 b T 7ICRRENZ A ML —2 0
> kO—=®d World-Wide Identifier o

‘r
‘r
‘r

TIZIATVADS v =D ) T ILES,

DT T2ATVADA ML= b O—Z LD
T7—LOTT7DIN—232,

ZALL—=23> bO—3N\— Rz T7DLEMNERR
T—%A& X, SANtricity System Manager "5 X kL

—IN—FRIITDEFRDAT—RANHEETN
7z3%4&. StorageGRID X T LS HI/EINFE

ERS

27— M T Needs Attention | DIFEEIE. £
SANtricity V7 bz 7 ZERL TR NL—2 O
fO—ZZFzv I LFET, RIS, AVEa—T+
YA AO—ZICET R T I —LHMUIC RN L
HESRLE,

REBRETBVE Z 1T D,
AbL—=2aYbO-FADXT—RZX

L= O—-5BDODRT—RA—EDT
TSATIRETILCIE. A L= bO—F
BhHD FEFHA

L= O-SOEREEADRT—4
o

2L =22 bO-SOEBREBEB DAXAT—X
o

TTISATADRSATDRAT, HDD (/\—
RF4XIRS04T) ¥SSD (VYUY RIXTF—hF
RS17) BE,

TTISATVARNDIARTOT—ERSATDEE
B=,
TTSATVRERESTNTULS RAID E— K,

A kL =P EHRDORE,



Appliance T— 7LD T 1+ —JL R
2ANLEREE

Compute Controller BMC IPDEE

AYEa—FT4>73>bO0-502 )7 ILES

IYEa—FT4>YJN—KRox7

AYEa—FT+4>73>bO0—50 CPU RE

dAYEa—FTa>JarraO—S>vy—>0ORE

A=z TT—TILDF
JINTIY—DTITILES

>xT)L7ID

PIINTRT—ER

IOMD X FT—H X

Bzl
TISATUVADINTDOEREBORT—H R,
dAYEa—F+ >3 bO—5KHD Baseboard
Management Controller (BMC ; XR—XKR— RE
BaoyrO—3) R—rDIP7RLR, COIP%E

FRALTBMC A2 —7J 11 RICEHKEL. 775
AT VAN—R I T72ERLVEZHMLET,

DT 1—ILRIF. BMCHEFEFhEBWTFZ17
YRETINCRLTIEFRTEINTE A

dYEa—T4>73>bO0-502U7ILES,

aAYBa—F«a>JaA> b 0—5N\—RJxT7DR
T—RR, TOT«a4—ILRIF. IYEa—FTa0>7
N—=—RIOTF7ERAML—=N—=R I 7HMERIICH
BEINTLWARWIZISAT7 U RETILICHLTIFR
TRENEFtHA

AYEa—FT>73>O—Z50D CPU DEEX
7___'&20

A a—FT4>JaA b O—SDBEXRT—4
o

Bz
AbL=U2 )T v =0T TILES,
A2 ML= LT OBBEHER Fo

*99 ! RbL—TOarkO—3¥ LT
* 0 I RYIDIFRS TILT
‘1 28B0HR TILT
° 7E 1 4R TIL 713 SG6060 |Z D HiE

cNhEd,
A=) T DLENBRRIT—5 o

IRV TILTDABNEY 2—I)L (IOM) DR T
_QZO ?ﬂ:%?l)bjf@b\i’%ﬁ‘r; N/Ao
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AhL—=S2 LT TF—TILDF)
BREBXT—2X

FOT—XT—R2X

RS z20v bk

F—RRSAT

F—2RSATHAR

FryiakRI147

FryLaRSATHAR

WA T—422X

GG

ARL=CY T T7DEBREEDEANBRAT—4
o

ARL—=STILT7ORO7—DRT—H R, N/A
IF. L 7ICRO7 = EHINTULERVIES.

A=)V TDBHANT 7 DEENBER T —
B o

AL=22)L7ADRSATZ20OY b OFEE.

A=) TAD. T—RXML—2ICER
N3RS TOH.

AL=22 )L 7AD A DDT—RRSATDR
WA X

A= T)LTRDF vy a LTERATA
BRS14T D,

A=Yz )L JATERNMNDF Yy Y aRIA4T
DHAX, BFE. FvvPaRkRZ1470H1XIEd
NTELCTY,

A=Y TV TDRERT—R R,

4. IRTDRT—RAZAH TNominal ] THBAZe=RERELET,

5. &Ry - DIERERTT BICIE.

24

2AT—R Y TRFF THWEEIE. IREDT7S— %ML £, SANtricity System Manager % {£F

LT. TN5DN—RI T T7DEO—E % FE

ADFIEZSRL TSI L,

TBREDHTEET, VISATVADRBEX YT T

M*2y bT—=7* ] Z&RLET,

Network Traffic 75 7121, XY R T—I S T4 v ILEDOYIIDARREINE T,



300 Mbps
250 Mbps
200 Mbps
150 Mbps
100 Mbps

50 Mbps

0 bps=

== Hecejived -

12:00 12:10

Sent

Metwork Traffic

Ird

a XY RNI—=JAR—T A REIIa>zBBLET,

Network Interfaces

Name
ethl
eth
eth2
hic1
hic2
hic3
hic4
mtc

mtc2

Hardware Address
f0:6B:4B:42:07:11
D8:C4-97-2AE4:9E
50:6B:4B:42:07-11
50:6B:4B:42:07-11
50:6B:4B:42:07-11
50:6B:4B:42:07-11
50:6B:4B:42:07-11
D8:C4:97:2AE4:9E
D8:C4:97-2AE4:9F

Speed

100 Gigabit
Gigabit

100 Gigabit
25 Gigabit
25 Gigabit
25 Gigabit
25 Gigabit
Gigabit
Gigabit

30 12:40 12:50
Duplex  Auto Negotiate Link Status
Full Off Up
Full Off Up
Full Off Up
Full Off Up
Full Off Up
Full Off Up
Full Off Up
Full On Up
Full On Up

RDFRIC. Network Interfaces 7— 7 )LD * Speed * T DEXECEH LB FERBLT. 75147V
D 10/25GbE %y b T—OR— DT OFT4T I NV IT7 Y TE—RELACP E—RDEBE5%(E

RSNl

®

— =M
CEX AE

>y oE—R
7=k LACP
EE (Fixed) LACP

INTLBDZHBTLE T,

KT VIE-R

&4 @ HIC

> OURE (hicl .

hic2. hic3. hic4)

25

25

CORDEIF. 4 DDV IDNITRTHERTNTWVWS I CERRELTWVWET,

BMEINZ TR
D547 bRy T
—2%RE (eth0.
eth2)

100

50

25



Yo E—R RoTF4 > TE—R 8% d HIC HEINZTV YR
) > 2&E (hicl. DS5A4T Y D
hic2. hic3. hicd) —7RE (eth0.

eth2)
ElE (Fixed) TOTF1 T 1INy Ty 25 25
Vi
7=k LACP 10. 40
EE (Fixed) LACP 10. 20
EE (Fixed) FOT4 T Nwo 7w 10 10.
Vi

10 / 25GbE 'R— b DREDFHICDOWVTIE. CHERADT IIAT7VADA VA M=—ILELUA YT
YADFIEESRBLTRLE L,

Ty hD—2@E] B0 a R LET,

Receive T—7JL & Transmit 7—7ILICIZ. Xy b =0 TEZEINTNT FMReNT Y ML
BLUVZOMOEZEXA M) v IDRRTIINE T,



Metwork Communication

Receive
Interface Data Packets Errors Dropped Frame Overruns Frames
ethl 3250TB M9 56105781445 0 8327 8 0 Boc B
eth1 1205GB H§ 9828095 T 0 T 320495 0 By B
eth2 849829 GBEY 186349407 T 0 T 102695 0 B o B
hic1 114 864 GBHEE 303443 393 0 0 0 B o
hic2 2316TB E 5.351,180.956 0 305 0 820 B
hic3 1690 TB H§ 1,793.580,2300 0 0 B0 B B
hicd 194 283 GBI 331640075 F o F 0 0 =0 B
mtc1 1.205 GB 9,628,096 ] ] o 0 B
mitc2 1168 GB [ 9564173 B 0 B 3205089 0 B0 B
Transmit
Interface Data Packets Errors Dropped Collisions Carrier
ethl 5753 7B 5789638626 B 0 H 0 i A =0 x|
ath 4. 563 MB 41.520 Blo H o B0 o0
eth2 855404 GB H§ 139975194 0 B 0 B o B o |
hic1 289248 GB B 326321151 |5 0 B o 2 B 0
hic2 1636 T8 [ 2640416419 18 B 0 0 H 1 B
hic3 321978 E§ 4,571.516,003 E 33 0 0 B 13 B
hicd 1.687 7B 5 1.658,180.262 22 B 0 0 B2 B
mtc 4563MB E§ 41520 B o B o B o 50 Cx|
mitc2 49678 KB o 609 = o B o B 0 =0 x|

6. T*Storage* | ZHEIRTBIE. 7TV T—REFTP TV MXET—RIZERATNTLWES XML
—JDEE. BLUVTARITNARA, RA)a—L, 7TV XA MTICET3BHRNT T TICRTRE
nx7d,
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100.00%

75.00%

50.00%

25.00%

0%

14:30

== |lsed (%)

T00.00%

7300%

S0.00%

25.00%

0%

14:50

== |zed (%)

ERS

Storage Used - Object Data @

2021-03-13 14:45:30
= Used (%) 0.00%
Used; 17112 kB
= Replicated data: 171.12 kB
o = Erasure-coded data: 0B
a0 T i4a=iciak 310.81 GB

Storage Used - Object Metadata @

2020-08-04 14:58:00
= Used (%) 0.00%
Used: 539.45kB
Allowed: 132TB

= Actual reserved: 300TB

15:00 15210 15220 1530 1540

- FICRZO-ILLT ERVa—LEATO I FAMTPICERATRBZI ML —CREZRTLE

&5« XU D Worldwide Name (Z. SANtricity V7 b0 x7 (F7SAT7VADRA ML= 0
—SICEHRINZEEY 7 U 7) TIEEDRY 2a—L7ONT1 E LTRREND. RUa—LA
@ World-Wide Identifier (WWID) [ELTY,

R)a—LITYERAY MIEETZT 1 RIDHRANMD L EZAADFKEHEREBIRTED LS
IZ. Disk Devices 7— 7LD * Name * F|ICRREN D LEIDRADED (DFD. sdc_sd,sde) H'
Volumes 7—7JL® * Device * FYRRENZMBEE—HMLTWVWB e ZHERLET,



Disk Devices

Name

croot(@:1,sdal) NIA
cvloc({8:2 sda2) NiA
sdec(8:16,sdb) N/A
5dd(8:32 sdc) N/A
sde(8:48 sdd) NIA
Volumes

Mcunt Point Device
3 croot
fvarflocal cvloc
fvarflocallrangedb/0 sdc
fvar/localrangedb/1 sdd
ivarflocallrangedhb/2 sde
Object Stores

1D Size Available
0ooo 107.32 GB 96.45 GB
0001 107.32 GB 107.18 GB
0002 107.32 GB 107.18 GB
BETER

SANtricity ®System Manager® 7 D&

World Wide Name

Status
Onlina
Online
Online
Online

Onlina

Size
21.00 GB
85.86 GB
107.32 GB
107.32 GB
107.32 GB

Replicated Data

B 250.90 KB
0 bytes
B 0 bytes

/O Load
0.03%
0.85%
0.00%
0.00%
0.00%

Available
14.90 GB
8410 GB
107.18 GB
107.18 GB
107.18 GB

EC Data
5 0 bytes
59 0 bytes
g9 0 bytes

Read Rate
0 bytes/s
0 bytes/s
0 bytesis
0 bytesis
0 bytes/s

EEEEE

Object Data (%)

B | 0.00%
B | 0.00%
8| 0.00%

Write Rate
JKB/s

53 KBls

81 bytes/s

52 bytesls

32 bytes/s

Write Cache Status
Unknown

Unknown

Enabled

Enablad

Enabled

Health
Mo Errors
No Errors

No Errors

SANtricity @ System Manager 2 7Hh'5. XL =T FSA4T7 2 AOEBR— MR
ELDIEHLED LA TH. SANtricity D System Manager IC7 72X TEE 9,
CDRTTIE. N— BRIz T7ZHCRRER. BLUVRSATICEAET SMEZHERT

TEY,

ARL—=UT7 7547 2R/ — KD SANtricity System Manager # 7HRRINE T,

SANtricity ¥ AT LY A= v ZERT 2. ROBEZRITTETE T,

* AML=TFTLALANILDINT =X R,

AN=FY b BEDNT =X VAT —FZ2RRLET

*N=RUITF7AVR=—RY DA T—R A %ZHE
* ZHFT— 2 DRTP E > 1) —X AutoSupport DERER Y. HR— MEEEE 21T

BLEY

o LrL1r>i AL—23>bO—50 CPU FIRE,
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1)y RIZ—=T v %/ LT SANtricity Y AT LAY R—I v IC TR TBICIE ARL=STFSA4T7 R
BEIBEDIERF/ZIZIL— N7 I AERINANETT,

@ Grid Manager % {88 L T SANtricity System Manager IZ7 27t X9 %IZl&. SANtricity 7 7 —
Lo x7 870 LUIEHNNETT,

Ty RIFX—=TvH5 SANtricity ¥ AT LR R—J ¥ ICT7 72 AT 3FEIE. B8, 775
AT VADN—R I T7%HEHL. E >)—X AutoSupport ZERET D ETEITEBEMEL T
@ WETe 77—LTTT7D7v7FIL—R7%Y. SANtricity System Manager AN % < DHEE
P121EIE. StorageGRID 7 754 7Y ADEBERICITERAINEEA. BEZERT ZICIFE. 7
TSATVADN—RITTDRBEX VT TV ADFIBICH TR TLLEIW,
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and

environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and

maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.

Objects

ILM Events Tasks SANTtricity System Manager

Preferences | Help v | admin | LogOut [

=  SANTtricity® System Manager StorageGRID-NetApp-
Home
0 Your storage array is optimal.
Storage
Hardware STORAGE ARRAY LEVEL PERFORMANCE

Settings

X o P o >

Support

®

View Operations in
Progress >

View Performance Details >

What does the IOPS graph show? m m m m m Compare IOPS with v
60
o=
3
c
°
a
-l
=
40 3
20
|
P 1 I
430 PM 440PM 4:50 PM 5:.00 PM 510 PM 520 PM
16:30 17:00
. " »
~ |OPS (Reads) IOPS (Writes)
MiB/s & CPU ‘&
CAPACITY STORAGE HIERARCHY
- =
[
& Alocated 0 1 Pool » 0 Host Clusters »
78020.00 GiB. mﬂn — =
0* O (7] @— . «
B Free 1 Shelfw
ree 0.00 GiB (0%) (12 Drives) 18 Volumes v 0 Workioads »
Storage Array «
O Unassi 0 e ’ 3 L
0.00 GiB (0%) (I =
0 Volume Groups v
79020.00 GiB Total
1 Hostw

SANTtricity System Manager D) >V %z 9 % £. SANtricity System Manager Z# L W7 5
D4 RUTHVWTHERLYICARDET,

ARL=TLALRILONT A=Y RACFERABEDFMERTTBICIE. T T7ICh—VIEEhbEE
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HRRTEET, T—22xZELET,

FIE

1. Nodes R—I T, 7 ISATVADERB ) —RFRETTSATUVADF— Iz 4/—REBIRLE
ER

2. T+~ Z@RLET,

Overview® 7 MNode InformationT—7JLICIEX / — RDIDE&ET/ — RDEA A4V F=)LEnTW
BYTRTTT7ON=23ELV/ —RICEEFITSENTWVWABIPT R L AHDKRRSINE I [Interface]d!)
ISl XDELSICA VR —T 14 ADELFHRRTINE T,

c*adlb* B LV *adli* i BIERXYNIT—T « AR —TxARATTIT4T 1INV ITVT < R>OF
4 I PMER TN TVLWABERICRREINE T
c*eth* : Uy RRYy bT—0, BERY N NT—D, XTSIV A4T7 by ND—7,

cH*HIC* (T TIATVAD 10, 25, F£7:1E 100GbE OYIBHR—FD 1D, TNEDR—LERY
T4 >4 LT, StorageGRID DT Uy KRRy hT—2 (eth0) £IZAT7> Ry rT—2 (eth2
) ICHERITEERY,

c*mtc* I TTTAT VA LEOYIEBIGbER— hD1Ds Ry T4 VT FTIET A1) 7 RERE
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Node Information @

D

Name

Type

Software Version
IP Addresses

4670 2fe0-2bca-4097-8f61-fIfebb22ed75

GW-5G1000-003-076
Gateway Node

11.3.0 (build 20190708.2304.71ba19a)
169.254.0.1, 172.16.3.76, 10.224.3.76, 47 47376 Show less ~

Interface
adllb

adlli
adlli
adlli
adlli
eth0
eth0
eth0
eth1
eth1
eth1
eth1
eth2
eth2
eth2
hic1
hic2
hic3
hicd
mtc1

mtc2

3. VT SATV RADFMBIMERT I BICI3

IP Address
fedl:c020:17f.feb9:1cf3
169.254.0.1

fd20:327:327:0:408f 84ff.-fe80:a9
fd20:8b1e:b255:8154:408f.84ff.-fe80:a9
fedl: 4056f.84ff feB0:a9

172.16.3.76
fd20:328:328:0:9a03:9bff.fe98:a272
fed0::9a03:9bff.fe96.a272
10224376

fd20:327:327:0:bba9 fcif-fe08:4249
fd20:8b1e:b255:8154.b6a%:fcff.fe08:4249
fedl: bta9:fcff-fe08 449

A7 47.3.76
fd20:332:332:0:9a03:9bff.fe98:a272
fed0::9a03:9bff.fe96:a272

47 47 3.76

A7 47.3.76

47 47.3.76

47 47.3.76

10.224.3.76

10.224.3.76

[ * Hardware * | Z#RL X9,

a. CPU Utilization & T Memory ®J' 57 T. —EHIE®D CPU BLUXEVFEREDEEZHELF

Yo RIOHAEZRT I BICIE. I TXLRETSTD0LICHZ A bO-ILOVWTNHhZERL X

Yo 1HE. 1H. 18E. Fid1 W BOHEDBHRERTTE I, . hAZLDOHEREZR

ELT. BROHEEZEETHILHTEXT,
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GW-5G1000-003-076 (Gateway Node)

Qverview Hardware Network Storage Load Balancer Events Tasks
1 hour 1 day 1 week 1 month 1 year Custom
CPU Utilization Memory Usage

45% 100.00%
£.0%

75.00%
3.5%
3.0% 50.00%
2.5%

25.00%
2% || pan i anna,
1.5% 0%

16:00 16:10 16:20 16:30 16:40 16:50 16:00 16:10 16:20 16:30 16:40 16:50
== | Jrilization () = |Jzed (%)

DAVR—RV bDORERTLET, COXRICIE. ETILA.

b. 'FL_7\7IZI—)LL,T\ TTISATUR
F—LIJITTDN—3 FAVER—X VMDA T—RRABREDIE

SYT7IES, A kO—-57
BAESENTLED,

StorageGRID Appliance

Appliance Model 5G1000

Storage Controller Failed Drive Count 0 B

Storage Data Drive Type 55D

Storage Data Drive Size 960.20 GB

Storage RAID Mode RAIDT [healthy]

Storage Connectivity Nominal i |

Overall Power Supply Nominal x|

Compute Controller BMC IP 10.224 395

Compute Controller Serial Number 721911500171

Compute Hardware Nominal x|

Compute Controller CPU Temperature Nominal B

Compute Controller Chassis Temperature Nominal x|
Appliance 7— 7LD 7 14 —JL K Bl
TISZATVRETIL Z @ StorageGRID 7 724 7V ADETILES,
A=y bO—-SBERSATH REBRETRVWRS 1 T O,
ARL=UF=ERSA4TEAT TISATYRADRSATDRATF, HDD (\—

FF4«RUVKS147) »SSD (VUyRZXT—Fh
FS1T) BE,
AML=PF=RRSA4THAX TIZATVAADIRTDT—R R SATDEE
rE,



Appliance T— 7LD T 1+ —JL R
Storage RAID Mode (X kL —YRAIDE—R)

RN EIREE

Compute Controller BMC IPDEE

dAYEa—Fa>Ja>ra—->n0 U 7ILESE

IYEBa—FT4>YIN—FKox7T

aAYEa—Fa>Ja>bO0—50 CPUEE

AYEa—Fa>garra—S>vy—>0RE

TTZA4T7 2 RADRAD E— R,

N

TSATVADIRTDEREBEDRAT—H X,

AYEa—7+ 7> O—3RAD Baseboard
Management Controller (BMC ; X—XKh—RE
BI>rO—3) R—FDIP7RLR, COIP%E
FRALTBMC 1> 2—J x4 RHEHEL. 7752
AT7VAN=—ROTT72HER/ELUBHTB N
TEET,

DT 1—ILRIF. BMCHEFEFhEBWT FZ147
YRETILICR L TIEFRTEINEEA

AYEa—FTa>Ja>rra—>0> ) 7ILES,

aAva—F«o>JaA>b0—5/N\—RKRJxT7DR
7_'—920

AYEa—FT+>73>O—50D CPU DEEX
7_'—?20

A a—FTa4>JaA b O—SDBEXRT—4
o

a gRTORT—ARAN Nominal ] THB I cx=HERLET,

AT —RZD TR THWEEI. BEOT7S— b ZHEELE I,

4. By bT—UDBRERTI BICIE

Xy bo—2*1 2FRLET,

Network Traffic 75 7l XY FT—T S T4 v ILEOYIUARRINE T,

300 Mbps
250 Mbps
200 Mbps
150 Mbp=
100 Mbps

5k Mbps

G bps

12:00

== Heceived -

Metwork Traffic

12:10 1224 1230 12:40 12:50
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a XYy NI—=JAVR—T A REIa>ZHBLET,

Network Interfaces

Name Hardware Address Speed Duplex Auto Negotiate Link Status
adllb C2:2017:5%:1C:F3 10 Gigabit Full Off Up
adlli 42:8F:84:80:00:A9 10 Gigabit Full Off Up
athl 98:03:9B:98:A2:72 400 Gigabit Full Off Up
eth1 B4:A9:FC:08:4E:49 10 Gigabit Full Off Up
ath2 98:03:9B:98:A2:72 400 Gigabit Full Off Up
hic1 98:03:9B:98:A2:72 100 Gigabit Full On Up
hic2 98:03:9B:98:.A2:72 100 Gigabit Full On Up
hic3 98:03:9B8:98:A2:72 100 Gigabit Full On Up
hicd 98:03:9B:98:.A2:72 100 Gigabit Full On Up
mitc1 B4:AS:FC:08:4E:45 Gigabit Full On Up
mitc2 B4:AS:FC:08:4E:49 Gigabit Full On Up

RDRDEZY bT—=0 A2 BZ—=T 1A ADEKRD [ *Speed * | F|DEZFERLT. 7F5A1T7VRE
D4 DD 40/100GbE Ry kD= R— DT IO T4 T I NI T v TFTE—RELACP E—FDLCH
SZEFERTZLIICRETNTVSEIDZRER L TLIZE L,

() coxofEis. 400U IRTRTERSATLSGC LERIRE LTLET,

YO E—R RyoFT4>VTE—R 8% d HIC HMETNBZTUY R
) > 2O&E (hicl. a2 V2 - SVE Ny
hic2. hic3. hicd) —7RE (eth0.

eth2)

T H— K LACP 100 400
EE (Fixed) LACP 100 200
EE (Fixed) TOT47 1 INwo 7y 100 100

Vi
TS — K LACP 40 160
EE ( Fixed) LACP 40 80
EE (Fixed) FOF4 TNy Ty 40 40

-7

b. Ty bT—U8&E1 €U a>zmlBLET,

RESLUEET—TIICIE. B8Ry FT—ITERESNINA FENT v ML BT EOM
DRESLVEEA M) v IDBRTEINE T,



Metwork Communication

Receive

Interface Data Packets

ethi 3250 TB 5610 578 14479
eth1 1205GB H§ 9828095
eth2 849829 GBEY 186349407 T
hic1 114 864 GBHEE 303443 393
hic2 2315718 5,351,180 95605
hic3 1690 TB  H§ 1,793.5802308
hic4 194 283 GBI 331,640,075

mtc 1205GB [ 9.528.0%
mtc2 1.168 GB 9564173 5

Transmit

Interface Data

eth 5759718 o~
eth1 4563 MB
eth2 855404 GB T§
hic1 289248 GB T
hic2 1.636 TH
hic3 321978
hic4 1687TB I
mitc 4563 MB  HE
mic2 49678 KB HE

S H—ERXR TTISATVREDT AR « TNAREELUVRY) 2—LICEAT BEREZRTT BICIE

Storage * | ZERL X9,

Packets
5,789,638.626
41.520
139,975,194
326.321,151

2840 416419 =

4 571.516.003

1.668,180,262 I

41,520
608

Errors Dropped
8327 8§
o5 32,0495
T | 10,2695

0

0

0

0
0 B 305
0 B
0
0 B8
0

) [ TE o R o T = R |
tH =
(=]
T
o T L R T TR T T

I EHEEEEEGEE
B EEEEEEEE

Frame Overruns

i

Dropped Collisions

EEEEEEEEE
O EEEEEE

Frames
o B
0 B
¢ B
0 =
o B3
0 =
g =B
0
o B
Carrier
o B
0
o B
5 B
18 B
13 B
22
o B
o B

[ *
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GW-5G1000-003-076 (Gateway Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Disk Devices

Name World Wide Name 110 Load Read Rate Write Rate
croot{253:2,dm-2) MN/A 0.00% B9 0bytes/s [ 8KB/s
cvloc(253:3,dm-3) MN/A 0.01% [ 0bytes/s [ |405KB/s
Volumes

Mount Point Device Status  Size Available Write Cache Status
! croot Online | 21.00 GB 13.09 GB B  Unknown

fvarflocal cvloc Online | 903.78 GB 89455GB  F§  Unknown

ESPEN
"SG100 SG1000 —ERT7 IS4 7>V X"
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