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Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topology information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package

Current Provisioning Passphrase | ssessess
New Provisioning Passphrase | ssessesses

Confirm New Provisioning | sseesseees
Passphrase
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Grid Passwords
Change the provisioning passphrase and other passwords for your StorageGRID system.

Provisioning passphrase successfully changed. Go to the|Recovery Package page to download a new Recovery Package

Change Provisioning Passphrase

The provisioning passphrase is required for any installation, expansion, or maintenance procedure that makes changes to the grid topology. This
passphrase is also required to download backups of the grid topolegy information and encryption keys for the StorageGRID system. After changing the
provisioning passphrase, you must download a new Recovery Package

Current Provisioning Passphrase
New Provisioning Passphrase

Confirm New Provisioning
Passphrase
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* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRELTH A V1 VT I3RELNHBD £,
*REDT IV RERNUETT,

CDHERTIZDOWVT

GUI DIET7 I T4 TRBDRA LTI DT T I MMEIZ00F (159) TS, 2—HDIT Sty 3>
HNEOBRBUET VT4 TTHEWSEE, Ty a1 LT7OMLETD,

MBI LTy GUI @ Inactivity Timeout RInA 7> a > REL T F1 L7 D MEFBZERTE X,

VTN A A (SSO) BEMICHE->TWVWT, A—HY—DITSo -ty a 21 L7 T LTS
By PATLREA—Y—DFEIT A7 T 20V I LD DKIICENEL £J . StorageGRID |



BET7I7€ZAT3ICIF. A—YMNSSO VLTV vILZBANTRZHENRHD £,
I—HYEy>a>DRALTI NI ROFETHHIETETET,

* DRATLEFa)TBO. EROHFREARAEER StorageGRID X1 Y —, T 7 AL LT
3. EA—HYOFRIT b—o Vi1 —HhHH 120> LTHS 16 BRIEICERYINICED £

() T A—HOREMERYINICEZ . GUIDIETITF 1 TREDZA LTI MEIDEZELT
WAL Th, ZOI—HIZEBNICHI VT I RSINET, P~ VEEHT3ICIE. B
EHA 21V TIRENHDET,

* SSO BEMICHE >TWLS StorageGRID Tld. 74TV T4 T4 TANALEADRA LT
MERENMERINE T,

FIE
1. * Configuration > System Settings > Display Options *% &R L £ 9,

2. *GUI DT I T4 THRDRZA LTI *IZIE. 60 WUEDRA LTI MEEEZEAILE T,

COMEEZFERALBRVWESIE. COT—ILRZOICKELE T, 2—FIEk 121> LTHS 16 B

A&, 8L b — 2 U HHARRYINICH o TR T A > 7O RSN E T,
Display Options
Updated: 2017-03-08 20:38:53 MST
Current Sender ADMIM-DC1-ADMA
Preferred Sender | ADMIN-DCA-ADMA j
GUI Inactimty Timeout |9[J[]
Matification Suppress All r

Apply Changes .
B[ EEDHEA N ZVVvILET,

HLOLEREIE. WAV A1 LTV3A—HICREELIEA. FTILLWEALT I REZBMICTS
ICId. I—DBEYAI VA2 T3H. T2V EERTILELNHD T,

&Ik
"I NTA T F D DEEA"

"FFYRTHYY R EERT "
StorageGRID 5 1 ¥ > XEHRDERT

Ty RDERANL—UBERY., StorageGRID Y X T LD S 12 R EHRENBEIC
JGLTWDOTHRRTEET,

VEZHD
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* Grid ManagerlCIdHR— SN TWBR TS OHZERELTH A VA1V T23HRERHD XY,

CDRRAIICDWT

Z D StorageGRID Y XT LDV 7 I I 754V RESTCHE N HZHE. 4 v aR—ROAILI/NR
WMIRESAEYRART—BATAAVE* ZTAEYR* DV IDNRRINET, COMEIE. 11> &
DOREDOHZRLTWET,

Dashboard
Health @
License
ATw T

SAEYRAZRTTBICIE. ROWTNHAZETLET,
c Ay aR—RODEBENRILT, SAEVRRAT—EATAAVERLIX ARV ) v Y
LEd, COUVIIE. SV RE2EFORE I EFEETIHEEICOARRINET,
* [* Maintenance ** System * License (X>TF Y X* AT L* 541V R) [%&ERLE T,

FAEVAR=VUHREREIN, RED SV RICAT B3 RDOFAMD ERBERMIMEHEEINE T,

* StorageGRID ¥ X7 L D, Z® StorageGRID 1~ X b—J)LO—E®D IDHFSTY
CIAEVRDIITIES

TNy RDIAEAPMIESNTVE XML —VURE

VI IITSAEVADETH

* HR— b —EXZHWOKRTH

*CSAEVRATHEIANTFAIILOAR

StorageGRID 10.3 K DEIICRITEINZS1 VY XDHFE. AV ATHAIINTLWE I L
@ —JCREIFSFAEVRT7AILICEEFNTEST . EORDLDIC T See License Agreement |
WS XytE—IhRRENET,

StorageGRID 51V XEHRZEFHL TVET
T4 ARNBICEELRH o235 E1E. StorageGRID S AT LD T 1 2 XIEHR% B

TRRENHDEY, fcezld. VY FADIX ML —YREZEMTHBALISGE
id. STERBERZEFHITIHENHD I,
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KBLH 0D
* StorageGRID > 2T AICEBAT3FHLWSIAE X T 7MILHARETT,
*HBEDT VL AERIBETTY,

s OB I=ZYINRTL—IHRBETT,

FE

1. [* Maintenance ** System * License (XY T F Y X* AT L5141V R) 12 FIRLET,

2. StorageGRID Y 27 LD FOES I ZVINATL—X % * FOES 3 ZV I NATL—X* THF AR
I ZAICABDLET,

BB EIUYILET,

4. [FE1IZA4700 Ry AT FILWS ALY RT 7ML ERLTGERLEY ((txt) 27 Vv L. *H
<ZoVvILET,

FLWSAEY X T 7AILDEREE N, RRENET,

5. [f&7F (Save) 1Z0UvwoLET,

J1)w REEBAPIZERT 3

Grid Manager D1 —H A > 2 —T 214 XORKHDIZT ) v REIE RESTAPI Z{ER L
T YRATLEBRRAVZRITTEET, I xid. APIZEHEL TUIEZBEEL L
D, A—HFHBEDEBDIT VT4 T+« ZRRICERLIED TEET,

1)y REE APl Tld. Swagger 7—F >V —X APl 75w b7+ —L%ZERAL £, Swagger DHH DX
TWIA—HFA22—T A XZFELT. BEESLVO—MRDI—HIJ StorageGRID T API ZzfERLTU 7
IWEAA LDUNEBERITTEEXT,

fy ZFLARILODY —2X

J1)y REEAPI TERAFRERRLEMUD)Y —RIXRDEED T,

* /grid : Grid Manager1—H#' DA T VA TE. RESNTWB T IIL—THERICEDVWTT7 7 X'
BRENET,

*Jorg ! TFYRTAVYFOO—ANLELIETITL—T Y FLDAPY L —TICBT 31— DHH T Y
TRTEET, FHFMCOVWTIE. TFYETHYY FOFERICET3EREZSRL TV,

* /private : Grid ManagerI—H'DAHH T I XATE. RESNTWVWBRTIIL—THERICEOVWTT7IEX
MERETNE T, CNSDAPHIREMFERDAZBENE LTED. ERICRFaXY MEIhTOEYE
Ao Elee TNSDAPIIFELRLKEETNZIZEDHD XT,

BB
"TFYRTAUY EERT "

"Prometheus : 7 T ) DEX"

7w F'EIE APl DALIE

7w REEAPI Tld. AR APIHLIBENRDE IS a VICHEEINE T,
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*accounts * — ¥R 7 AU Y FDIERPHFEDFERRTOEELRYE ' A NL—=2  TFH YN THOD Y M
BIETI-HDARL—2 3y

*alarms * - REDT T —L (LAY—2XTL) ZYR ML, REDT 5 — P/ — FERREBOBER
.Uy RORLMICETY 31FHREIR U,

*alert-history * — fEREAH 7 7 — MM 5121

*alert-Receiver * — 7 5 — M@HIREE (BEFX—IL) ICET 31

*alert-rules * — 75— M L—ILICBI 9 D 1R(E

*alert-silences *-- 7 S — b DY AL Y RUIETE2ARL—> 32,

* alerts *— 7 5 — b DALE,

*audit * —BEEERZ ) X b B L UEHT DNIE,

auth— 1—Ht v 3 VA= R1TT 570 DiEfF.

)y REERAPIE. XV S—b—0 VEEEARE Y R— L TVWE T 1212 BICIE FREEER
(DFD. POST /api/v3/authorize) o A—HHEREEINZ L. EXxaUTs b—JUDREINZE

To TD L= lF. #BEDAPI E3K ( T Authorization : Bearer token | ) DAw AR —TIEET 34
BEAHD XTI,

StorageGRID S X T LTI VI I A VA UHBEMIH > TWLWBESIE. BOFIEICELS
() BEPRETT., [LVINTA VA DA EHED AP ADY A 1 V) BBRLT
<FEE,

X a)To0EEICDOVWTIE. TOXYA M) IIR b7 4—=S T VIR T 21RE] #8BLT
<TETLY,

* client-certificates * — AN-EBEE4RY — )L Z A L T StorageGRID ICREICT VA TE 3 L5120 51047
> MEEREZRE T S AR,

config — & 1) 1) — 2 ¥ Grid Management APl D/N— 3 VICBEIET 5i2(E, HRDUJ—IN—3
DEIVEDV)—RATHR—EEINTVWET )Y REEBAPIOAS y—N—2 3> %) AL, BELES
NIEN—23>DAPI ZEMNCTBIEHNTEET,

* deactivated-features * — 3E7 7 7« TS NI-FIREM D & B 1EREZ R I B 121E,
*dns-servers * — SREFHDHNEB DNS H—N\% ) X B LVEE T 34038,

* endpoint-domain-names *— LY R7R1 Y b R XA V&% ) A ME LK UVEET DMIE,
*erasure-coding * — A LA vy —d—F 4 >J7O7 71 IILICK T BA0IE,
*expansion *-- #iERDIRIE (O —J v LRI ),

* expansion-nodes * - #EERALEE (/ —RLAXIJL) o

* expansion-sitites * — #LERDIRIE (1 FLAJL) o

* grid-networks *— ') w Ry h D=0 ) X b2 1) A B LKUVEET ZMIE,

* grid-password* - Z'J v F/NZX T — R EIEDIRE,

*groups *— O—AIT Uy REBESIIL—TZ2EEL. 7z7L—Ty RIUy REBESIL—TZH
E8 LDAP H— N\H' 5B T B 7D DILIE,

* identity-source * —NEBD T A TV T4 T4V —RAEZRETDIUE. $LVT7xzTFL—FTy RITIL—TFL
I—HEREFH TR T S 0IE,
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*Him*— BRI VIER (LM; 1BRS 1 71 VILER ) DR,
* license — StorageGRID 51 > XA Z B H K VEH 9 S UIE,
*logs—OJ 774 ZIRELTHE T >O— R 37HDIEE,

AN — HBEFATORBFOIEIZEI T )X, —EHBICHT=3IBIZEI TR Y. StorageGRID X
MU wIICXd 308, )y REEAPIIZ. Ny IIYRDT—4Y—XE LT Prometheus > X7 Ly
BERY—I)LEFEARAL X T, Prometheus 7 T DEBEICDULTIE. Prometheus ® Web 1 f BB L T
<TETLY,

@ 2T private BRIICIE. REMERD A% EE’\J:‘: LTW&Ed, TnsoERIE.
StorageGRID D) ) — B TFEHKEBINDAEELN DB D £,

* *node-health * - / — RDOANJL AR T—R RIZET B4,

* *ntp-servers * —HNEBRY FT—I XA LFORIIL (NTP) H—N%ED X MFIIFHIT S0,

**objects *— ATV RBELUVA T M XRT—RIIXTT B0,

* recovery — ') 71/\J FE OAIE,

* *recovery-package *— U ANU Ny T —2 %20 > 0O— R T 308,

* *regions * — TR DR EAER D 1= 8 Dig(E,

* *s3-object-lock * — ' O—/N)LAR S3 AT o bOw UKREICXT T D AIE,

* *server-certificate * — Grid Manager ¥ —/\fEFAZ = Kb S U FH 9 2 U0IE,

* *snmp *—IRTED SNMP FREICXT§ 5121

* *traffic-classes *-- b5 7 « v I 4R > — D#tE,

* *untrusted-client-network * — RN TVWERWI SA 7> bRy b T —THERRICH T 2121E,

* * users *— Grid Manager 1—H—% R R"E L VEET 121

APIEZRDEIT

Swagger DA—H AR —T x4 ATIE. FAPIIRICEAT 35FMBERE RFa XU+
ZBRTETET,
RERHD
* Grid ManagerlCIEHR—FEINTWBR TS OHZFERELTH A VA1V T2HRELRHD XY,
*HFEDT UV XERDUBETT,

@ API Docs Web R— % fEH L TEITI 2 API LBIE TR TZDHBTERITINE T, R/ET—
X ZDMDT—FZR> TR B, FRBHBRLBVWESITEREL TS,

FIE
1. Grid Manager™\ v 4 —h*5* Help > APl Documentation *%=#3RL £ 9
2. BRNOMIEZZEIRL £,

API JLiB%Z 45k 95 . GET. PUT. UPDATE. DELETE Y. {ERAIEE%A HTTP 7o > 3 > ZHERR
TEEY,
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B HTTP 7>

IVEERLT. EXROFMERERELET, CNICIF. TV RKRAY M URL, HEBEFIT
FT72a>ONTA—=F2ZD) A b, BROAXDH (WMERIFE) . BESNBINENEENET,

groups Operations on groups

Parameters

Name

type
string

(query)

limit
integer

(query)

marker
string

(query)

includeMarker
boolean

(query)

order
string

(query)

Responses

/grid/groups Lists Grid Administrator Groups

Description

filter by group type

Available values : local, federated

v |

maximum number of results

Default value - 25

marker-style pagination offset (value is Group's URN)

marker - marker-style pagination offset (value

if set, the marker element is also returned

v

pagination order (desc requires marker)

Available values : asc, desc

Code Description

200

successfully retrieved

Example Value = Model

RV SV S S S S

"responseTime”: "2021-03-29T714:22:19.673Z",
"status™: "suc B

"apiversion®: "3.3",

"deprecated”: false,

"data”: [

"displayName”: “"Developers”,

A —ILFOEHZHIRTETEI,
6. HLTAHTETWVW 2O U LET,

8. [* Execute] %

TUvITLET,

Response content type [ application/json

2

BBBNSA—RZIBET DN BEBICKLCTEROAXZEELEXT,

I —T221—HDIDHE. ERTEMDINNTXA—EIHRREHNESHERRELFT, RIS, TNS5DME
EFREBLEFT, DERBFREIRETZ-HI1C. LICHD API BEXRORE ARBICHRDZ e HD T,

BRDAX DR 2EET 2HENHBINESHZHLE T, TDIHEIFE. [*Model|z7 ) v I LTET
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O HEI—-FZHRL. ERAEILIDE SHZHETL X,
JUy FEEAPION—Y 3 VEE

J)y FEEAPITIE. N—2a Y ERZFERALTERFLY YT L—RFHRYR—-FT
nxd,

TeE XU ROBER URL TIEN—=23> 3D API BHEESTNTVE T,
https://hostname or ip address/api/v3/authorize

[BN—2 3 > EDEEMENLRV *_not compatible _ * DEEMTHNDZ L. TV FEEAPIDOXY v—/\—
JarvhERDET, UFION—a e BEEELRHZ  CDEEEITS . THYNEEBAPIOTYAF—N
=3V ENDFEY, BEFMEOHZIEEICIEF. FILLWIVRARSI Y MR TONT s DEBEMEBEDHD £7,

ROFE. BEDRZA FIZETVWTAPIN=3 DL SICEHFINZ DN ERLTVWETD,

APl |ICH T 2EEDRA T ELAYACRDE DY HLLWN—T3 Y
BEN=Ca>eESEMEAHBD £T 2.1 2.2.
BEN—Ya>enEBRELAHDE 2.1 3.0

TA

StorageGRID V7 Uz 7Z#HDTA VA R—=ILLEEATIE. 7)Y REEAPI ORFON—3>DH
DEMCE>TWVWET, 7=7/5L. StorageGRID OFifRE) 1) —RICT7 v I L—RLEBE. 2H<LH

RN

StorageGRID D#EE) 1) —X 1 DD DEIE. BHWAPIN= 3 ICHE|IEHRI 7OV ERATEEY,

JUy REEAPIZFEALT. YR—bINBZIN—D3VZRETETET, sFMICDOVTIE

@ SwaggerAPI D RF a2 X> hdD lconfig ] £ 3 EBRLTLIEIV, IRTOD Grid &
BAPI VA7 b2 LWN—a3 a2 ERTALSICEHRLES. VWA= 3 V08 R
— hZEWITEIHELHD £,

HVERIE, ROAETEILEEY—I3NET,

* SEAN YA —h T Deprecated : true | £ 73,
* JSON [&ZEDANIC T deprecated : true 1 HNEBINTN D
* BIEOZED nms.log ICEBIME NS, fl:

Received call to deprecated vl API at POST "/api/vl/authorize"

RIEDV ) —ATHR—FEINTWVWBAPIN-C 3 V& ERLET

HR—FETNTUVWBAPI DX vy —N—=2 3D A RNERTICIE. RO API EREZFERALE 9,
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GET https://{{IP-Address}}/api/versions
{

"responseTime": "2019-01-10T20:41:00.8452",
"status": "success",
"apiVersion": "3.0",
"data": [
2,
3

EBXRDAPIN— 3 VDIEE
INZANTA—RZFEELTAPIN—2a Y ZIBECE XY (Vapi/v3) FlldAvy A — (Api-Version: 3
) o MADMEZIBELIZRIE. AVH—ERNIELDHEBEINETT,

curl https://[IP-Address]/api/v3/grid/accounts

curl -H "Api-Version: 3" https://[IP-Address]/api/grid/accounts

JOXYAMJOITR 74— 1) (CSRF) DRSLE

CSRF b= & ERAL T vF—IC L3558 =4t 95 . StorageGRID (CXI 9 B2
OXYAPIIIRET+—21) (CSRF) WBZHSIEHATEEHT, Grid
Manager & Tenant Manager (Dt ¥ a2 57 #EeEx BFICEMICLE T, oD
APl 7547V ME. A1 VEICCDEEZBMCTEINE DD ZEIRTEEX T,

WEENBDY A b (fzeziE. HTTP 74— L POST ZEALT) AOERZ FUH—TEIHEE. o1
VAV LTWAA—HD I yF—%2FERAL TRHEDEREZRE NXETEET,

StorageGRID Tld. CSRF k—% V% {EH LT CSRF WA Z e N TET T, BHICLIEE. BHED
TJvF—DORABDEFEDA YA —FIIFED POST /N A—ZORNBE—HTIHNELRHD £,

COBBEXTBMICTDICIE. BRELET csrfToken /INTX—H DB true 38:iFHTdo T 74 METY

falseo

curl -X POST --header "Content-Type: application/json" --header "Accept:
application/json" -d "{

\"username\": \"MyUserName\",

\"password\": \"MyPassword\",

\"cookie\": true,

\"csrfToken\": true

}" "https://example.com/api/v3/authorize"
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trueMIHFEIE. ATY GridCsrfToken 7w F—|&. Grid Managerds KUADY A VA VIZT VA L7RfE%x
AL TRESINET AccountCsrfToken 7 v F—IE. Tenant Manager\DH A > > TIE S VA LB
THREINZE T,

Iy —HWEETIHEEIE. SXATLOREEZZTETETEZIARNTOER (POST. PUT. PATCH.
DELETE) IZIZRODWVWITNHIDEZENTWVWIRELHD £,

* s X-Csrf-Token CSRFh—27 > vFx—DENINY A —IIRESNTVET,
CIVRARAVIDY T A—LIYA—REINAXEZITANDIHES { AcsrfToken 74#—LIT>J—R
INEERDAEAXI/INT X—A,
FOMDHEE KUVEHICOWVWTIE. AV TA1VDAPI R a X b ESBLTLIEEIL,

CSRFh—0 20y F—DRESNTVWBREKTIE. BBEAINET "Content-Type:
@ application/json" CSRFIXENS DIRENE SIIBIEINBZT=DIC. JSSONERDAXH
%g@j’\“_c@gzﬁ@/\‘ya\_o

VTN A U F DB RIGEIE. APIZERALEY

StorageGRID Y X T LTI VT ILTFA > A Y (SSO) HEMICE>TWVWBIHE. 1ZHED
SREFAPIERZFERA L TH D v REEBAPIZ2IET > FEEBAPIUCH A V1 B XKUY
AT IORTBREIEFTTEFH A

VTG A O F OB EMEBEIE. APINOY A 1Y

VTN A F Y (SSO) BBEMICE->TWVWBIBEIE. Uy REIEBAPIXIZT T FEEAPITER
7XAD FSH' 5ERFh— 7 >V 2R T 3 -0 D—EDAPIER #[HE TUIETINELHD £,

WMERHD

* StorageGRID A—H VI —FICBT 37z 7L—Ty RI—HD SSO A—HHLENRT—RHBPHBET
ER

c THFURNEEAPIIITIVERTRGEIE. TFNT7ATFIDZHEELTETET,

CDRRIIZDOVT
aoalk b — 7 Y EBIR T BICIE. ROVWITNHLDFZFERLE T,

* -, storagegrid-ssoauth.py PythonXZ ) bk, StorageGRID 1 > X h=ILT771ILDF«c LT )
IC& D 9 (./rpms Red Hat Enterprise Linux £ 7z13CentOSDI5E : . /debs Ubuntu % 7zlZDebianD %
&l¥. LY . /vsphere VMwareDi5a) #2J)v oL £,

* CURL EXRDT—2770—0%,

cURL 7—270—F. RITICKEIDIDDITEBZERALTIRTBZEEDLHBD EI, [Avalid
SubjectConfirmation was not found on this Responsel £ \W\5 TS —hRRINBZAREENHD £,

@ CURL 7—=2770—DFITIE. NRT—=RAIMBOI—FICRTINBZVELSICRETNATY
Et Ao

URLT > O— RRE A% 335 81%. Unsupported SAML version] ¥ WS TS—HRIRINBEREMENH D
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9,
FIE

1. AL — 2 > ZBIET 3123 ROWVWThHDAEEEIRLFT,
° ZfEFA L £ storagegrid-ssoauth.py Python X7 7k, FlE2 ITEAF T,
ccurl BERZEALEFT. FlIE3 ICEAFT,
2. #EAT35E1F. #BBLTLET V) storagegrid-ssoauth.py X7 ) 7 ~&H L T, Python1

V=) ZIC

AV ThZEEL. RV T 2ERTLET,

TOYTEDRRFENS. ROSIBDEZANDLFT,

° SSO 1—%'4

° StorageGRID ' VA F—JLENTWB R X1V

° StorageGRID O 77 F L X

c TFHYNEEBAPIIT VLRI BRHBEIE. TFHFYETHAOY MDZASLET,

python3 ftmp/storagegrid-ssoauth.py

saml_user: My-s50-Usernanmea

saml_domain: my-domain

sg_address: storagegrid.example.com

tenant_account_id: 12345

Enter the user's SAML password:
R T T T e T e S e T E T - P T T T T T T E T LR TSP e e

b e S Y g i L L

StorageGRID Auth Token: sbeboybf-21f6-40by-afob-scbcacfbaser

[+]

StorageGRID &8 b — 27 YA AICKRTIINF T, SSO ZfEA L TLWAWEZED APl OERFE LRk
IS b= 2 2MOERICERBTE L SICBRDF LT

3. cURL ERZzEAY 21581E. ROFIE ZERLE T,

a YA VA VI EREHZEELE T,

export
export
export
export
export

export

®

SAMLUSER="my-sso-username'
SAMLPASSWORD="'my-password'
SAMLDOMAIN="my-domain'
TENANTACCOUNTID='12345"

STORAGEGRID ADDRESS='storagegrid.example.com'
AD FS ADDRESS='adfs.example.com'

J1)yw REEBAPNC T 71X T 3ICIE. £ LTO%EFEHRL £9 TENANTACCOUNTID,

b. B4 ETFRIURLEZE T B ICIE. NDPOSTER% R (Z3XfE L £ 7 /apilv3/authorize-saml’ % &7
w2 L. REHNSISONT > I—RZHIBRLET,
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20

RDAFE. DERT ETEREEURLICYT T BPOSTEKZ /"L TLWX Y TENANTACCOUNTID. #&ERIE
python-m json YV —JLITE I, JSON T>O—RHHIBREINET,

curl -X POST "https://$STORAGEGRID ADDRESS/api/v3/authorize-saml" \
-H "accept: application/json"™ -H "Content-Type: application/json"

--data "{\"accountId\": \"STENANTACCOUNTID\"}" | python -m
json.tool

COFIDBEEICIE. URLIVOA—RINEEBRFAURLASENTVLETH. JSONIVO—RT
niLIviggEnTtuniErtAi.

"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHLbsIWEEV%2FJTuv7. ..
sS51%2BfQ33cviwA%3D&RelayState=12345",

"responseTime": "2018-11-06T16:30:23.3552",

"status": "success"

C. Z{RFEL £9 SAMLRequest DAY > K THERT 3 IHED S5,

export SAMLREQUEST='fZHLbsIwWEEV%2FJTuv7...sS1%2BfQ33cviwAS%3D"

d ADFSH575147 > MERID ZE8TREHM URL ZEEL F 9,

12DlF. HIDOISED URL ZERALTOJ A Y 74— LEERTBHETT,

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID" | grep 'form method="post" id="loginForm"'

REICIEI AT FERIDAEENTVED,

<form method="post" id="loginForm" autocomplete="off"
novalidate="novalidate" onKeyPress="if (event && event.keyCode == 13)
Login.submitLoginRequest () ;" action="/adfs/ls/?
SAMLRequest=fZHRToMwFIZfhb...UJikvo77sXPw%3D%3D&RelayState=12345&clie
nt-request-id=00000000-0000-0000-ee02-0080000000de"™ >

e IGBENB I ATV MEKID ZREFLEFT,



export SAMLREQUESTID='00000000-0000-0000-ee02-0080000000de"

L BIDRED T A—LTIavIicoLToIvILEEELET,

curl -X POST
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

-—-data
"UserName=$SAMLUSERQRSSAMLDOMAIN&Password=$SAMLPASSWORD&AuthMethod=For
msAuthentication" --include

AD FS "5\ w A —|EMER H'EENT 302 URA LT bARENE T,

C) SSO Y R T LATRZEXRRE (MFA) BEMICE>TVWBRIHE. 7A—LRI NI 2
DEBDODNRT—RERIZZFOMODILTUIOVILDEENE T,

HTTP/1.1 302 Found

Content-Length: O

Content-Type: text/html; charset=utf-8

Location:
https://adfs.example.com/adfs/1ls/?SAMLRequest=fZHRToMwFIZfhb...UJikvo
77sXPw33D%3D&RelayState=12345&client-request-id=00000000-0000-0000-
ee02-0080000000de

Set-Cookie: MSISAuth=AAEAADAVSHpXk6ApV...pmPO0aEiNtJvWY=; path=/adfs;
HttpOnly; Secure

Date: Tue, 06 Nov 2018 16:55:05 GMT

9. Z{R1ZL £ 9 MSTsSAuth [GEH S DCookieo
export MSISAuth='AAEAADAVsSHpXk6ApPV...pmPOaEiNtJvWY="
h. 8858E POST 157 v *—%FERA L T. 18E LIHAIC GET BERZXEEFEL X7,

curl
"https://$AD FS ADDRESS/adfs/ls/?SAMLRequest=$SAMLREQUEST&RelayState=
STENANTACCOUNTID&client-request-id=$SAMLREQUESTID" \

—-—cookie "MSISAuth=$MSISAuth" --include

IEBEANYA—ICIE. HETOTT7IMNMIFERTZADFS Ly a VBRMNEENE T, IHBEDEXIC
I, IERTDT #— LT« —JLKRIC SAMLResponse & EFNTWLWE T,
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HTTP/1.1 200 OK

Cache-Control: no-cache,no-store

Pragma: no-cache

Content-Length: 5665

Content-Type: text/html; charset=utf-8

Expires: -1

Server: Microsoft-HTTPAPI/2.0

P3P: ADFS doesn't have P3P policy, please contact your site's admin
for more details

Set-Cookie:
SamlSession=a3dpbnRlcnMtUHIpbWFyeS1BZGlpbi0xNzgmRmFsc2Umcng4NnJDZmEKV
XFxVWx3bk1l1IMnFuUSUzZCUzZCYmJ1iYmXzE3MjAyZTASLThmMDgtNDRkZC04Yzg5LTQ3ND
UxYzA3ZjkzYw==; path=/adfs; HttpOnly; Secure

Set-Cookie: MSISAuthenticated=MTEvNy8yMDE4IDQ6MzI6NTkgUEO=;
path=/adfs; HttpOnly; Secure

Set-Cookie: MSISLoopDetectionCookie=MjAxOCOxMSOwNzoxNjozMjolOVpcMO==;
path=/adfs; HttpOnly; Secure

Date: Wed, 07 Nov 2018 16:32:59 GMT

<form method="POST" name="hiddenform"
action="https://storagegrid.example.com:443/api/saml-response">

<input type="hidden" name="SAMLResponse"
value="PHNhbWxwO1lJ1c3BvbnN. ..1lscDpSZXNwb25zZT4=" /><input
type="hidden" name="RelayState" value="12345" />

i. #{R7Z L £9 SAMLResponse IERIR T4 —ILEHS

export SAMLResponse='PHNhbWxwOlJ1lc3BvbnN. ..lscDpSZXNwb25zZT4="

j ZEARALTHREL XY SAMLResponse’ =7 ') w2 L T. StorageGRID Z{ER L £9 /api/saml-
response StorageGRID 35 b — 2 > DERKREKR

Di5E RelayState #7Jw o LE T, Uy REBEBAPICHA VA>T 3581 TFHYRTHDTY
FDEFERLEX Y,

curl -X POST "https://$STORAGEGRID ADDRESS:443/api/saml-response" \
-H "accept: application/json"™ \
--data-urlencode "SAMLResponse=S$SAMLResponse" \
--data-urlencode "RelayState=$TENANTACCOUNTID" \
| python -m json.tool

ISEICIIEREE b — T VD EENTVE T,



"apiVersion": "3.0",
"data": "56eb07bf-21f6-40b7-af0b-5c6cacfb25e7",
"responseTime": "2018-11-07T21:32:53.4862",

"status": "success"

a FREEb— U VU FIRBICEWVWS BRI TR L £ 9 MYTOKEN,
export MYTOKEN="56eb07bf-21£6-40b7-af0b-5c6cactb25e7"

CNT, ZEMTEXT MYTOREN £ DIOBERDIZEIE. SSOZEMA L TLARWEEDAPIDOERT
BERRTY,

SO A T ODNEWNRIGEIE APIDNSDY AT U

UYL AY (SSO) HEMCH->TWVWBIGEEIX. )y REEBAPI £/-EdT7F+ > FEEAPI 61
AT INTRIHD—ED API EXRZEE TUIBTI2HELRHD XY,

CDERTICDOWVT

RBIZBLC T, B> > oIOd 77 hR=IUHB60O5 7T 9§37 T StorageGRID APl H 541 >
TORNTEFEY, £7/I&. StorageGRID 5> >4 IILOJ 7T~ (SLO) 27§38 HbTEFET,
DIHE. B4 StorageGRID X7 S5 b= VU HRETT,

FliE
1. BLINO 7T MERZERTBICIE. B LET cookie "sso=true" SLOAPITRDIIE%E
1TLET,

curl -k -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize" \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

--cookie "sso=true" \

| python -m json.tool

AJ77 bk URLDRENF T,
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"apiVersion": "3.0",

"data":
"https://adfs.example.com/adfs/1ls/?SAMLRequest=fZDNboMwEIRfhZ...HcQ%$3D%3
D",

"responseTime": "2018-11-20T22:20:30.839z",

"status": "success"

2. OJ727 bk URLEZREFELET,

export

LOGOUT REQUEST='https://adfs.example.com/adfs/1ls/?SAMLRequest=£fZDNboMwEI
RfhZ...HcQ%3D%3D'

3. EBREZOY 7T URLICHEEL. SLO #32{1TL T StorageGRID IZUA AL I FLET,

curl --include "SLOGOUT REQUEST"

302 IGBEMIREINEF T, VALY MEIZAPIDADOT 7Y MIFBERAINEE Ao

HTTP/1.1 302 Found

Location: https://$STORAGEGRID ADDRESS:443/api/saml-
logout?SAMLResponse=fVLLasMwEPwV0O7ss%...%23rsa-sha256

Set-Cookie: MSISSignoutProtocol=U2FtbA==; expires=Tue, 20 Nov 2018
22:35:03 GMT; path=/adfs; HttpOnly; Secure

4. StorageGRID Bearer k—7 > % HIFRL £9,

24

StorageGRID Bearer k—2 > #HIR T3 . SSO #HALAVMBEYBEAILLSICHELE T, KR
cookie "sso=true" ZIEELABRL Y. SSODKREICEEZ KIFT Z &< 21— H'StorageGRID Hh5
OJ7ocENET,

curl -X DELETE "https://$STORAGEGRID ADDRESS/api/v3/authorize™ \
-H "accept: application/json" \

-H "Authorization: Bearer SMYTOKEN" \

-—-include

A204 No Content IBEY LT, A—HHWHA>TIRLIEIEHRENET,



HTTP/1.1 204 No Content

StorageGRID ¥ 21 7 v SEAAE R FERAT 3

¥ a7 iERAE L. StorageGRID Y R—=x%> M. & StorageGRID I V7R
—3X2 M ENBBY AT LD F 27 TEBSNICEROEILICERAINSNEVWT—
XIT7AILTT,

StorageGRID Tld. 2BEDOx 1) T BAENERINE T,

* HTTPS E#fi2 AT 258 Y —N—5REE * AETT., ¥ —/GEREER. 7517V ey —N
BOtFaT7BERERILIL. 547 MINTEZY—NDID Z58FHL. T—2DEF 2 7REE/N
AZBEITBIHDICERTNE T, T—NETTAT7 2 MIE. TENENARAEOIE-HHD T,

CUSATURERE X VAT MEIEI Y —ID ZF—N—IIRLUTEREEL. NRT—RT2F
TIEBL, DRELREZRELEX T, 77172 MIAZR T —2ZBStLEE A

34T D HTTPS ZEAL T —NICER TS & T—NEY—NGEREZRLE Y. COY—/\GEA
SRR EENTVLET, 77'(_"/ M. T—NDOEBRLCFAEOIE—DERZ B L T, DL
REBZRIELE T, BEN—HBLIBE. 7717V MIALAHABZEALTY—NeDt Y>3 v Z/n
L&,

StorageGRID (. —ZfD#ESF: (A— KNS UHIVRRA Y FRE) O —Ne LT, FIEthoiEst (
CloudMirror L 74— 3 o —EXRY) ODUVSA 7V e LTHRELE T,

%“B@mmuiﬂzj ( CA) (= %H%@lﬁgﬁtq:l 1) T’r /_.'_\ 1) /—L&-E%‘uﬁm LzT&.Fﬁ 2| jJZQ-LAEIEEH%%ﬂEEET
ZFF 9, StorageGRID ICIF. X TLDA VX M—LEFICHERCASIEEAZ # £ M § 2CAHBEAAFTN TV E
To T7AI LTI CNSDOREBCASIFAZ % EH L T, REPStorageGRID F S 71 wIDMRESINE T,
FEARBRIETIIABCAIRREZFERTET FIH. ABERETIINTORABNERL LI H XX LIFRAEZEZ(E
B2 ca#MBELET, SAZERLOEF 27 THAVERDB Y R—FINEIH, #HEShEEA,

* W A% L CAGEFAZE TIIRERFERAZ FRIR S NE B AN AR X LFRAEICIFY —/\#EH DR DL
BEEEITIHVENHD T,

* IRTOARZLEAED. H—/NFEAEDY R T LA RS 22/ L TWARERHD FT,
"SR T LDORERE"

* StorageGRID Tld. CANSDIEEER® 1 DD T 70 JL (CAFBEENYRIL) ICNVRILTZ I ehY
R—rTNMTVLET,

StorageGRID ICIE&. TARTDI VY RTRILARL—FT a0 VI RTLD CAFBBEL S FEN
()  TuET. ABBETE. IRL—F1 YT URFLO CATREORD DI, ORI
o &> TBRINL AR LIEPERIEEL TS

Y—NEEBE X US4 7V MEBED XA TON) I -3 ik, WS DODDOFETEREINE T, PXT L4
ZERTET DAIIC. FFED StorageGRID #EICHER TN TOIRAEZ EHE L TEKHENRHD T,
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LDAP service type

Select the type of LDAP service you want to configure.

Active Directory OpenlLDAF Other

Configure LDAP server (allfields are required)

Hostname Port
my-active-directory.example.com 389
Username

MyDomain\Administrator

Password

Group Base DN

DC=storagegrid,DC=example,DC=com

User Base DN

DC=storagegrid,DC=example,DC=com
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Synchronize

StorageGRID periodically synchronizes federated groups and users from the configured LDAP server. Clicking the button below will immediately start the
synchronization process against the saved LDAP server.

2. [F#A1t (Synchronize) 122 ) v o LET

EHNFEE NI 2R IERXA v E—IDRTFEINE T, RRICL>TE EBRFOEXRICLIFS<

36


http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html
http://www.openldap.org/doc/admin24/index.html

BENDD DD HD TT,

C) TATYTA4 T4 77 L—2avYEBIS—*7S5—ME. 7170 TF14 T4V =D
571x7L—Ty RIIN—Ta2—H%Z2EHAITIMEHLHZHRIC I A—NET,

TATUTAT4 7T L— 3 0EME

IN—FeA—HDT7AToT4T147 7L —> a3 E—RNERISKENICENCTZEHNTEXT,
TFATUTATA47TTL—2a> % EMICd5E. StorageGRID & 71TV T4 T4V —AEDPOED
FRELEFRA. 2L, REIIFRFINZ . BEICBEBWCTZZENTEFET,

MEBRHD
* Grid ManagerlZ I3 R— SN TWVWBR T SO EFRALTH A VA VT IREBELHBD FT,
*BEDT Ut AERIFHBETY,

CDRRAIICDWT
FATYTATA7TTL—2a > yaEWNCTRE1IC. ROSAISTFELTLIEEU,

CTIFL—Fy RA-FE A AV TERIBDET,

CBHAEYI VAL TVWE 7 T7L—Ty RA—HE v a3 hBEEREIE StorageGRID & X7 Al
SISMS TV ERTEEIN. Ly a i iRYINICHR D CUBIET 1> > TERCABDFT,

* StorageGRID Y AT LETATY T4 74V —ABEOREBIFITONT. BTN TVEWT AT Y M
LTRET7 =7 I—LDERINEE A

s UV UAY (SSO) M BEW EIFT U RARYIRE—RICBRESNTWVBRIGE. *TA1TVT
ATA7ITL—2a EBMMITRFVvIRYIRIENCRDES, 74771717 TL
—aVEEMITRICIE. ST TA A IR=JD SSO AT —RZAM * B * ICH->TLBHNE
hHhxEd,

FIE

1. [R%E (Configuration ) ]>[*7 2t Xl (* Access Control ) IP[*7AT>T4T«47xT7L—>3a>
2. [T7ATYTATA 7T L= BT RNFv IR IREFTICLET,

3. [fR7F (Save) 120w L%,

ARG R
OGN A EERHICLTUVET"

BEEIINL-TDEE

TBEESIN—TEERLT. 1 AU LOBEEBEI—HDEXxa ) FEREZEETEX
9o StorageGRID Y AT LANDT7 VL R%ZFA§BICiF. A—HFHRTIL—TICELTL
BRENHD XY,
BIEESIL—TDIER

BIEEJIN—T=2ERATS L. GridManager 5XUVT Uy REIEAPI QO DI—HHE DHEEERLIRICT
CRATEZHDERETETET,

37



BEREHD

* Grid Managerl I3 R— TN TWVWR TSV EFERALTH A V1V TI3BEBELNHD X,

CHEDT VL AERNBETT,

DT L—TYRIN—TZ2AVR—TB58F. PATT4T747 7L —>a>ZREEHT.
AVR=—b9B3T7TL—TYRIIN—TDBREBHDTATTATAYV—RZHEHLHEFEELTL
BHENDHDFT,

Flg
1. W7 7 AGHEERES L — T2 BRL X T,

Admin GroupsR—I ORI IN. BIFOEEEI I —TH—EBERTINZET,
Admin Groups

Add and manage local and federated user groups, allowing member users to sign in fo the Grid Manager. Set group permissions to conirol
access to specific pages and featuras.

|4 Add || i Clone || # Edit|[ % Remove

Name ID Group Type €&  Access Mode &
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Group Type Al v Show 20 ¥ rows perpage - | 3 ;
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Add Group

Create a new local group or import & group from the external identity source,
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{ "grid": { "alarmAcknowledgment": true } }
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1. [#8F% (Configuration) ]>[*77 2t &l (* Access Control ) ]>[*&EIE&E 1 —1'— (* Admin Users *)

2. [{EFX (Create) 1Z20 v LEY,
3. A—HDXRTH. —BOHFE. BLUNRT—RFZANLET,
4 7O ZAERZHIET 212U LDT I —FICA—HFEEIDETE T,

TIN—TBD) XML IL—"T(Groups) T—TILHSERINET
S [fR7F (Save) %27y LEY,
B9 B
"BIEEJIN—-TOEE"
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CDARTICDOWVWT
BETIZ?DIIO—HILI—HTDATT, 7T L—FTv RI—FOFEMI. ABOT7A1ToT14T04Y—2R
CEENICREEINE T,

FlE
1. [#8B% (Configuration) ]>[*7 2t Xl (* Access Control ) ]>[*EIEE 1 —H'— (* Admin Users *)
2. {REITZII—HEHEIRLET,

AT LII20EBR D TA T LADEENTUVEFRIE. BR—JIC—EICRRITITHEZIEETETE
To TDH. TT7UHOBREMREEFERL T, BERTIINTLVBITOREDIEE#RETE XY,
3. [#R&E (Edit) 122U vwoLET,
4. JEICIHL T &RIFERIETIIN—"TFAN—wTHETELET,

5. MBIZIGL T, A—HYH—BEBHICO AT LICTIERATERVWESICTBICIE. *TIERIEF L VIC
LF¥9,

6. [fR7F (Save) &V UvILZET,
FLLREIF. REA—FRT )y RIX—=J v oA VT I NLTBEYA VAV LICEEISBERS
nx9d,

A—AlaA—HYDT7AT> ~ZHIRT S

Grid Manager\D 7 72 ADBRBIZR > T=A—AIINA—FDT7HT Y FZHIBRTE XY,

FIE
1. [#AX (Configuration ) 1>[*7 2t Xl (* Access Control ) ]>[*EIE& 11— '— (* Admin Users *)

2. HIFR9 30— AIL2A—HEEIRLFT,
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3. [HIFR (Remove) 1% JUvo L%,
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REZETETEXT,
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o TDH’. TT7VHOREMEEZFEAL T, MERTIN TV RITORENDEEZRETET T,
B NAT—RDEENEIVYILET,
4 N2T7—READLTHEREL. *®FEZIVYILET,

StorageGRID (C> VT IV VA > (SSO) Z{ERY S

StorageGRID & X 7 L Tl&. Security Assertion Markup Language 2.0 ( SAML 2.0 )
BEZGRLE VUG FY (SSO) BR—rENET, SSO BEMBREE
I&. Grid Manager . Tenant Manager . Grid BI2 API. £7/idT+ > FEEAPIICT
JERTZ3ITRTDA—YZNBOTAToT4 T4 TANARICK > TEREET DB E
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VUG A T DA

SOV VA S DERE

O VINTA A B ELTVWET

SN A VA Y DHEH
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StorageGRID DY A > AL VT I MO TORRICED K S BEENH B H =D
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SSONBMRIGRIIT I V1V LET

SSO HEXNAIBEIC StorageGRID ICH 1 > 1 VT3 L. MDD SSO R—JICUAA LY SN TILTFY
v IILHMEEEENE T,

FlE
1. Web 75 JH T, StorageGRID BIE/ — ROFEEMBEI R XA V& FIEIP 7RLRAZANLET,

StorageGRID QY A > O R—IDBRRINEF T,

c DTV THHTURLICTIVERLISZRIE. TATY M ID DANZRDSNE T,

StorageGRID® Sign in

Account ID |00000000000000000000
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NetApp

Sign in

° Grid Manager ¥ 7z|d Tenant Manager ICMBIIC 7 72 AL TWHEIE. REDT7HU Y b= ERY
BD VAT IDZANTEELDICKOOSNET,

SiurageGRID® Sign in

Recent | 53 tenant ;I

Account D  27489746059057031822

NetApp

For Grid Manager, leave this field blank.

Sign in
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2. Grid Manager & Tenant Manager DEE5ICT7 VX3 h%EELE T,
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S WMEIZRL T, MOBE/ —RICTIERALET, £k, BUEHERHLH 3158 1E Grid Manager £ 7=
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ARSI AEEECTERTE XY,

BB/ —RODT T 4L b —/NEEEAZ%AD FSORAZFAEEHEICFER T CidERTn
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A4 7O0R2FERALTILT YO vILAFFRAINTWVWRIHEEICOA. Grid
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MERHD
* Grid ManagerlZ I3 R— TN TWVWR TS U EFRALTH A V1 VT I3BELNHBD £,
*BFEDT VL AERDURETT,
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ANA A LTERALTWS,
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Fig
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a. F7F+ > bT7AT> D Tenant Manager (1 >4 > LET,
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AL ETo

d Z0HEIE. COTFYETADY MIFERTNTVLWBAREEDH 27 7L —T v RTIL—THR
BIIB>TVWB I ZzHR L. FIv IRy IRZFTICLTHREZIU Y ILET,

2. Jx57L—F v RI1—%H Grid Manager ICT7 VA TEZ e #HRLET,
a. Grid Managerh*5* Configuration > Access Control > Admin Groups *ZZERL £,

b. Active Directory 71 7> 74 T4 YV —ADBDHREHI1DDT T L—TY RTIL—TH1VR—b
INTWVWT. DY IL—FIZRoot AccesstERRMEID HTHNTWB e =R L £,

CHAUTIMLET,
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ER

3. HEEOTF Y T HYY FHHBESIE. RootAccesstEfREIF D7 FL—Fy RA—HHRFA 1Y
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b. 7Y ETADYNZEFRL, *THUVY NORE ZI VY I LET,

CHMBEDTATYTATAY—RZFEATEINFIVIRYIZADF I >TWVWEHEIF. FT vy
Ry T R2A7ICLT, REFEN1ZIVYILET,

Edit Tenant Account

Tenant Details

Display Name 53 tenant account
Uses Own |dentity Source [
Allow Platform Services W

Storage Quota (optional) GE -
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Tenant AccountsR— I HRRINF T,

a THFYRTAIY M ZBERL, A2 20 )y LT O—ALDroot1—HE LTTF > b7
ATV BRCHAA 2 LET,

b. Tenant ManagerT. * Access Control > Groups *2 27 w2 L %9,

C. Grid Managerh* 5D < &H1 2D T 7L —T v RTIIL—FICZDTF > FFHDRoot AccesstERD
DY TONTVWEC ERRLET,
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BEREZHRESLUVTAINTEEY, SSOZEMCLIEHEICH VY RARYIRXE—RZ
BHEBMWIT L. FiIRBLUVUBEFEOIIREF REEEZRERLIFTANTEET,
HYRRYIRXE—RZBEEMICT S . StorageGRID 1 —H—DSSOIF—BFHIIC
Lyl

BELHD
* Grid ManagerlZ I3 R—F TN TWVWBR T SO EFRALTH A VA VT I3RELHBD FT,
*BEDT U AERIPHBETY,

CDRRAIICDWT

SSONBEMRIGZE. A—UHEEB/ —RICHA> 1> L&D T3, StorageGRID H*5AD FSIZEREFEK
MIREINE T, RIC. ADFSIE. FREEERDHEIILhE S D Z R T 58 nEmK%StorageGRlD ISRLF
BRI LB E. IGEICIZ— DUniversally Unique Identifier (UUID) D& EN£Y,

StorageGRID (H—EX7ONAH) YADFS (FAT>T14 7« 7ANAR) NI—HFORAERZLZE
ICXPDED TEBLS5ICTBICIF. StorageGRID THEDREZITOBLENH D 9. XIZ. AD FSZER
LT B/ —RIXICIFAEFNREEEZERL £F9, RERIC. StorageGRID ICR> T SSO ZBMICT
BPRENRHD XY,

HPURRYIXE—RTIE. SSO ZBMCTBHIC. COFIBZHHEICKTL. INTOREZTALTE
9,

BURRYIAE—RIIFERATZICZHELEIN. HBTIEHD £FH A StorageGRID
TSSO%ZHE L/ERICAD FSOFAZEN AEGEZIEN T 2EENTT TV HEIF. F

() . @B/ —RCricSSOTOEREY YOI TYF (SLO) FTOELRET X e
IO FtH Ao, *enabled 2 ') v~ L. StorageGRID ZE%* A/1LT. ADFSHOEIE/ —
R CICAERREFIBAEEFEZER L. Save* =0 1) v L TSSOZEBMICL £,
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Flig
1. I* Configuration * Access Control * Single Sign-On *1 %=ZRL £ 9,

[Single Sign-On] R—IHFR/REN. [Disabled] 7 7> 3 VHNERINE T,

Single Sign-on

You can enable single sign-on (S50) if you want an external identity provider (IdP) to authorize all user access to StorageGRID. To start, enable identity federation
and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for any existing tenant accounts. Mext,
select Sandbox Mode to configure, save, and then test your 550 seftings. After verifying the connections, select Enabled and click Save to start using S30.

S50 Status # Disabled " Sandbox Mode " Enabled

SSO Status# 7> 3 AR INABWIFEIE. Active Directory 7 7L —FTv K747
GO vreFav- ALLTBRSNTUSCLEMBLES. (VXTI 1252 OfR
B 2BRBRLTES

2 [UYRRYIRE—RIF T a VEBERLET,

TATYTa4 T« 7AONA R EHREFABORENRTENET, [FTAT7>ToT7o7aAN1A4] &
223> Tl [T—ERXRZA4TF] 714—=ILRIEGABDERTY, ZZilid. FRALTWER7ZITVT
A T147TTL—>a > —EXDA AT (Active Directory’a &) HERRINE T,

B TATUTF4 T« 7ANAE LI a>T, ROFIEZRTLET,
a JxFL—>a3 o —EXRGEADFSICRREINTWBREEDICAALED,

77l =3 o —EXR/ERRT 3ICIE. Windows Server Manager|c#8) L £

@ To [V=IL*AD FSEE|ZFERLEX T, [T/ aV ]| XZa—hb6E. [*T7zTL—
A B —EXROTONT A DIRE* | Z&ERLE T, 7z7L—>a>H—EXED
2BBED T4 —IILRICRTREINEF T,

b. StorageGRID EXRANDRBFELTT7A TV T4 74 7ONAIANSSOREIBRZEEFETHLE
IC. Transport Layer Security (TLS) ZFRAL TERZRETINESHZEELE T,

"CARL—=Ta VT DRTLD CAGERREZFER Y ( ARL—TFTaVT D RATLICA VA R—
ILENTWBT 7LD CASERBEX#FEAL T, ESizRELE I,

s * WAL CASFERZ%#{FER * | h XA L CAIBBZ%FERHL (EREREL X,
DREZTFERLI2HGEIE. SEFAEZ* CASEFAE* T X A MRy 7 XICOAE— L TEDHIFE T,

* *Donotuse TLS* : TLSEIFAZEZ AL THEGZFELABVLTC TV

4. nﬁﬂﬁiﬂﬁﬁﬁt’ﬁ/a/T\ StorageGRID B/ — FICEA I 2iFAESFIREEEZRE T S L T ICER
9 BEAEFIREDZIREL £,

o TeeRUIF. TV RICEBIE/ —RFHMMOLIELK. SREIE/ —RZEMT I3 FENBVESIE. A
L E 9 sc £71d storageGRID,

o Uy RICERODEIE ) — R HDHEIF. CVLWSXFHEESHET [HOSTNAME] ZASNLFET, fl
. SG-[HOSTNAME], CHUCED. BIE/—ROKRIFRICEDOWVWT. BB/ — ROFREFEA
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BEDZELT—TJIPERINE T, +F  SEFAEFAEEFE(IIStorageGRID > X 7 LARDEIE /
—RICICERTEIDELHD £, B/ — RICICHRSARECEEEZERN TS T, 21—
BB/ — RIS LTERICHA VAV I AT IRNTBENTEED,

S [f#”7F (Save) &V UwYILETY,
o M. *Save* (RF) REVIKEBOF v IN—IDBKRREINET,

Save

cHYRARYIRE—ROERAVvE—IHRTFEIN. YO RRYIIE—RPEMICHE->TVWBR L
HEEEINE T, ADFSOFEARFICHIDE—RZFEAL T, B/ — R CICGIRENBEEEEE
BEL. VTN (SSO) FOtvRes > asg 7o+ (SLO) 7OER%EFRAMTE
x99,

Single Sign-on

You can enable single sign-on (S30) if you want an external identity provider (1dP) to authorize all user access to StorageGRID. To start, enable
identity federation and confirm that at least one federated user has Root Access permission to the Grid Manager and to the Tenant Manager for
any existing tenant accounts. Mext, select Sandbox Mode to configure, save, and then test your S50 settings. After verifying the connections,
select Enabled and click Save to start using S350.

S50 Status " Disabled # Sandbox Mode " Enabled

Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50} and
single logout (SLO} are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Senices (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin Mode, using the relying party identifier(s) shown below.

2. Go to your identity provider's sign-on page: https:/fad2016.saml.sgws/adfs/Is/idpinitiatedsignon.htm

3. From this page, sign in to each StorageGRID relying party trust. If the SSO operation 15 successful, StorageGRID displays
a page with a success message. Otherwise, an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of 330 for StorageGRID,
change the S50 Status to Enabled, and click Save.

ESEAE:
" OINTA T DERESR"

AD FSTOIFREF BEEFEDIER

Active Directory 77 L —>3>%—EX (ADFS) Z#ERLT. > XT7LHDEE
J— RIS AEEREZER T 2HEN DD £9, PowerShell I¥ > Kz {EH
9 Bh. StorageGRID 'S5 SAML XX T —R%Z A VR— 9§D £hlgT—2%F
BITANTBRLICE T, iFAEFREGREZIENTE FJ,

Windows PowerShellz {§ 8 L 7-SEFREF | B EEFEDERK
Windows PowerShell % L TiERAEFIAEEEZBEICER TETF X9,
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BEZHD

* StorageGRID TSSOZREL. YA TLADZREE/ —RORLEBHM R X128 (FIFIP7RLR) &

EEAEFNAEIDZHRBL TEET T,

SFRAEFIRES#E(F StorageGRID ¥ X T LRDEE / — R EICER T 2RELH D £
() v BB/ —RCrICTRBRBEEEEERT 5 LT I—FIRER — RICHLT
BT AAV I AT IRTEZENTEET,

* AD FS TOIIBREFIAEFBEDOIEMERN HBH K7cld Microsoft ADFS D R ¥ 1 X > b EBRTES

BEHHDET,

* ADFS B+ v 1> EALTULWT. Administrators ZIL—FICEB L TWAMRERH D £7,

CDRAZICDWVWT

WTDOFEIX. Windows Server 20164 @DAD FS 4.0 TDFJETT, Windows Server 2012 R2ICEENT
WBAD FS3.02EAL TWLW3IEEIE. FIE ICHhITHEBEVWLAHD £, FEALENHZHEIE. Microsoft
ADFSORFaX>rEEBLTLIEETL,

FIE

1.

WindowsD XA — k XZa—h5PowerShell 71 A>&#H7 v L. *BEEZEY L TRTEEIRLE
ER

PowerShell AY > R7OYFFT. XOOATXVRZASILET,

Add-AdfsRelyingPartyTrust -Name "Admin Node Identifer" -MetadataURL
"https://Admin Node FQDN/api/saml-metadata"

° MIFE Admin Node Identifier Tl B/ — ROMAEFAEEIDESingle Sign-onR—
ICRTENBEBDICAALEY, Bl "sG-DC1-ADMI,

° DIFE "Admin_Node FQRDN' %2 1) w2 L. BILEBE/ —RFROZTLBH R X1V &ZEASILET, (
HBIZIGLT. /—ROIP7RLRZRKDODICERTEX Y, 7275L. IP7RLRZASLES
)é\ FDIP 7 RLADNEL e SICISRAEN BAEGHEEZBHEIIBIER T I2HNELRHD XT

- Windows Server Manager T. * Tools * > * AD FS Management * Z &R L £ 9,

AD FS BB —LARRENE T,
F*ADFS*>*iIPREFIAEREE ZE RLE T,

AERREFIAEEED ) X AR ENET,

- # L <ERE L TEERRE R BEERICT 7 L XFIHR ) > —ZBML £ 9,

a. 1By L 7EEPREFIREEEEZREL £ 9,

b. F¥ZzE Vv I L. *TIEIFIER) S —DiFEE* Z#RLET,
C. VUt RHHHR) > —ZERLF T,

d. &R (Apply) 122w L. [OKIZZUw I LET

- FT U MR LTEEREFAEEHEICERRITRU O —ZEBMLE T,

a. 1B L 7EERREFIAEEEEZREL 9,
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b. EEZzE Vv oL, [*JL—LRITRIS—DfRE*] ZFRLEXT,
C.[L—IoEM=ZZ)vILEI,

d [L=ILT7>7FL—brDE#ER] R—T. VRS [*LDAPEMZ VL —L L LTEE] =R
L. RNl Z20UvoLZET,

e [IL—ILDBRE] XR—IT. COIL—IORTBEANILEFT,
7=t ZIE. ObjectGUID to Name ID ¥ AL £7,

f. BMX 77T, *Active Directory * ZEIRL £,
g IYvE>I7—T)LdD LDAP EM45IC. * objectGUID * E AHIL £

h Ty I T—TILDEEIL—LEATHT, FOYTHEIV I H5 * %A1 ID* Z:&RL &
ER

L[ETZEIZUy I L. [OKZO2U Yy I LET,
1. XRT—ZDEEICA Y R—bINcC e ZRRELET,
a. AFREFBEEREEZA )y o LT IONT 1 ZHETE T,
b. [_Erifl;cg_nts] . [*ldentifiers] . & &7 [Signature] X 7D 7 4 —JL RICENASITINTWVWBR = HE

AXET=ZRBWERIE. TITL—2a X727 RFLANELVWI L Z2HRT 2D\ EZF
BMTANLET,

8. LEEDFIEZ#E DKL T. StorageGRID ¥ X T LRD IR THDEIE/ — RIIx L CEEREF HEEEE
BELZXT,

9. 587 L7=5. StorageGRID 8L VICRD £ ¢ "IN TOUHZEFBEEEEZT A LEI"ELLHRES
NTWBZexERELET,

TITL—a3 >y XaT—a%4VR— bk L CEERZF BEEEZER T3
ZAEFHEEEDEZ A VR—FT3ICIE. BBEE/ — RO SAML XZT—RIZT7I712ALET,

DEBZHD

* StorageGRID TSSO%ZREL. YXATLHADZEE ./ —ROTLEMH R X1 2% (FLIFIPTRLR) &
AFREFIREIDZRREL THET XTI,

SEEAZEF) A& EFEIS StorageGRID > AT LADEIR/ — R EIER T 2HENH D F
() v BB/ —RCrICERBMMEEEEFRT 5 LT I—FIRER — RICHLT
BEICHA VAV I FAVTIRTBIENTEET,

* AD FS TOEEREN BEGEHEDOIEMRERD H B D . F7cld Microsoft ADFS DR F a2 X2 hZBRTE S
RENHD T,

* ADFSBIEXF w1 %&FERALTLWT. Administrators ZI)L—FICB L TWARELRHD 7,

CDERTICDOWVT

MTFOFEIX. Windows Server 20163 DAD FS 4.0 TDFJETT, Windows Server 2012 R2ICEFNT
WAAD FS3.0%EAHL TW35EIE. FE ICHhITHEEVHSHD £9, FBELANDHZHEIE. Microsoft
ADFSDORFaXYFEBBLTLETL,
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Flig
1. Windows Server ManagerT. *Tools Z% 'Jw % L. AD FS Management *% &R L £7,
2. Actions (72> 3>) T. *Add GIFAEFAEERBDEM) 20V v I LET,
B [&DTEFIR—TUT. [VL—LWIGIZ&ERL. FmIZIUYILET,

4 [*A2SAFREA—ALRY T =0 ETREASNTWSRASENREICET ST -1 VR—hk
T3 =ERLET,

S.*T7ITL—2avART—ETRLR ((RAMRELIFURL) *IZ0 COEE/ — RO SAML X4 7
— 2 DIGFRE AL E T,

https://Admin Node FQDN/api/saml-metadata

D%E "Admin_Node FRDN' %22 1) w2 L. BILEBE/ —RFORE2EH R X1 >&2EZAADLET, (WMKE
IISC T, /J—RDIP7RLRZRDODICERATEE Y, 7=75L. IP7RLRZANDLESZE. EDIP
TP RLADED > EICIFEBENRECHEZEF X CIIBER T IBENHD XT) o

6. SEEAERAEFEOEMY « ¥ — F2R{TL. SASNAEEREZREFLT. VP —FZRALE T,

RTBEANT D EF. BIE/— ROAEFAEE D ZFRALE Y. Chid. Grid
Manager D YNNG A 2 F U R=DICRRENBBEHRE X > <KEL T, fl: sc-
DC1-ADMIo
7. JL—LIL—=)L&ZEBMLET,
a EEzEIUv I L. [*JL—LRTRII—DFE*] ZBRLET,
b. JL—ILDBM : 20w I LET,

c [L=ILT>TFL—hDER] R—IT. UXbH5 [*LDAPEMZ I L —L X LTXE] Z2FR
L. N] Z20UvoLFET,

d [JL—ILOHRE] XR—IT. TOIL—IILORTEEAILET,
=& 21X, ObjectGUID to Name ID X ASJL £ 9

e. BM X 7T, *Active Directory * Z3&RL £ 9,
f.YwE>JF7—TILD LDAP EMFIC. *objectGUID * E ASIL T,

9- XvEYIT—TINDREIL—LEATHT, FOYTZIVII DS *&ETID* ZBRLF
ER

h [ET122)v L. OKZZ v I LET,
8 XAT—ANERBICA VY R—bENIERRELET,
a. SREFIREGEEZG Vv I LT TONT 1 ZREEF T,
b. ['EJT?-’;'MS] . [*Identifiers] . & & U [Signature] X 7D 7 4« —JL RICEHNAITTNTVWS %

ART=ZRBWEEIF. TxTL -3 AT -7 RFLANELVWI L ZHERT 5D, EZF
BMTABILET,

9. FERDOFIEZ#E DKL T, StorageGRID ¥ X T LRD IR TOEIR/ — RICx L CEFREF BEEEE
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RELE I,
10. ET7 L7=5. StorageGRID BLUICRD T "IN TOAZSFIAEEEZT A LEFI" ELKRES
NTW3ZezmRLE I,

AERAE R AEEEOFEEM
AEEAENAEGEDOT —XE 1 Y AR— LBV EZBERLIBEI. EZFBTAANTEET,

NERHD
* StorageGRID TSSOZREL. YRXATLADEREE/ —FOELEM RN X1 2% (FLIFIPTRLXR) &
SFRREFIREIDZRREL TH I XTI,

SEERZEF)AESFEI StorageGRID > X T LAHRDEIR ) — R CIER T 2HENH D
() v B/ —RCrICRBHAEEEEERT 5 LT I—FIRER — RISHLT
BRANHTAAV I YA TIRTEZIENTEET,

* StorageGRID BIE( V2 —TJ x4 RABICH AR LFEAEZ 7Yy 7O—RLTHEETFE T, £l ATV
SIIHBEE/ —RICOJA VT ERIHEZERZLTEETET,

* AD FS TOEFREFN REGHEDERZRRD $H B H\. F7cld Microsoft ADFS D RF 2 XY hEBRTES
BEHHDET,

* ADFS B+ v 1> EALTWLWT. Administrators ZIL—FICB L TWAMRERH D X7,

CDRAZICDWVWT

WTDFEIX. Windows Server 201614 @DAD FS 4.0 TDFJETT, Windows Server 2012 R2ICEEN T
WBAD FS3.02EAL TWLW3IBEIE. FIE ICHhITHBREWVWHLHD £, FEALENHZHEIE. Microsoft
ADFSODRFaXYFEBEBLTILEIL,

FIE
1. Windows Server Manager . *Tools Z% !Jw %2 L. AD FS Management *%Z &R L £7,
2. Actions (72> 3Y) T. *Add (GEFREFBEEEDEM) *20 v I LEFT,
3. [&5CEIR—IUT. [VL—LXG1ZERL. [FRIZIZVvILET,
4. GIRREFAEICETZT—4ZFETANTBZERL. [INZ2I Vv I LET,
S. AEFAEFIAEFEOEMY « F—RZRITLE T,

a ZOEEB/ —RORTREAEANLET,

EEUZzMHERTZ1HIC. BIE/ — FOBESEFAE ID ZFEALTLEEWL, O ID & Grid
Manager D> > IHA U F O R—JIIRRENET, fl© SG-DC1-ADMI,

b. A7 a>Dh—U VESAREEZRE I 2 FIEIFEEL T LT,

C. [URLDFE] R—TT. [*SAML2.0WebSSO 7O rIJILDHR—rEZEFMICTS *] Fv
IRy I Rm=FNCLET,

d BB/ —ROSAMLY—ERIVRRIV D URLEAHALET,
https://Admin Node FQDN/api/saml-response

DIHE Admin_Node FQDN T. BIE2/ —RORLBER XAV &%EZ AT LEFT, WBIZSL T,
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J—RFDIPT7RLRAZRDODICERATETET, 7cffls IP7RLAZAALIHZE. €DIPT R
LIBEDL ST EICISIRENRECHEZEF I CIIBERTIHENDHDFTT) o

e. Configure Identifiers XR—> T, FILEE ./ — ROIEEAEFIAE D Z8EELF T,
Admin Node Identifier

D& Admin Node Identifier  Tld. B/ — RODIFAEFAHEIDZSingle Sign-onR—
ICRRENBEBEDICAAILET, ffl ¢ “sG-DC1-ADMI,

f RE=MHE L. SIPSEFAECHEZREFLT. V¥ —FZRALE T

K3

TL—LETRUVS—DRE | XA T7AT Ry I ADBKRRTENET,

—

@ AAT7ATRY I ADBRRENBZWVEEIE. BEZHEI )Y I L. *IL—LETRI>
—DfR&E * ERLF T,
[OL—LIL=I] Do —RZzMaT3ICIF. DL—ILDEM] 22y o LFT,

a [L=LT7>TL—bD#ER] R=2T, UXbH5 [*LDAPEMZ I L —LE LTEE] Z2#R
L. Nl Z20UvoLET,

b. [IL—ILDFRE] R—TT. COIL—ILORFEEAALET,
7= 21X, ObjectGUID to Name ID X ASJL £ 9

C. BMX M7 T, *Active Directory * Z#IRL £9,
d YwvE>JF7—7ILD LDAP E4F)IC. *objectGUID * EAAL F T,

e. XvEYIT—TINDREIL—LEATHT. FOYTZIVUI DS * &A1 ID* ZBRLF
ER

T2 Uvy oL, OKZEOUYILET,
CHERRENREEEZE Vv LTFAONT 1 ZHE XY,
- [*Endpoints] # 7T, >>7)OJ 77k (SLO) DIV RARAV M EHRELEFT,

a. *SAMLOEM*Z Vv I LET,

b. [* Endpoint Type*>*SAML Logout*] Z3&R L £7,

c. I*Binding * > * Redirect * | Z&RL 95

d. [Trusted URL] 7+ —JLRIC. COEEB/—RHh5D> 27 NO5 778 (SLO) IZERAT S URL
ZANILET,

https://Admin Node FQDN/api/saml-logout

D3FE “Admin_Node FQDN'Z2 ')y o L. B/ —FOREBH R XA VBZANLET, BEICS
CT. /=FDIP7RLRZRODICERTEEY, 7c7EL. IPT7RLRZABDLISEGE. EDIPT
RFLZDED ST EICIFEIAZHREEREZ BN L CISBER T I3LBDHD )

a. oKl zo Uy LET.
- [* Signature*] # 7 T. CDIEEAEFHEGEHEOELMAEZEELEF T,
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a. ARRLIRAEZEMLE T,
* StorageGRID IC7w 7O— R LT A XX LEEIAEN H 315513, €OBEZERLET,

* ARAALIEAZELN AR VERIE. BB/ —RICOJ1 Y LTUSEHAREXT /var/local/mgmt-api
B/ —RDTF«4 L7 MVICZEBMLEY custom-server.crt SERAZE T 71 )L,

I

SEIBIB —RDT T A NERBEXER (server.crt) IHREINFEFLHA, BIE/ — KR TE
ENRELIHGE. /—RZUANDTBIRICT 74 COEBRENBER INZ /-0, RS
NEEGEEZEFIIHNELNHD T,

b. ["#EMA (Apply) 122Uy o L. [OKZZ) v I LFT,
ARREFABEOTONT 1 PMREFESNTHALSNE T,

10. FE20FIE%##DIEL T, StorageGRID X FLHRD TR TOEER / — RIIx L CAERAEZF BEEEE
RELEXT,

M. 587 L7=5. StorageGRID BLUICRD £ T "IN TOMNHEFNEEEEEZ T AL LEI" ELLHRES
NTWBZezHERLET,

SERASEFIREFEOT A ~

StorageGRID ICRT 2> VIV > A > (SSO) DOERZERTY 31, > JILY
AoF e NAag 7ok (SLO) BHELKRESNTVWER L ZzHERELET. B
B/ —RIZCICGERBENBAEEEZERLCEEIE. BB/ —RIZXICSSOLSLOZfE
ATE5C L ERBALET.
NERHD
* Grid ManagerlCIEHR— FENTWBR TS OHZFERELTH A VA VT I3HRERHD XTI,
CREDT U RERNUETT,
* AD FSIC1 DU L DFEFAZEF AEEEZHREL TH T X T,
Flig
1. T* Configuration * Access Control * Single Sign-On *1 %3#&RL £9,

[T ADFVR=DHBREEN, [TV RRYIRE—RF T2 aVvHBEREINE T,

2 Y RRYIRE—RDOFIET. TATUTA T« 7ANAEDY A A R=IADY VI =R L F
ER

C DURLIE. [Federated Service Name]”7 «« — )L RICAB LT=ENSEIREINE T,
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Sandbox mode

Sandbox mode is currently enabled. Use this mode to configure relying party trusts and to confirm that single sign-on (S50) and
single logout (SLO) are correctly configured for the StorageGRID system.

1. Use Active Directory Federation Services (AD FS) to create relying party trusts for StorageGRID. Create one trust for each
Admin MNode, using the relying party identifier(s) shown below.

G. 5o to your identity provider's sign-on page: https:ffad201E-.saml.swsfadfsfls!idpinitiatedsignnn.htnD

3. From this page, sign in to each StorageGRID relying party trust. If the SS0O operation is successful, StorageGRID displays
a page with a success message. Otherwise. an error message is displayed.

When you have confirmed SSO for each of the relying party trusts and you are ready to enforce the use of S50 for StorageGRID,
change the S50 Status to Enabled, and click Save.

3. UYU%IVYIFTBEN URLZDAE—LTITSTHICDMII. AT T T TANAE DT A >
FIOR=DICTIEALET,

4. SSO%ZfF L TStorageGRID ICH 1 > >V TE 2 & 2RI BICIE. *ROVWTNH DY A MMIH 1>
A 2BRL. TIARVER/ — FOFAENAEDZEZRL T A1 20Uy I LET,

You are not signed in.

™ Sign in to this site.

I S5G-DC1-ADMIL j

A—HRENAT—ROANZRDZ 7OV T IHBREREINE T,

5 JxFL—Fv RAI—HBOA—HLENNAT—REZAHDLET,
° SSO B> ELVOT T MEBARINTE . DX vE—IUARRINET,

+" S5ingle sign-on authentication and logout test completed successfully.

° SSOMBEBHRMTBE. T5—AXytE—IDRTFEINET, BEZEBEL. T5UHDIvF—%H
ELTPOELTLRE L,

6. FEROFIEEROELT. BOTNTOER/ — RICH 121> TEZ L ERRLET,

TARTDSSOHY A1 >ELVOT 7T MUIBHARINLIZ5. SSOZEMICT B LN TEE I,

SUIONYA T F Y DOBEME

YRRy I RXE—REMFEHRAL TIRTDStorageGRID FFFBEFHEEFEEZ T A LT
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5. VUG A2FY (SSO) ZBMICTEZIENTEEY,
NERHD
CTATIUTATAV—=ADSDBRLEBIDDT T L—TFTYRIIN—T%Z2A>2R—rLT. DT IL—
ZIZRoot AccessBIRMERZEID BT THEVENHD T, BMIEOTFV R THT Y MIHL T, D%
CEBHIAD T 7L —FT v RIA—HHGrid Manager & Tenant Manager\MRoot AccesstERR % 5> TL)
B ZERTDIVENDD T,
*HYRRYIRE—RZFERLT. INTOIASHAEGREZ T AL TELBELDHD FT,
FliE
1. T* Configuration * Access Control * Single Sign-On *1 %3#&RL £ 9,
VTN A T INR=UHHEE [P RRYIXE—RIDERINE T,

2. SSO R7—4 X% *Enabled * ICEEL X7,
3. [fRTE (Save) 11XV U vILEY,

EEXvE-—IUHRTREINE T,

A Warning

Enable single sign-on

After you enable S50, no local users—including the root user—will be able to sign in to the Grid
Manager, the Tenant Manager, the Grid Management AP, or the Tenant Management AP

Before proceeding, confirm the following:

* You have imported at least one federated group from the identity source and assigned Root
Access management permissions to the group. You must confirm that at least one

federated user has Root Access permission to the Grid Manager and to the Tenant Manager
for any existing tenant accounts.

* “You have tested all relying party trusts using sandbox mode.

Are you sure you want to enable single sign-on?

=1 E3

4.

34

EHemREL. *OK*ZI Uy I LET,

’

VTN AFUHBEMICED E LT

ITARTOI—HHSSO%MEH L TGrid Manager. 77> Y%= v, JUw REEAPI,
()  5&UFFY NEBAPICT S £ R T BUBABD £, O—NHILL—H I StorageGRID
ST L ATERBD £,
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UMY A A EBEMILTVET

RBICBOTHBBIII VTN A2 F Y (SSO) ZEMCTHIENTEET, 74
TYTATA7ITL—a3 ENCTRHEIE FAINCO VTN Y A 7 V=2 B
ICTBHEDNDD FT,

BELHD
* Grid ManagerlZ I3 R—F SN TWVWR T SO EFRALTH A VA VT I3RELHBD FT,

*RBEDT It AERNBETT,

FIE
1. * Configuration * Access Control * Single Sign-On *] %ZEIRL £ 9,

[Single Sign-On] R—IHRFINE T,

2. [* Disabled * (#E%h*) 147> 3> %ZFEIRLET,
3. [fR7E (Save) 1%ZU v LEY,

A=Al VAU TEBELIICBROICIEERIEEAYE-—IDNRTFEINET,

A Warning

Disable single sign-on

After you disable SS0 or switch to sandbox mode, local users will be able to sign in. Are you sure

wou want to proceed?
o

4. [OK|zo2 v o L%ET,

Jx[B] StorageGRID ICH 1 >4 > 9§D . StorageGRID O+ >+ U R—=IHPRRTN. O—HIILI—H
F/E7 7T L—FT v K StorageGRID 2—H'DA—HZENAT—REANTIHERHD £,

1DDE’B/ — ROV TINTA 27 > O—RNRENME L BEML

UGN AFAY (SSO) Y RTFLHMEILET B L. Grid Manager [CH 1>+ > TE
BRUWEEDHDET, CDHZFEIE. 1 DDEE/ — RIIX LT SSO = —RAyICEINIC
LTHEBEEMICTAZZENTEXT, SSO #E ML THSBEERMICT BICIE.
J—=ROOAY VR TIIICT I RTBIHELRHD £,
NERHD

*REDT UV XERNURETT,

c AEBELTHELMENHD £9 Passwords.txt 771 o

* O—AIDrootA—HFDNRAT—REZHER L TEHBERHD XTI,
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CDRRAIICDWT

1 DDEER/ — RIIXFL TSSO #EMICT B L. O—HILD root T—H ¥ LT Grid Manager ICH 1 >4 >
TEEY, StorageGRID ¥ R T L% RETZHIC. /—ROOAY VR TIILEFRL T T T MMET
CICEIE/—RDSSO zBEBMITIHNENHD XTI,

1 DOEIE/ — RIS LT SSO ZEMICLTH. & v FROMOER . — K SSO BEIK
() @EELEt¢A. GridManager D> > FILH A Y4 Y R—J0 * SSO* #EMICTBF T v 2
Ry REF > DFEET, BHED SSO BEIFTATEH LAV E DRI NET,

Flig
1. B/ —RicOJa1>L%E9d,
a XOIAXYFZASNILFT, ssh admin@Admin Node IP
b. |ZEREHINTVWBNRXT—FZANILZET Passwords.txt 771/l
C.RODAY Y REANDL TrooticIDEX £9. su -
d (CEHEINTVWBINRT—RZAALFT Passwords.txt 771 )L,

root& LTOJA>T3L. 7AYT B SEDLDET s KT ¢ 4
2. RDIAYY FEFRITLEY, disable-saml
E3IE this admin Node only XY RD X wEZ—IHRRINE T,
3. SSO ZEMIITD xR LE T,
J=RTOVINGA VA IDNBRCE ST ZRT Ay E—IDNRREINET,
4 Web 7S oHh 5. RILEE./ — KO Grid Manager IC7 7t X9 %,
SSO ZEMIC L7786, Grid Manager D1 > U R—IHBRREINET,

5. A—H4% Troot] £A—AILD root I—HDNRT—RZFRALTHI>1>LET,

6. SSO HREDEBENNERT-®HIC SSO Z—RICENIC LT-IHZEIF. ROFIEZEITLET
a. I* Configuration * Access Control * Single Sign-On *] Z3&RL £,
b. IEL <7\ SSO REF/IFHL SSO REZZEEL £,
C.[1R7FZ (Save) 1 Z0UwILZFd,

SUTNBAFIR=DT*Save* e V) w U B E. Ty FREATSSONEHMICERMES
nxI,

7. thDIEAM T Grid Manager ND 7 7 AN ETH 7781 SSO = —BEFMICEMIC LB EIE. RDF
IBZERTLET,

a BRERAZVERTLET,
b. [>T %V wvo LT, Grid Manager L £ 95
C B/ —RTSSO #BEEMILET, XOWTNHDOFIEERITLE T,
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*ROAR Y FZEITLET, enable-saml
IR15 this admin Node only XYY RD X wEZ—IDHRRINE T,
SSO ZBMICT B e zMERLET,
J=RTOVINTA AR BEMNMI B2 ZRT XAy E—INRRREINET,

c gy R /—RZ)T—=FrLFT, reboot
8 Web 75 UHh 5. RILEE./— RH S Grid Manager IC7 71X %,
9. StorageGRID O A VA U R—IDRREIN. TV RIX—=TwIIT7IEXTBICIESSO VLTV
VYILVEANTIRENHD =L ET,
REE1E R
"IN A A ERELTVWET"

BEEY 17 MIREDERTE

0747 MNEREZFERAT S & FSINTNEY T4 7 > hH'StorageGRID
Prometheus 7 —AR—XICT IV RATEBZLSICHRDEY, 75407 MERZEIZ. 4
B — )L %= {EFH L TStorageGRID ZE R 3700 DX a 7B AE=RHEL X,

NERDEZARY — )L % FF L TStorageGRID ICT7 7 R T BMNENHDIHEIE. TV w RIXx—JvEFHL
TUOZAT7 Y NEREZ 7Yy 7O— R ERIZER L. SEAZEOBREZNBY —IILICOAE—FTIHRELNHD F
ER
BEEYV STV NIAEEEMT 3
U747 > MNEHEEZEMNT 3ICIE. MBOHAZEZIEE T 2h. F7IdGrid Managerz FF L TilFAZEZ
ERLET,
MERHD

* Root Access #ERNHETT,

* Grid ManagerlCIEHR— FENTWBR TS OHZFERELTH A VAV TI23HRELRHD XY,

BB/ —RDIPTRLRAFLIEIR XA VEEEREL TELBELRHD £,

* StorageGRID B > RZ—J A ADT—/\FEREZREL. XIHTBECANY RILZABL THEHE
hHOxd

* JRBOFEAEZ 7 v 70— R 935513 SIREO L ARBEMERNO—NIILIVE21 -2 LICHIBE
NHOET,

FIE
1. Grid ManagerT. * Configuration > Access Control > Client Certificates *%Z#RL £ 9

[Client Certificates] R—HRREINE T,
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Client Certificates

You can upload or generate cne or more client cerdificates to allow Storage GRID to authenticate external client access.

Name Allow Prometheus Expiration Date

Mo client cerfificates configured

2. T+Bin) Z2#RLET,
FAEAE DTy FO— ER—IHNRTFEINE T,
Upload Certificate

MName @

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cedificate.

Upload Client Certificate ‘ ‘ Generate Client Certificate

]

3. SFFAZ DL FIZ1~32XFE AN LT,

4. NERDERY — )L % fEF L TPrometheustBIEIC 7 7 X § 3 1C1d. * Prometheus *%# 58] 3 F T v IR
O REAICLET,

5 MERREE 7 v 7O— R EIFERL T,
a FAAEZ 7 v TO—RTBICIE. ICEAFXT CHE5ZCHIET L,
b. SEBRE AR T BICIF. ICEATT CHE5ECBE LT,

6. [upload_cert]]FERAEZ 7Y 7O— KR 3ICIF. RDOFIEZEITLEFT,

a [73A4 7Y MERRED T v FO— FIZZERLE T,
b. SEEAZEDNHREZSRL KT,

SFREZE O NE#EE 7w 7O— R 3D . [Certificate metadatal] 7 1 —JL K & [Certificate PEM] 7
4 —=ILRICEBIFAIITNE T,
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Upload Certificate

Name & test-cerificate-upload

Allow Prometheus @ [

Certificate Details

Upload the public key for the client cerificate,

Upload Client Cerificate ‘ | Generate Client Cerdificate

Uploaded file name:  client (1) crt

Certificate metadata  © Subject DN: /C=US/ST=California/L=Sunnyvale/0=Example Co/OU=ITICN=* 53 exa
mple.com
Serial Number: 0D:0E:FC:16:75:B8:BE:3ETD:47:4D:05:40:08:F3:7B:E8:4A:71:90
Issuer DN: /C=US/ST=California/L=5Sunnyvale/O=Example Co./0U=IT/CH=* 53 exa
mple.com
Issued On: 2020-06-19T22:11:56.0002
Expires On; 2021-06-19T2211:56.0002
SHA-1 Fingerprint: 13AADG.06:2B.90.FE BT 7B.EE 1A 83.BE C3:62:39.B7 AGET.FO
SHA-256 Fingerprint: 5C.29.06:68:CF.51.50.B8.4F A9 56 FT AT AB.3C 36 FAZDBT 32 A4:CH;
7485 2C8D:EG.67:37.C3AC 60

Certificate PEM €

T137r3Dk5bu

Copy cerificate to clipboard ‘

[

a [fFAZEZI )y FR—FICOAE—F 3" Z:&ER L. AFAEZNEBERY —ILICAD T E T,
b. {REEY — /L ZFRAL T, MERZ IE— L THEBDEERY —ILICED G £,

C. FEBHZE %Z Grid ManageriCfR7E 9 B ICIE. * Save *ZFEIRL £,

. [generate-cert]FEFAE X EM T B ICIF. ROFIEEZRTLE T,

a. [VZ4 7> MEREDEM|EERL XY,
b. B/ —FDORXAVEFLIFIPTRLAZANILET,

C HEIZHL T, FREZE T 2 BEEZHAT S7-®IC. [X.509 subject (Distinguished Name
(DN;EREE®) [CbMHIND) ZAHILET,

d BREBIZHL T, ARZEOEMEHZEIRLET, 774/ MI730HTT,
€. [*Generate (%K) |1ZFRLFT

I Certificate metadata 1 . [ Certificate PEM *J . & & U [Certificate private key *1 D& 7 1 —JL
RIZENRADTNET,
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Upload Certificate
Mamz & test-cerificate-generate

Allow Frometheus @

Certificate Details

Upload the public key for the clisnt cedificsts,

Uplesd Client Certificste

| Generste Client Cardtificate

Certificate metadats  €) Subject DN: /Ch=tastcom
Serial Number: 0B:F2:FB:78:B2:13:E4.0F :54:83:30:35:58:8F: 2A4:03:53:BO:EZ:0
A
Issuer DMN: ‘Ch=tast.com
Issued On: 2020-11-20T22:44:48.000Z
Expites On: - 2022-11-20T22:44:48 000Z
SHA-1 Fingerprint: 8E:08:8C:F8:3E:20:88;E4:C8:42:52:5F: 32, TE:ET:63:808:88:F3:3
o
SHA-258 Fingerprint: 73:02:51:83:ED:D3:8%:AD:7E B8 :4C:AF AE:34:76:B8:42:FE:0D:
EF:73:C0:A4:68:C2,EB:85,84.C2:04:7ABD

Cadificate PEM & | === BESIN CERTIFTCATE--=—- )
MITTyaCrARlgiwIRAgTTCE Tdr IT SRS Tge 01 VmBgA I Owdgow DY IR0 2 Thoc RAQEL
B wESERHABGA I TEAwk IaGWsdCo F b OwHh oM 2 xT Twk 3 T IHDOIWh o3 T T Ty
M3 IORDOEW  ATHR Ew D T VOO DDA R 0 R XN LR v b T CCA S Iw DU Y JRo 2 ThecBAQEREOAD
goEPADCCADeCggEBAKO24E S e e EuBb2 B cidf Mt TeExLeBEmtdvIwszlgrwh
KgHEZIBEYI0N/ Vo720 dmNEE yBwk yQTxS00 Invr 0 3TBLaIR fhE=Tgo Loy ATLE
CDesERYz 90 axinEl /X ANTEgERET s UTas 300 22007/ aV ek S3oEnjbmia
EiVakTERECEEyTalnol sl eTH I Os oD SVEBOXBRCp 40T TORa T2 £8KgSr3
LRz HaTaslodDT 3 ZgTgo¥ I D JaCohIxinSp0T 8 ES R TwV eI Rghv 52 DETEM
AoBGeucfaf rdbrlE el iV Fhghla b s x o = kO A ER A QM METwEw Y LOVRE IR uw

Copy cerificate to dipboard

Certificate private kay @

HIIEpQIBARKCAQEAr TZ0H2bHak+=ad0r Bk y iy T 1/ +1NuzEn0EaE T LB FO2ENC /Bl
EdnaUH1ghCEoN vk lHa Y 0or THCTJEOQE IS {RATHE=4hE St ExCBwigzE2VROTT
CwE e B TP Do 0 F4R TN Bk ix VT S I TOMa T i J s R SV EH I IOVE I RygeMEY Sas
TR g TR P I Bn T T0S 4 Sogylw oM EVDOg R /A TUHTEEokngPaTHto i L2/ 0 2Dms T8
25Cg=202xcd = TgPuimoN oS h3kTonow EiHEHI £ wxakpSiERNOMgDm oY/ x0Ex®
FWwZEERSRES luks kM IATN ONGCEd T 0DPES vy ORI DR AR e TRADC FET EN4pEQ0Hany
SuELEDe M v/ SCn+Rdmrodg B S xWECDrE IR1EDG+HThY r Edon EXHO+-ACTYACS
HE1QET% DV pwES Spubleri¥ Sa re rEmpBx 0 CqHS Y BTG S ¥ub 3T JagEles 24Hvann M.
s IR FEIvAE T flrZx WY dn02RPE i rog Y gellge S Y (N7 32 03 naTrme Tdma Y EEE

Copy private key to dipboard

A& You will not be sble to view the cerificate private ey sfter you close this dislog. To save the keys for future reference, copy end paste the values to
anather locstion

a. [FERRZEZ ) v TR—RICOE—9 3" 2:&R L. SRS ZNEERY —ILICAED TR T,
b. #ERZE Y )y TR—FICOE—ZERL. HEERY —ILICEDHITEY,

@ CDAATOTRY I RZFHALD . MERBEZRRICILADET, F—%ZZLR5
FRicCaE—LZE 9,

C. FEBHZE %Z Grid ManageriCfR7E 9 3 CId. * Save *ZFEIRL £,
8. Grafana 2 X DAEBEERY — L TRDOBEZITVE T,
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Grafana OHIIRD RV V) —>> 3y RTRENTWLWET,

sg-prometheus Default (@

HTTP

URL : https://admin-node.example.com:9091

Access Server (default)

Whitelisted Cookies

Auth

Basic auth With Credentials

TLS Client Auth [ @ I |With CA Cert

Skip TLS Verify

Forward OAuth Identity

TLS/SSL Auth Details ¢

ServerName admin-node.example.com

Client Cert

a. * ZEl * L ERORBFAIZEATILET,

StorageGRID T DIBERIIBEDH D FEAD EHZT AT B1-ODEAIZIBET 2HEHLHD
F9,

b. *URL* : BE/—FORXAVEAXLIFIP7RLRZASILEY, HTTPS &R— bk 9091 ZHEE L




£,

5] © https://admin-node.example.com: 9091

C. CASIFREZEAL T, *TLSIY A 7Y hEREE*E L ZBMICL X T,

d. TLS/SSL Auth Details® T T, BIEA > X —7 1 DY —/\FEAE £7=I1ZCA/\> F)LZCA CertiC
JE—-LTBOIITET,

€. * ServerName* | BB/ — RO R X1 >&ZAHNLET,

servernameld. BIEA VA —TJ 1A XADY—/\FEFAZICRTIINBZ R XA VHE—HTEIHELRHD
9,

f. StorageGRID £7z1dA—AIL T 71 IILH5AE— LI-GIAZE C MERZREFELTTANLET,

ZNT. AEBDEEIRY — L% EMA L T StorageGRID H'5 Prometheus 1812IC7 72X TE 3 L S5ICH
DEY,

FERZDEHMIC DL TIE. StorageGRID BB Y F STy a—T4 VI DFIEEBRBL T IV,
BB
"StorageGRID Z¥ a2 1) 7 SERAEZEH T %"
"Grid Manager$ & U'Tenant ManagerF D 71 X 2 L — /NEiEFHE % 5RE T 3"
"WIINT AT I EBERLET"
BEEU AT MIBEORSE

AFAEZREL T, BRIZEE LD, Prometheus7 7 X ZBR X FIFEIC LD, REDRAZOHA
RAYINICEICHLVIERREZ 7y 70— LIEDTEEX T,

HRERHOD
* Root Access HERNMUET T,
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1 VT I3RELNHBD £,
c BB/ —ROIPPRLRAFRLIEFER XA VB ZHERELTEBELRHD FT,

*FLVEERRE CERZ 7 v TO—-F$35E(1F. O—AILAYEa1—2 ETENSOIRAENERTRE
THIVEDHDFT,

FI&E
1. [* Configuration > Access Control > Client Certificates *1% &R L £,

[Client Certificates] R— U HRRINF T, BEFOIHEED ) X MHARTEINET,

FEEAE DBZNERDRICEEH SN TVE T, EAZSOEMERIE DV ICIZE. XX T TICHRERRD
Nz ald. XyvtE—IDRICKRREIN. 75— b RUA-ENFET,
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|+ Add || # Edit || % Remove

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate + 2022-08-20 09:42:00 MDT

Displaying 2 certificates.
2. IRETBMAZEDOEAICH DA T a VR EZ U ZFEIRLE T,
3. THiR&E* ) Z&IRLE T,
[Edit Certificate] 2 1 7AJ Ry I ANRKRRINE T,
Edit Certificate test-cerificate-generate

Name @ test-certificate-generate

Allow Prometheus @

Certificate Details

Upload the public key for the client cerlificate.

Upload Client Cerlificate ‘ ‘ Generate Client Certificate

Certificate metadata © Subject DN: (Chi=test.com

Serial Number: 0C:11:37:8C.1E:FD:13:16:F3:F2:06:09:DA6D:BC.CE:2A A9:C3:53
lssuer DN: (Chi=test.com
Izzued On: 2020-11-23T15:53:33.0002
Expires On: 2022-11-23T15:53:33.0002
SHA-1 Fingerprint: AEES:T0:AT:D3:C3:38.7A 0% F9:62.98:81: 8487 CO:43:16:8AT
SHA-256 Fingerprint: 63.07:BF:FF.08;1E:84:F1:04:67.C6:16:B0:35:26:00:C6A3:13: 11, TE.5E:9
ECTATEEF23:14:55:30:56

Certificate PEM @

OMwrkpW ieBnCoXx W

AWEADSMEMBUWEWYDVROEBAWW

Copy cerlificate to clpboard ‘

=3
4 GERAEICHEREEZMRAE T,
S. SEBAZE % Grid ManagerlZfRE9 B 1C1E. * Save *ZERL £9,
6. HTLWEBAZEZ 7w TO— R LT1BE
a [FfAZEZI )y FR—FICOAE—F3*Z:ERL T, AFAEZNEERY —ILICAD T E T,
b. fRE Y —ILEFEALT. FHLLMNERREEZ IE— L THEBOERY —ILICEED T £ 9,
C. AEDERY — L CAEAZ L HERERELTTAMLED,
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7.8 LVGEREE LR L5E
a [FEAEE YUY FR—RICOIE—F 3 18&RL T, MRS EIBERY —ILICRED [T £ 5,

b. [FSAR=—bF—%0 )y R—FICOE—F 32 BIRL T, AASZZHNEEERY —ILICAED T
9,

@ COHAT7OYIRY IR 2FALB . MEREZRRLICDIAE-LIEDTBZILIITE
BLBEDET, F—ZREBBAICAE-LFT,

C. AEBDERY — L TAAZB CMEREZRELTTAMLET,
EREEISAT7 Y MIREZHRLTVLET
REICB S TEEAZIFHIBRTE X 9,

HBERHD
* Root Access HERDHBET T,
* Grid ManagerlZ I3 R— TN TWVWR TS U EFRALTH A V1 VT I3RELHBD £,

FIE
1. [* Configuration > Access Control > Client Certificates *|%#iR L £ 9,

[Client Certificates] R—CDHRRENF T, BEDIHHED Y X bHIRTFIINET,

|4 Add || # Edit || % Remove |

Name Allow Prometheus Expiration Date
() | test-certificate-upload ' 2021-06-19 16:11:56 MDT
® test-cerificate-generate « 2022-08-20 09:42:00 MDT

Displaying 2 certificates.

2. HIFR 9 BEFREDAAICH B A T a v REVZERLE T,
3. TrHIFR ZFRLET,

ROAATOTRY I ADBKRRENE T,

A Warning

Delete certificate

Are you sure you want to delete the cerfificate "test-certificate-generate”?

| cca [

4. T*OKJ ZFERLZFY,
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SERAENHIBR T NE T,

F—BIEH—N\ZRELTWVWET

1 DULEDONEF—BFEY—/N (KMS) ZRELT. HICRELILT7 IS4 T7>V R/
—REDT—R%ZRETBENTEET,

F—EEY—N (KMS) &FfATIH?

F—EEY—/\ (KMS) (. B8&Ed 3 StorageGRID # - b ® StorageGRID 7 7351 7> X/ — RIZ Key
Management Interoperability Protocol (KMIP ) ZfERA L THRES{tF—%Z2RETIABOH—RN—FT1 > X
TLTY,

A4 R—ILEFC/ — REESML * REHDBICHR > TWLWS StorageGRID 7 5147V R/—RDJ — I\Hﬁva
tx—%zEEITZICIEF. 1 O2ULEOF—BEY—N\ZFERALET, CN5DT 7747‘/Z/ FTH—
BY—NEFRT2E. TTI3A4T7 VR ET—2EZ—D6HIBRLIEBETH. T ’5”&1%E§’C=§i?o 7
TS3ATADR) a—L%xEBEStTRE. /—RHAKMS CBETETHRVWHSAEID, 7ISAT7VRADT—4
771X TBEIFTETFREAS

StorageGRID Tld. 77547 >R/ — RFOBES{L L ESICFERT 3ABF—IXERDHEE
HINFHA, NEBFXF—BEH —/\EEAL T StorageGRID T—X % 1RET 3Hal1F. DY
@ —NDREHEZEREL. BEEF—DBEEHEZERL T HBEN’HDFT., F—FIEX
RUTDEITICOVTIE. COFIETIFFHAL TWE A, HR— MR ELRIFEIE. F—BIE
H—NDRFaAXY FEBEBIZH. TIZHILTR—-MIBREVEDELETW

StorageGRID FES5{t A X DFEED

StorageGRID IlE. 77— A% ES LT R-ODTEIELHA TSI ORHD XY, FH
BERAEZHRL T, TR REDERZRIITAEZRETIHENDHD £,

RDFTIC. StorageGRID THEATEZRESIEAXOBMEEZRLET,

=A== EfED LA Ri5
Grid Manager h'5 ¥ —%&#1%—/\ StorageGRID 41 FEDF—8E 4 VX b—JLHIC/—RES{*
(KMS) ZEfELZX¢ #—/\ (* Configuration > System HEMICHR>TWBR T IS4 T7 >
Settings > Key Management R/ =R PTSATVADIAN
Server*) ZFREL. 77547 TOT—RIE. YEBEHAREBLT
AT/ —FEBEStzEMLE — Rt BZ—H5 DHIRRD S RE
To RIS PTSATVR/—F ThxEd, —E®D StorageGRID X
M KMS ICHE#Ht L T, Key FL—CBLUOT—ERT7TTFSA

Encryption Key (KEK ; ¥—H§85 7YX THERTEET,
ft£—) ZERLFT, COF—

& B8R 2a—LDOTF—XEES1L

F¥— (DEK) ZBEbLVES

fELET,
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e A=

SANtricity System Manager ® K 5
172*a)7+

BRNA T T COBES{ET ) v
RAFo 3>

S3 N7 v ~DEES{E

76

FMEDLHEA

ANL=T7FSA4T72ATRS
17EF*a) T BEDEMICKE
2 TW3I5EIE. SANtricity

System Manager ZfFEHL Tt +
AT F—ZEE L VEET
TET, COF—IF. EFaUTF
1RESNTERZATLDT—%
ICT7IERTBIDICBETT,

* Stored Object Encryption % 2/
< 3 >|3Grid Manager CH%f
ICTE %9 (Configuration >
System Settings > Grid Options
) o BECTDE. NTY b
LRIERFF TSI LA
ILTESEINTLRLETLL
F70 U MIEDIAHEFICHE
FEnFz 7,

NT Y DSt ZEBMICT BIC
|, PUT Bucket BES{tEKk %R
BICKRELET, #7900 bL
NILTESIEINTULAEVHLWL
70 MMEEDIAAHEICEES
ftEnxd,

RIR

Full Disk Encryption (FDE) KRS
1 7 FILETBRNIBIZZE (
FIPS) RZTATHEHEHINX
L=S7 75470 £Fal
TAIRESNTERZA T EDT—
RlF. TR TYIENRIEBRL T —
B Z—DLDHIRERNSRES
NEd, —BOXL—TFT TS
AT VRERIIY—ERT T4
TUATIIERATETEzE A,

"SG6000 A b L =7 FSA T Y
ZII

"SG5700 A ML =T FSAT Y
Z"

"SG5600 A hL—TF T SAT Y
ZII

F=ICE DA £NF=S3H K UFSwift
FTOTIT—R, BIAENT
WBBIFEOA T2 7 MMIES1E
INFRA TP TIMXET
— R FDMHDERT — R IIFES
fbtEhEEA

MT TV T FOREBLERE
73"

HICEDAENTS3F T o
EF—2DH. NT v MBS
IEETIHNENHD £9, BF
DINTy b F TS MIEES1E
INFtA AT TV M XET
— R ZDMDHER T — R IIFES
ftEnFEt Ao

"S3 = fERT %"


https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg6000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5700/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg5600/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html

e A=

S3 AT U DY —NEDRES
1t (SSE)

A—FHEEDF—ICEB S3ATY
7 hOY—N\RIEES1 (SSE-C
)

AR a—LFIFT—2X b
7 DEES1L

FMEDLHEA

ATV FERMLTZZ®D
3S3ER%=MRE L7z x-amz-
server-side-encryption BE3K
Ny —,

ATV hERINT B S3 EK%E
B L. 3D2DBRAYE—%Z3
HEI,

* x—amz-server-side-
encryption-customer-
algorithm

* x—amz-server-side-
encryption-customer-key

* x—amz-server-side-
encryption-customer-
key-MD5

BATS Y k74— LTRESLEN
BR—FINTVBRIHEEIE.
StorageGRID OANERDEES{LA
ZEALT. AU a—LFkET
;’}"X F T2 ERBSILTEE

RIR

RTCICEDAENTS3A T o
bTF—2DdH. T2 T MICH
Stz T 2HEN DD £,
FTITY B XET—RRZD1M
DORET—RIFESLINFE
/LIO

* —(3 StorageGRID TEE N F
ER

"S3 Z{ERT 3"

HiICDIAEZENSIF T
ETF—2DH, AT T MICHS
SbZIEETIHNELHD £,
FITS T MXEAT—EREDM
DR T— R LI FE
Ao

F —(3 StorageGRID QNS TEIE
INnE9d,

"S3 ZfEAT 3"

FTARTORY 2—LEhFTF—4
Z R THBERLENTVB I %
ARE LT, $ARTOF TV LY
=% XETF—H. BLUY
27 LT — %0

NEEESIE AN ZER TS . B
SET7ILIVILEESF—Z &
BICHETEE I, (& C&HSNh
TLB DA ELEAEHLESC
EHTEET,

77


https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/s3/index.html

EsltA 73y FMEDLHEA 15

StorageGRID ONEETDA T2 = StorageGRID ICEXDIAENBFIIC ATV T IR T—REXRT—R
7 ~DEESME FITSITUVRT—REXRT—R DH (PATLRET—RIIES
#hES{t 9 BICIE. StorageGRID fbEInFtA) o
DOABOEESIEAXY v REFERL
7, AEEES{E AN ZERT 3 .
BTV ILEBEX—%E
HICHETEET, (. BEINn
TWBDHELHAEHESC
EMNTEXT,

A8

"Amazon Simple Storage Service -
Developer Guide : 75 7> hEl
BBtz ER LT —2DfFRE"

BHEOBES{EANZERT S
BHICISL T, —EICEROBSILANZERATET I, f:

*KMS ZEBELT7 547X/ —RZFRELD. SANtricity VAT LAY X —CvYDRSATE2Fal)
T EEZFERAL T RALT7 7547 AAOEEESLR ST LDT—4%2% ZEICES) §5C
EHTEET,

*KMS ZERL TP FS3AT7 R/ —REDT—RZRE LD, BTN TVWB AT U MES{EY
Jy RATO 3> FERALTIRTOA TP b ZEBDRAARICESIETZCEHTEET,

S BETZ2F T bHTK—EBLIBWGEEIE. BSLZNTY FLANILEXELZDFTD T
7 PLANILTHIEYT B ZREFLTLIEET V. EHLAILD %—ﬂ:%ﬁ;d]k?’% & NT4—XYXAR b
HHEML F 95

KMS £ 77547 ADREDHE

F—BEY—N (KMS) ZFERALT7FZ14 7R/ —R_LED StorageGRID 7— ﬁ%

RETBHIIC. 1 DULEDKMS H—NZHRELTTTSAT7VR/—RFD/—RIES

ﬁ%ﬁ%k?%tU929® E&Zﬁ%n?bf&(%%ﬂ@bi?ophb®29
ERAUVNTET TR, F—EBEIOCLINEEFMNICEITINE T,

7O—F¥—hlE. KMS ZEHALTT7 75147/ — R LD StorageGRID T— 2 % 7&J 3 FlIEDHE
ZRLTVLWET,

78


https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html
https://docs.aws.amazon.com/AmazonS3/latest/dev/UsingClientSideEncryption.html

KMS setup

Create a StorageGRID
client in the KMS

Obtain KMS details:

¢ Host names and port

s Alias for encryption key
e Server CA certificate

* Public client certificate
e (Client private key

Add KMS to Grid Manager
for a site or group of sites

Poweron
or reboot?
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Z

1

7

Appliance setup

Enable node encryption in
Appliance Installer

install appliance:

e Disks are encrypted
with data encryption
keys (DEKs)

* DEKs are encrypted
with temporary key
encryption key (KEK)

Deploy appliance asa
node in StorageGRID

Has a KMS

been configured for
the site?

Appliance receives KMS
configuration

Appliance connects to
KMS to request key

KMS key replaces
temporary KEK

Appliance is secured by
KMS
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RDORIC, Y1 bDKMS Z2EEY 2 —RNBT —RCHELFIEZZLHET,
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TAIEDKMS ZFEARALEBVWTLIEETL, KMSY 7 o x7%=FALT. IRED/N—T 3

VOBEStE—%T T 4L D KMS B 5HF L L
KMS ICOF—L %9,

2. Grid Manager Z{ERA L TH L LV KMS ZEM L.
B4 bBERLET,

" —EEH— /\NDEM (KMS) "
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ZEAL T, BIFED KMS D5 FT L L KMS (CHE
FF—DREON—-2 372 AE—-LE T,
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DEJ,
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LEMR X% (FQDN) £ IP7RLZAEZEHIBRENHD XY,

@ StorageGRID T KMS %#&XE 9 & &I, [ *Hostname* 1 71 —JLRIC[E L FQDN
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5. ANEB KMS & T StorageGRID (ICRITESNTNT Vv I OS54 T7 Y MERZE L U754 7 > MERAZ D
FREZEIFLET,

2547 NEBAZIX. StorageGRID B KMS ICX L TEE %R 3 e #FAILE T,
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StorageGRID ¥ —EEH— NV s HF—RZFEHALT. FKMS £LIFKMS V5 X2 %
BML£EY,

VEZHD
CZHERELTHELKBERHD X "F—BEY - N\ ZFEHTIEOEESECEMH,

* MURETY "KMS TU 547 k& LT StorageGRID #5XE"2 2 1) w2 L. KMSETzIEKMST S XA
CICRERBRZERZ L THEKHBELRHDEFT

* Root Access #ERNHETT,
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CDRRAIICDWT
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DKMS ZBELTLIETWV, BYICTIAIL LD KMS 2T 3. 7y RRD ./ — RTES{tINT
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1. "FE1 : KMS OFHEAILET"
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KMS 75 X2 DsFliZxiEEL £9,

FIlig
1. * Configuration * System Settings ** Key Management Server *] Z&RL £7,

[Key Management Server] R—IHRRE M. [Configuration] [Details]  7HhEIRENE 9,

Key Management Server

If your StorageGRID system includes appliance nodes with node encryption enabled, you can use an external key managemeant server (KMS) to manage the encryption keys that protect vour StorageGRID at
rest.

Configuration Details Encrypted Nodes
You can configure more than one KMS (or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site.
Eefore adding a KMS:

» Ensure that the KMS is KMIP-compliant

» Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID

‘+ Create | | # Edi | | @ Remove
KMS Display Name © Key Name © Manages keys for © Hosthame © Certificate Status ©

No key management servers have been configurad. Select Create

2. T*Create* ] ZEIRLEJ,

Add a Key Management Server (F—BEH—/NDEM) T« F—ROFIE1 (KMS OF#lZAS) H
RREINET,

Add a Key Management Server

0 :

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Enter information about the external key management server (KMS) and the StorageGRID client you configurad in that
KMS. If you are configuring a KM3 cluster, select + to add a hostname for each server in the cluster.

KMS Display Name @
Key Name @
Manages keys for & — Choose One - i
Port © 5606

Hostname @ +
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ICTTDRES{EF—DIREON—T 3 V%R
HLADSIBE. KMS OREEZFREFET
3. BAITS—HDEELET,

KMS 1 —/\h' Key Management Interoperability
Protocol (KMIP) D@SICERY 3K—bo 77
#ILETIE. KMIP R#R— b T3 3 5696 HEA
INFEI,

KMS DFELERiI R X1 VB FIEIPT7RL X,

*F B —/N\EEAE® SAN 7 —JL RIZIE.
CCICANITB FQDN £72IXIP 7 RLRZE
HIBENHDEFT, £5LBVLE.
StorageGRID (& KMS 75 X ZHD T RTDH
—NICEHRTETRABDET,
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FIE2 : ¥—/NEHEET Y IO- K73

F—EBET—NOEMIVsF—RDFIE2 (F—NEERAEZ 7Y 7O—FK) T. KMS
DY —/NFEERE (XIFEERAENVRIL) 27y 7O—RLE Y, —/N\EEEZFEH
9B, HEBKMS & StorageGRID ICX L TEHE%ZRAICTE £ 9,

FIE

1. FIg2 (F—N—GREOCT Y 7O—F) *H5. FRESNTVS Y —/N\—SBAZEEIFFEBEE N RIL
DHEFFEERLET,

Add a Key Management Server

o 0

Enter KMS Uplcad Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) or a
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Ceriificate @ Browse

2 SHRE T 7AILET Yy FO—-RLET,

Y —/NERAE DX 2T —ANRRENE T,
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Add a Key Management Server

@ﬁ_———c’ 3

Enter KMS Upload Upload Client
Details Server Certificates
Certificate

Upload a server certificate signed by the certificate authority (CA) on the external key management server (KMS) ora
certificate bundle. The server certificate allows the KMS to authenticate itself to StorageGRID.

Server Certificate @ Browse k170vCA pem

Server Certficate Metadata

Server DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Root CA
Serial Number: 71:CD:6D:72:53:B5:60:0A:8C:69:13.0D0:4D:D7 .51:0E
Issue DN:  /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySacurs Root CA
lssued On: 2020-10-15T21:12:45.0002
Expires On: 2030-10-13T21:12:45.0002
SHA-1 Fingerprint: EE:E4:6E:17:86.DF:56:B4 F5:AF:A2:3C:BD:56:6B:10:DB:B2:5A 79

= 1

(D SEBRENY RILZ7y 7O— R LISSEIE. KIEAZEOX T DB X TICKRRE
nEx9,

3. T*A*) ZFRLE T,

Add a Key Management ServerV « #— K DF|E3 (V547> FEREZ 7y 7O—R) HRR"INFE
ED

FIE3 : 747 bEAEZ Yy TO-FT B

F—EEBEY-—NOEMV s —ROFIEI (V>4 7> NiEBEZ 7Yy FO—R) T,
DA77 NERREC VA4 T7 Y MEBBEOWERZ 7y 7O—RLEXd, 95147
NEERAZEIE. StorageGRID B KMS ICX L TEBZEREET A & ZFA L £ 95

FIE
1L.*FIE3 (U472 MEAZEZ7 Yy 70O0-FR) *H5. 547> MIBAZEDOHMZzESRLET,

92



> W

Add a Key Management Server

—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate € Browse

Client Cerificate Private Key @ Browse

oo | e [

N

VREERRE T AL ET Yy IO—-RLED,

I

AN AN AN
N
A A A

=
B\l
e

7

FEAED AR T — DRI ENE T,

\/

72 MEREOWERROIGFIZESRL 9,
TN E7yF7O—FLET.

)
N
A
\/

REERAB C U517 2 MEABDMEBERD AT —INKRREINET,
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5.

6.

7.
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Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Server Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server ON:  /CN=admin/UID=
Serial Number: 7D:5ABA2T:02:40:C8:F5:19:A1:28:22:E7:D6:E2:EB
Issue DN: /C=US/ST=MD/L=Belcamp/O=Gemalto/CN=KeySecure Hoot CA
Issued On: 2020-10-15T23:31:48.0002
Expires On: 2022-10-15T723:31:48.000Z
SHA-1 Fingerprint: A7:10:AC:39:85:42:80:8F FF:62:AD-A1:BD:CF:4C:50:F 3:E9:36:65

Client Certificate Private Key @ Browse k170vClientKey. pem

== = [

[fR7E (Save) 1%Z&ERLZ,

F—BEY-—NCTTSAT7VR/—ROBOERZTANLET, IRTOEGENEMT. ELVLVF—
M KMS ICH BB EIE. #TL LW F—FE Y —/\H' Key Management Server R—J DRICBIIINE T,

KMS ZiEBiNd % &. 9 <IC [Key Management Server] R—J DEEFAZE X 7 — 4 XH

@ [Unknown (FBE) ] ERRINET, JZAHEDERED X T—X XD StorageGRID EfF
IC13 30 DIEENDBIHZEN DD £T. RFDAT—FAZRTT BICIE. Web TZTH
DRTZEHITIVENHD X,

M*Save* ((RfF) | ZBERLICESZICIS— Xy E—IUHRRFEINIBEIE. XvE—J OFElZHER
L. T*OK*1 Z#RLET,

fce z2IE. BT A MIKRBLIZIBEIE. 422 ¢ Unprocessable Entity TS —hREINZ e D F
ER

Ntz 7 A FETICHREDOREZREFT SV ENDBI5EIE. * BHIRE * 2FBRLEX T,



Add a Key Management Server

O—0 0

Enter KMS Upload Upload
Details Senver Client
Certificate Certificates

Upload the client certificate and the client certificate private key. The client certificate is issued to StorageGRID by the
external key management server (KMS), and it allows StorageGRID to authenticate itself to the KMS.

Client Certificate @ Browse k170vClientCert pem

Server DN:  /CN=admin/UID=
Serial Number: 7D5A8A2T.02:40:CH:F519AT1.28:22.E7V-DG:E2.EB
Issue DN: /C=US/ST=MD/L=Belcamp/0=Gemalto/CN=KeySacure Root CA
Issued On: 2020-10-15T23:31:45.000Z
Expires On: 2022-10-15T23:31:49.000Z
SHA-1 Fingerprint:  A7:10:AC:39.85:42:80:8F FF 62:AD:A1:BD:CF-4C:90:F3:E9:36:69

Client Certificate Private Key @ Browse k170vClisntKey. pem

Select Force Save to save this KMS without testing the external connections. If there is an issue with the configuration,

you might not be able to reboat any FDE-enablad appliance nodes at the affected site, and you might lose access to
your data.

= e

[ BERE | ZFBIRT B KMS ORENMFREFESNE TN, E7 T4 TV IADSEFD KMS

@ NDOANEERIEST AR EINEHA. BRZECHE D ZH5E. ZHITH YA NT/—FR
BEESILHABMCE>TWBR T ITSAT VR —RED)T—MTEHRVWIREMELHD £,
NIRRT B ETT—RICTIVERTELRLLBRBEREMLHD £,

D

%

SR

[T
e
I
2

L. REZBHFNICHREFTDHEIE. 170K ZFRLET,

A Warning

Canfirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected site, and you might lose access to your data.

=1
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KMS OFEEIFFRFINETH. KMS NDEHFIIT A FEINEEA.

KMSD il z HEER 9 5

StorageGRID ¥ X 7 LRDEF—EEH —/\ (KMS) ICET2BHREZERTZHH
TEEYd, CHUllF. U—NEERZC V517> MIEBEEDOREDAT—ERAbEEN
79,

FIIE
1. T* Configuration * System Settings ** Key Management Server *] %3&RL £7,

[Key Management Server] R—IHRRINE T, Configuration Details 2 7ICId. BHEINTVETA
TOF—EBY—N\HIRRINET,

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

Ensure that the KMS is KMIP-compliant.

Configure StorageGRID as a client in the KMS.

Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administaring StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name & Key Name & Manages keys for @ Hostname @ Certificate Status @
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.95 164 +" All certificates are valid

2. EKMS ICDWT., RDIEHREERLE T,

TZ4—JLR &nFA

KMS &% KMS DB 4R,

*F—% KMS RID StorageGRID V514 7> hDF—IT A1)
77 Ao

DF¥F—=BIELFT KMS (CBESEfT I 57T L\ StorageGRID 1 b,

CDT 1 —ILRICIE. HFED StorageGRID 1 ~
D%&ET. £72IFRIDKMS (F74IILEKMS) T
BEEINTULWARWY A K *HBARREINET
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ICBI 3BHmEeRTTCEE I,

FE
1. I™* Configuration * System Settings ** Key Management Server *| %3#iRL £7,

[Key Management Server] R—IUHRRENZE T, Configuration Details Z 7CId. FREBAHADITRTD
F—EEY—N\DPRRINET,

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your StorageGRID at
rest.

Configuration Details Encrypted Modes

*fou can configure more than one KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS
» Ensure that the KMS is KMIP-compliant.
» Configure StorageGRID as a client in the KMS.

» Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For compiete instructions, see administering StorageGRID,

| 4 Create | ‘ # Edit | | o R‘emove|

KMS Display Name & Key Name & Manages keys for @ Hostname @ Certificate Status @
® | Default KMS test Sites not managed by another KMS (default KMS) 10.96.95 164 +" All certificates are valid

2 R—UQLENE. [BEESbINi/—R* | ZTEBRLET.

Key Management Server

If your StorageGRID system includes appliance nodes with Full Disk Encryption (FDE) enabled, you can use an external key management server (KMS) to manage the
encryption keys that protect your StorageGRID data at rest

=

i =
Configuration Details Encrypted Nodes
R EEESS Y |

You can configure more than ane KMS {or KMS cluster) to manage the encryption keys for appliance nodes. For example, you can configure one

default KMS to manage the keys for all appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a
particular site.

[Encrypted Nodes] % 7'ICid. StorageGRID X7 LT/ — RS * BEHNBMBR>TWE T FF1
TYR/)—RRRREINET,

Configuration Details Encrypted Nodes
Review the KMS status for all appliance nodes that have node sncryption enabled. Address any issues immediately to ensure your data is fully protected. If no KMS exists for a site
select Configuration Details and add a KMS.

Nodes with Encryption Enabled

Node Name Node Type Site KMS Display Name & Key UID & Status ©

S5GA-010-096-104-67 (F Storage Node Data Center 1 Default KMS 41bi. 5c57 « Connected to KMS (2021-03-12 10:59:32 MST)

BB IZAT YR/ —RIZDWVWT, ROBEHREHRLEFT,
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J—RDAEAT, Storage. Admin. F7zI& Gateway
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KMS BRIZENTULARWEEIE [ RO ] 2 7Z:ERL TKMS
ZEMLET
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BEDBDET,

*E I CFHLWMEZRTTBICIE. Web TS5V ZEHM T 2HME
NHOHEI,

4. 27 =2 RFZ KMS B ERRINTVBRIHEIE. BRE ICT SISHUL TS L,

BEOD KMS 2R, X7 —R2RXE*KMS * (CERIENE T, /— R T Uy RO STENZ . /—
R OFFRED (BRMICIFELELTVWEHFRATHS) cRRENET,

ZFOMDRAT—RAXyvE—Tld BILBRID StorageGRID 75— MMIXIGL £ 9,

° KMS OFREZO—RTEEHATLLE

° KMS &t T o —

° KMS St —&hEOohD FHA
° KMS BBt ¥ —nO—TF—>a IckBLFELT
cKMS *—T7 o547 >VAR) a—LxES{LTETEFHFATLE
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B
"WIINLNT AT T ZERLET"

F—BEY—/N\DiFE (KMS)

ARAZEOBMHARIE IV TVWEHZER L. F—BEY—/NOREDRENHEICLED
CEDBODET,

VELZHD
*CZHERELTHLKBERBD T "F—BEY - N\ ZFEHTIEOEESECEMH,

* KMSEICERLIY A b 2EFH I3 TFENHE5EIE. ZHBLTEBEDNBDET "1 FD KMS
ZBEYBFEDOERFIE"

* Root Access RN HETT,
* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRALTH A V1 VT I3HREBELNHD £,

FIiE
1. * Configuration * System Settings ** Key Management Server *] #&RL £7,

Key Management Server R—IHRREIN. BEBFADINRTOF—EEY —/\HRKRREINFT,

Key Management Server

If your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS} to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted Modes

*You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

» Ensure that the KMS is KMIP-compliant.

« Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administaring StorageGRID.

| 4 Create | ‘ # Edit | | o Remove|

KMS Display Name Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.95 164 " All certificates are valid

2. {RET B KMS Z:&RL. [*#R&El Z#ERLE I,

3 MEICIGLT, F—BEBY—NORETV«F—RDO*FIE1 (KMS Ol%EAS]) * TEHAEEHLE
ER
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BFEDHY A b 2RERTBIEIETETEEA

R—k KMS 1 —/\h' Key Management Interoperability Protocol ( KMIP )
DBEICFERATSZER—brs T72ILETIE. KMIP22ER—FTH
5696 BMERAEINEF T,

R 4 KMS OF2EE R X1 V&R FIEIP 7 RL X,

*SE I *H—/NEBEED SAN 7 —IJLRICIE. CZICAATB
FQDN £7IE IP 7 RL RZEOHZIMNELHD £, £5LAL
. StorageGRID (& KMS 75 X XKD TR TDH —/\IZHEF T
IRBEDET,

4. KMS U SR 2 %z 3%ald. 7SRETZBRLET $ 77 XAXADET—/NDHRI bEZEML
9,

S. T*RA*) ZEIRLE T,
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F—EBEY—NOREVF—FOFIE2 (U—NGEEAZEZT7 vy 7O0—F) BNREEINFT,

H—N—GIEREZETMIBVENHBZHEIE. "SR ZERLTHLLWI 7rILlz27y7O—-FLE
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PrRAN* ] Z#RLE T,
F—EBEY-—NOREVAF—RFOFIE3 (V5147 Y MEBAEZ 7 v 7O—F) BREINE T,

IIAT7 Y NEREC Y ST Y MIREOWRRZETHRADHLEDNH DT, *BR* ZFRLT
HLWI 7ML Z27y7O—RFLET,

. [RTE (Save) 1Z&ERLZT,

F—BEY—NCEEEZTRA A MDIRTD/ —RESCTTSAT7 R/ — ROBOERZ T X
LEd, IRTO/—FREHEHNEMT. KMSICIELWF—HHB3FEIE. F—FBET—/\H Key
Management Server X—J DRICEBMINE T,

IZ5—XyE—IHRRINEHZEIE. XvtE—J 0 lEREL. T*0K* ) ZFEIRLEY,

e ZIE. TDKMS BICERIRLIZH A RHBID KMS ICK > TE TICBIEINTLRIBAER. E5iTX
MIKRBIL 7238 E1%. 422 @ Unprocessable Entity | WS TS5 —HKRRENET,

BT S —ZHRT BAICIREDREZREFS 2HXBEDHBHEIF. * @ERE * 22 RLE I,

[ SRERTF | Z3BIRT % & KMS DREVMREFSNE I K7 TS 72 IAH5ZD KMS

@ NDONEEERUIT XA FTNERA. BlzECHE VD355, ZHTHTF1AT/—F
BES{ENBMICHE>TWB T ISA TR/ —RZ2 ) T— b TERVAREMEDHD FT,
BEDIRTZ2ETT —RICT IV ERATELLL BRBERRMEDHD FT,

KMS OFREINFREFESINE T,
ROLEEHER L. REXBHNICERETSHEIE. 0Kl ZFIRLEF I,

A Warning

Confirm force-saving the KMS configuration
Are you sure you want to save this KMS without testing the external connections?

Ifthere is an issue with the configuration, you might not be able to reboot any appliance nodes
with node encryption enablad at the affected sita, and you might lose access to your data.

KMS OFREIFEREFESNFTH. KMS NDEFIET A I FEE Ao

*—EEH—NOHIR (KMS)
BEICE>2TIE. F—BEY—NDHIBFEHIREICRD ZEDHD £, Fce xR, 1
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* Root Access HERNKETT,
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CDRRVIZDWVWT
KMS IZU T DZEICHIFFTE 95

* YA LOERMELEINIHEP. /—ROBSIENEN BT T4 7R/ =R A MCEEATL
BUWSEI. U1 FEBD KMS ZEIBRTE XY,

* J—FREBSIPEMNB T TSAT R/ —REH2H1 il FEBD KMS W9 TICEEY 535
BldF. TTAILEDKMS ZHIBRTE X7,

FliE
1. T* Configuration * System Settings ** Key Management Server *] Z&ERL £7,

Key Management Server R—IHRREIN. BREBFADINTOF—BEH —/\HNRRINFT,

Key Management Server

I your StorageGRID system includes appliance nodes with node encryplion enabled, you can use an external key management server (KMS) to manage the encryption keys that protect your Storage GRID at
rest.

Caonfiguration Details Encrypted MNodes

‘You can configure more than one KMS {or KMS cluster) io manage the encryption keys for appliance nodes. For example, you can configure one default KMS to manage the keys for all
appliance nodes within a group of sites and a second KMS to manage the keys for the appliance nodes at a particular site

Before adding a KMS

« Ensure that the KMS is KMIP-compliant.

» Configure StorageGRID as a client in the KMS.

= Enable node encryption for each appliance during appliance installation. You cannot enable node encryption after an appliance is added to the grid and you cannot use a KMS for
appliances that do not have node encryption enabled.

For complete instructions, see administering StorageGRID.

| & Create | ‘ # Edit | | & Remove|

KMS Display Name @ Key Name © Manages keys for & Hostname @ Certificate Status ©
® | Default KMS test Sites not managed by another KMS (default KIMS) 10.96.99 164 «" All certificates are valid

2. HIFR 93 KMS DS VA4 R2 > #ERL. *Remove * | Z&ERLE Y,
S BEAATOJ TEREFREZHELE T,
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A Warning

Dielete KMS Configuration
You can only remove a KMS in these casas:

« You are removing a site-specific KMS for a site that has no appliance nodes with node
encryption enabled.

= You are removing the default KMS3, but a site-specific KMS already exists for each site
with node encryption.

Are you sure you want to delete the Default KMS KMS configuration’?
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TV hDERE

1)y REEBEIZ. S3HLUSWIt IVTA T MDA TO I bOBRRETEAEL. X
ML —JMERRTEDER. H& U StorageGRID Y AT LEFEARALTI A7V Fh‘%ﬁ
TE3RMEOBEBICERIZTH N T7HAO Y 2ERLTEREBLE Y,

THFRTADY MR

TF> b7 AT ME. Simple Storage Service (S3) RESTAPI F7:1d Swift RESTAPI #9570 5
AT RT7FTI)r—23>h . StorageGRID TH TP 17 FDRINPHRABELEZITS CCEAREICLE T,

BT FNTAONTERTESORIIE1 DT 7HO Y FOERBICIEELE I, mADOZO L
J)L%ZzER L T StorageGRID Y X TLICA T2 7 FDERCTHAE L EITSICIE. TFONTHAO Y M E
2 DMER S BAMENHBD XS, 120 S3NTy reATO IV MR 512 Swit AV FTFHEATox
JRBTY, ETFET7HUYMCIE EBHEOT7AD YN ID. FrIchizdIL—Fea—% Ny bhZ
&Y TFH BXKUOA Tz RHHBD £,

BHEIZBL T, PRXTLICBRSNTWEA TSI M2V T4 T4 JEICRITR5EIE. EMOTF > b
THAIY b ZERLET, L RIE RDELSBIA—RT—RATIIEROT Y N THAD Y b2y TV T
TEEY,

CHIVER—TIFAXDA—RT—R IR =T SA X7 S)r—2 3T StorageGRID ¥ X7 L%z EIE
T3EEF. BEBAROHCCICI VY ROA TSI MR ML =2 RS 20ENHDFT, D5
BlE N=T T4 VT AREI—FKR— bR ABBFIREDTF U AT AT b EERTEF
ED

104



S3USAT7NTOMINZFERATBHEIE. SSNTy hENT Y bR —ZEAL

@ TIVE—TSAAAOEFIBMTA IS I b RBTEE T, T RTADY M EE
RI2RERHD FEA. FHICOVWTIE. S3IFATU T TV Tr—230%2RETS
FlaZzBIR L TIIES L,

G H—EXFONAADI—RT—R H—EXTANA A LT StorageGRID > X7 L% EEBT 3156
iE JUYREDRAML—Z)—RGBIVTATA 8T VY RODATO ORI ML= 708
TETFET. COBEIF. Att. B, CHABEDTFUTHIY R EERLET,

TTFYET7HhO D b 2RRE L URET B
FFYRTAIY FEERT BRICIBROBREIEEL £ T,

*TFYRTATY hDORTH

*THFIURTADYTHERING VAT ORI (S3 £ld Swift) .

*S3TFIUNTADVEDBZE TFUNTATMISINTY b TTSY NI ALY —EXRZEFERT
BHERDBEINEDID THYRTAIUMITSY F T4 — LY —EXDERZHAT25HEF. 775
YT A—LY—ERZFEATESRLST VY RZRETIVEDVHDEY, TSy bTxr—LY—E
ADEE’] ZBRL TSV,

*HEBICIELT, THFYMTAIY MDA ML =20 =2 —FTF 2 bOA TP U b THEARREARK
FHNA ML TINA M RENA M IV 3—FZBBTDE. THYMIFHLWATD I b %
ERTER<BEDET,

(

il

@ THFYEDAML—=20 =213 ¥YERE (T4 XAIVDFAX) TREL. RER
FTOTV DY ARX) 2RLET,

* StorageGRID Y AT LATTATUTATA 7T L—2ar i EBMCHR->TVWBRIBEIE. TFHTHY
> hZRET D7D Root Access HERNEIDHTSNTWE 7T L—FT v RTIL—"F,

* StorageGRID Y X FLTY VI ILYA VA4 (SSO) HMERETNTULWARWERIE. TFHYRT7hHTUV b+
PMREDT7ATUTA T4V —RZFERETZIN. FJUVYRDTAToTA4T14V—R2HBT3H. &
U577+ > boO—A)l root I—HOFER/N R T — K,

TFTFYETADY RDMERENIES. RDFXTZ2RITTEE I,

Yy RDTSY R T —LY—ERDEE* [ FFURNTHAIIINTTSY N IA—LY—ERER
MCTBHERIE. TV TA—LT—EXXyvE—CDEMESRZEL. StorageGRID FRIETTF S v b7
F— LY —EXZFERTIEORY N -V BHZBREL TEBELRHD X,

G TFTFUNTAVVRDRA ML —CERRRZER Y T T AT FOERZRABLIZS. Grid
Manager ZfERAL TETF Y EDEET B3R NL—VREZEHRTETFY,

TFHFIURMIIA—REZRELTVWBREEIE. [TFHY I +r—2FERRAFV ] 75— FZEMICL
T T A—R2EZHELTLRADESH EHSRTET X, BMCTRE. TFHFY DI A—32D
90% MMER SN EICCDT7I— M MUA—CNET, FEMICDOLTIE. StorageGRID DER Y ~
ZONa—TFTa4VIDOFIBICHZT7Z—r)T7 LR EBRBLTLIET L,

**USAT Y MNUBRDRE * I —BOEATDI AT MUBHBEIEETNTVWEIDNESIDZERETET X
ERS

105



S3ITFHVRERET S
S3TFUNTADY EHMEREINTES. 77> FA—H(E Tenant Manager IC7 72X LTRDE SRR
VERITTETEFT,

CTATUTATAIITL—aYDRE (JUYRETATOT14 T4V —R2HET3565%MR<
)\B$Um—ﬁ»ﬁw—7t1—ﬁ®¢m
*S3TUERF—DER
*SANTY FDEREEEZITS
* AML—UERARREERLTVWET
* ISV NTA—LY—EXDFER (BHERES)
S3 7+ ha—HIE. TenantManager ZER LTS3 7V EAF—UN\T v b ZERE LT

BIETEIEIN 7TV b Z2BDIAAELVEIETBICIES3ISA T NT T —2
AVEERATIVENHDTT,

SwiftT > hEERELXT

Swit 7> 7 hU Y bHMER S N5, TF > bD root 2 —1(F Tenant Manager IC7 72X L TRD K
SRRV ZRTTETEY,

CTATIUTATA7ITL—2a>vORE TVYRETFAT T4 T4V —R2HET35E5%R<
)~ B&Uﬂ—ﬁ)bﬁ‘)b—jtl—ﬁo)ﬂfﬁﬁ
c AFL—CHEARRZEERLTVWETY
Swift 2—4H' Tenant Manager IC7 2t X9 3(1C1&. RootAccess HERDNHKETY, 772l
@ Root Access &R Tld. Swift RESTAPI [CERSEL CAVTFHEERLIEDA T U bEED
RAATEDTBIEITTEFE A, Swift RESTAPI ICEZEET B ICiE. Swift BEIEEDIERNNE
T,
BEEIER
"FHFYNTATY b EERT D"

THYETHOY b 2ERLET

StorageGRID > X7 LHD A ML —SADT7 IV X zGfHT 270, Dir<eH 1D
DTFU TR b ZERT Z2HREDRHD T,

BEREHD
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1V TI3RELNHBD £,
*BEDT VL AERIHBETY,

FlE
1. Mtenants*] Z##ERL XS

Tenant AccountsR—HRTEIN. BEOTFHFY R T7HI Y FO—EBRRTINE T,

106


https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html

Tenant Accounts

View information for each tenant account.

Hote; Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view
more recentvalues selectthe tenant and select View Details.

I+ Create | & \iew details | | # Edit | | Actions - || Exportto CSV | Search by Mame/D Q

Display Mame & # Space Used € 11 | Quota Utilization @ 1T Quota & H Object Count & I Signin &

Mo results found.
Show 20 ¥ rows per page

2. T*Create*] ZERLET,

Create Tenant AccountR—UHRRENE T, CDR—JICRRENSE 7 1 —JL K&, StorageGRID &
ATLTOYIINTA>FY (SSO) HBEMICHES>TVBNESMMIL>TEREDFT,

° SSO%EfERA L TWLWAR LSS, Create Tenant AccountR— IR D LS ICHD 9,

Create Tenant Account

Tenant Details
Display Mame
Protocol & 53 7 Swift
Storage Qluota (optional) GB -

Authentication @

Canfigure how the tenant account will be accessed.

Uses Own |dentity Source W

Specify a password for the tenant’s local root user.
Lsername root
Fassword

Canfirm Passward

° SSONE#NAIES. Create Tenant AccountR—JIERD LS ICHD F 9,
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Create Tenant Account

Tenant Details

Display Mame S3 tenant (330 enabled)

Protocol & g3  Swift

Allow Platform Services W

Storage Qluota (optional) GE -

Authentication

Because single sign-on is enabled, the tenant must use the Grid Managers identity federation
service, and no local users can sign in. You must select an existing federated group to have the
initial Root Access permission for the tenant.

Uses Own |dentity Source [

Single sign-on is enabled. The tenant cannot
use its own identity source.

Root Access Group gagrp oo

=1 3

"TATTATA 77— = FERT 3"
"IN ERELTULWETS"
StorageGRID H'SSO%FEHL TLWARWEEDTF > 7 HU Y fDER

TFHFNTHAOY b 2ERT BBIE. &I 75047 7OMI. BLOA T3

STRARL—2 0 4—2%BELF T, StorageGRID 'S > IV >4 > (SSO) %
FRALTVWAWEEIE. TFYRTFAT YD RBOT7A T T4 T4V —XR%=FEAT
BZHhESHhEIEEL. T2 bOO—H/root2—HDOHIHA/N R T — REZERE T INE

NHbhET,

CDRAZICDWVWT

Grid ManagerBICRRESNTWBT7A TYTA T4V —RETFHFNTATNTERL. 7FH 2 8T7HD
YMIT7zTL—Tv RII—FADRoot AccesstEfRZz 59 3H5EIF. €D T7xTL—TFTyv RIIL—TF

% Grid ManageriZ1 Y R— b L THEKBELRHD £, COEES)L— I Grid Manager DMERZ D HT
BDREIEHDEFEA. DFIEZBRL T LETVW"EEETIL—-TDEE,

FIE
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1. [RRRBITERAMRY IR, COTFHFY R THIY CORTBEAILET,

RTRBIF—ETHEIVBEREHDEEA. ERLICT TV R T7ATY MIE. —BOBIET HD > FIDHE
DETENET,

2.ZDTFHFYRTADYNTERYTZ 547> FORILE LT, *S3 £7cld Swift *ZEIRL £ 7,

3. 837U RTATYEDFEIF. TODTFYRTSINTY MIT Ty T A—LH—EXZFERL%GL
LOICTBBEZERE. TSV NI —LY—ERDHFNFIVIRYIAZFYDEXRICLTHEEE
ER

T2Y rTA—LY—EXADRBMICH>TVWBRIFE. T2 MIALY—ERICTIERTS
CloudMirror L 77— 3 VR E DMEEZERATE £ 9. CNOSDKBEDFEREZEEMICTSZ LT, T
FYRDNEETZRY N —UBEHREIEZEOMOUY —RDEEFIRTEXT, PSSy rT+—LA
Y-—ERDOEE] ZBRL TSI,

4 [APL=20 =R TFRAMRYIRIS, TOTFYROATD U b TERAREICT DRAFHNA
M TINA M FTRBRENA AT a > TANLET, RISC FAYTETVI) X MHS
BZ&ERLE T,

CDTFYbDI+—F=EFRICTIHRIE. COTr—IILRFZZEHDIXRICLE T,

TFYRDR ML= =21 YBRE (T XAI7DHAX) TIEREL., HERE (

C) FISTORDOHAR) #2RLET, LIMOOAE—BLVALASv—0—FT1 > JE &
F—ADERABICIEINT Y bEINFERA. V44— 2 EBBTRE. TFYRTHIY R
FLOWATS I M EERTERSARDETD,

EBTFORTHADVMDRA ML —VFERARRZERT SICIE. MERARRT ZFRLE
o TFY ETHT ME. Tenant Managerd X v > a7 h— R £7l3T7F > FEEAPIZE
() ALTAFL-UERRREERTZCLLTIET, /— FAY Uy RADHO / — K
hotrchhTWdE., TV DX ML —JFERREDEHNZRFITIEIR L ARDIGENDH
DFEJ, BFtlERYy hT—UFGNEIET I EEHRINE T,
O THYFTHBDIIN—T1—HF%ZEETIEHEIE. ROFIEZHRITLET,
a MEOTATYTFA T4V —REBATENF TV IRYIREANLET (T T4 )
CDFIVIRYIREANCLTCTF NN A—FICTAToT4T17 T
()  FL-va EERTE8A. 772 MREOTIF T 171V —AERET B0
ERHBDFET, 7T HO Y N EERTAFIEEZSRL T TV,
b. F+> bdO—HIroot2—HD/INXT—REIEELE T,
6. 74> hH'Grid ManagerBICSRES NI —F e A—H%2FER T Z3HEIE. ROFIEERTLE T,
a MMBOT7ATYTA4 T4V —REFERTBZNFvIRYIREATICLET,
b. rowgnh. FrldmAERITLET,

* Root Access Group”  —JL R Ty T7F > MMIRT 2&FDRoot AccesstEfRZIFDBIED 7 =7
L—Fvw R )L —F%Grid Managerh* 5#ER L £ 9
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BYIRMERD H B5E1E. 70 —ILRZ DU w o T3 L. Grid Managerh 5 BEFD
TJIT7L—TFTYRITIL=—TFHRRINE T, TNUANDEHZEIF. JIL—TO—ED
ZRIZANDLFT,
T boO—A)rootA—HDINZAT—REZIBELE T,
7. [fR7F (Save) 1% v L%EY,
THFRTHTY MDMERENE T,

8. BEICIGLT. HILWTFUMITIERALET, ENUANDBEIE. OFIEICEARFT T2 FADT
TERFHETITVET,

RITTDEE FIE
HIFREN7/=7/R— k TGrid Manager CDT7F+> N7 HU Y CADT I AFEDFMICOVWTIE,
791 ALET Restricted *1 Z#27Jwv o L TLEEEL,

Tenant Manager @ URL OFERIFXDEH D T,

https://FODN or Admin Node IP:port/?accountId=20-
digit-account-1id/

* FODN or Admin Node IPI3. BIE/ —RODTLEMEF X1
BERIEIPZPRLATY

* portld. TFYFERR—FTY

* 20-digit-account-idld. TV FD—EDFTHDU > KIDT
¥

R— F443TGrid ManageriC 72 [ > A% )y oL, W= 702X TzTL—FTYRTIL—
EZALTWBH, O—FAlrootd FZA—HFDILTUIvILZANLET,
—HONZAT—RZRELTULA

L

R— M443TGrid ManageriC 729 ROFIEICHEHE T roote LTHA V1> LET,
L. O—7)lroot2—HD/N
AT—RzZHFELTL

9. root& LTTFF+H U hMICHAIY1>LET,

a. Configure Tenant Account (77> c7AT Y FDRE) #4T70OJ 7Ry o AT *Sign in as root
(root LTHA>A1Y) REVZIIVYILET,

110



Configure Tenant Account

" Account 53 tenant created successfully.

If you are ready to configure this tenant account, sign in as the tenant's root user. Then, click the

# Buckets - Create and manage buckets.
» Groups - Manage user groups, and assign group permissions.
» Users - Manage local users, and assign users to groups.

links below.

BOFTvII—IODREVEICRREINE T, T root1—H L TTFU R TADTY MY
A1 LTWBZeZRLTVWET,

Signin as root

a VYo IVyILTTHIRTAI Y b Z2RELE T,

>0 U)wod 3. Tenant Manager DX GT 3R—CHHITE T, COXR—JDFIEICD
WTlE. TFY R T7HT0 Y FOERFIEZEBRL TSIV,

b. [T 120U vILEY,
10. HETTFYMMITIERTBICE. ROFIEZETLET,

AT R—~ TOWTNHOEREIT ...

* Grid ManagerT* tenants Z:#IRL. 77+ > bHOGERAICH S
Signin*zo w7 L%d,

*Web 75UHICTFHYFDURLEADLET,

R— b 443

https://FODN or Admin Node IP/?accountId=20-
digit-account-1id/

° FODN or Admin Node IPI|d. BIE/ — RDTLEH N X
AVBFERIFIPPRLRTY

° 20-digit-account-idld. T+ FD—BDTHT >
NIDTY
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FEATBR—k RDOVWTNHDZRIT ...

BRI NT=AR— b+ * Grid Managerh*5* tenants Z3®ER L. Restricted*Zz 2 1) v L
9,

*Web 75 UHICTFHFRDURLZAADLET,

https://FQODN or Admin Node IP:port/?accountId=20
-digit-account-id

° FODN or Admin Node IPI|3. BIE/ — RDTLEHF X
AVBERLIEIPPRLRATY
° portld. T FEBOFIBRNHEIAR—ETT

° 20-digit-account-idld. TFY ED—EDTHI >
NIDTY

BEIEHR
"TTFAT I F—ILUCEK BT Ut I

"S3TFUNTAVRRDOT Sy b T =L —EXDEE"

"FHYRTAYY FEERET "

SSONEMBIZEDTF> T Hh U2 ~DIERK

TFHFONTHOY b 2ERRT BRIE. &R, 2247 7OR3L. BXUA T3
VTCRAML—=C 0 4—2%BELZX Y, StorageGRID TV > F Lo >F > (SSO) A
BEMIHE>TWBIBEEIE. TFYRTHI Y NEHRET 3 -HDRoot AccessHERDEI D
UTHBNTWB Tz TL—T Yy RITIL—THIEELET,

FIE

1.
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[(RTRBITFAMRY IR, COTFYRTATY FORTHREADLET,

RTBIE—BTHEIUVERIHD FEA. LT T T AT MMIE. —BEOBET 17> MDHE!
DHTHENET,

CDTFHFYETATDYNTERTS 7707 7O IJLE LT, *S3 £7cld Swift *Z2EIRL 7,

S3TFUETAIYMDZEIF. COTFHFYRTSINT Y MITZY b T #—L—EXZFERALAV
£OICTRHBEZERE. 753V b I4— LY —EXDHNFIVvIRYIRZFAVDEFRICLTHETZE
ER

TS5y T A—LY—EXDEMCE>TVWBRIBE. T2 MINBH—ERICTI7EXT3
CloudMirror L 74— 3 >R EDEREZFRATEEX T, CNOSDEEDFERATENICITBZET. T
FTURDEETRZRY N —I®mEEE OO Y —XDEEFIETEXT, FIvhTr—LA
H—EZXDEE] #B8RLTLIEETU,

[RRL=04—=RTFAMRYIRIC, COTF MDA TI 0 FTERAREICT ZRATHNAT
M. TSNNA MR FERENA b EA T3> TAALE T, RIS ROV FIEIV U MHS
BHuZ#ERLE T,
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CDTFI DI A—REEFIRICTZBEEIE. COTa—ILRZEZEHDXFICLET,

THFYEDRAML—=20 =213 YPBERE (T4 XAIDHAX) TREL. RERE (

@ T2z bOHYAX) ZRLET, LWMOAE—HLVALATv—O—T1 Tk 7
F—RDERBICIATV Y FENEHA I4—RZBBTDE. THRTAIUME
HLWATS O b ZElTERABDET,

EFFYRTNIYROR P L—UEARRERET BICE. TEARR £RRLF
o TFYETHDUY ME. Tenant Manager® 4 v > a7 R— R £7zl3 7+ > FEEBAPIZ &

() ALTRFL-UBRRREENTZC L TEET, /— FAY Uy RROHO / —F
PEUMIENTUS L, 77> bR b L—SRBRROEARH TR A< 53 HEHH
DET, BFERY FU— S BENEET S L BHINET,

S MEDTATUTATAYV—RZFRAIBZNFIVIRYIZADT TICHB>TED, EHMICHE->TWBC
CITEELTLEE W,

SSON BN TH 7. T+ bIGrid ManagerBICERESNTZTAT VT4 T4V — X2 FERT RN E
BHOFEd, O—AHILIA—HIEH1> 1> TEEHE A

6. [* Root Access Group] 7 « —JL R T, 77> MIX Y B &AIDRoot AccesstER =z DOBIFD 7 7L —
T v R JL—F% Grid Managerh* 53&RL £ 9,

EYIRMERRD HBEEIE. 71 —ILRkED ) v I T B, Grid Managerh' 5EBIED 7 =7
()  L—FyRIL—ThRRINET, TSOBAIR. JL—TO—BOREIEASL
£,

7. [fR7F (Save) 1%Z2UUwv2ILZEY,

FTFRTHOY FHMERREINE T, TenantAccountsR—IHRTIEIN. FILWLWTFF 2 RDOITHEMSE
nEJ,

8. Root AccessV IL— 7D aA—HIF. BEICIGCTHLWTF> bD*SignIn*1) > %2 1) w2 L TTenant
ManageriC§ <ICT IR L. TFY R ZRETEEXT. TNUADBZEIE. TFHY T HU Y bOEE

BT A )V ODURLZIRELE S, (772 FDOURLIFE. WINHADEIE/ — ROR2ER R
XA VEERIFIPTRLAOBEICEEBIMLEHDTY /2accountId=20-digit-account-id.)

@ TFY T HUY kDRootAccessT IL—TICB L TLWRWEEIE. *Signin*&2 o) vy
TRETIVEREBTDAyZ—IHRRINET,

B ER

"IN A T ERELTVWET"

"S3TFUNT AU NBOT Y T x— L —EXDEE"

"FFYRTAYY EERT "

T boO—H)root1—HDNAT—R%A2ZET 3

T boO—Al oot A—YHT ATV EHS5OYIT T FEINTHEIE. root 1—

113


https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/tenant/index.html

PONRT—REENREBICRDZ D DD FT,

VEZHD

* Grid ManagerlZ I3 R— TN TWVWBR TSV EFRALTH A V1 VT I3HEBELNHD £,

*REDT It AERNBETT,

CDRRAIICDWT

StorageGRID Y X T LTI VI ILHA > A2 (SSO) HEMICH > TWBIFE. O—HJL root I—HIF T
FORTHAIRMIHA VAV TEEFE AL rootI—HDR R I %EITTBICIE. T7F > b DRoot AccessHe
[RBEEF 27T L—FTYy RIINL—FCA—FHBLTVWBRERHD XT,

FlE
1. Mtenants*] Z##RL XS

Tenant AccountsR— I HRRIN. BEOTFORTAHT Y MDA IRTUIMEINE T,

Tenant Accounts

View information for each tenant account,

MNote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be out of date. To view

more recentvalues, select the tenant and select View Details.

| Create | | @ View details || # Edit || Actions « || Exportto CSV |

Search by

lame/D Q

Display Name €& A Space Used © ! Quota Utilization @ 1T Quota @11 ObjectCount @11 Signin ©

® Account01 50000 KB 0.00%
O  Account02 250 MB 0.01%
O | Account03 605.00 MB 4.03%
() Account04 1.00GE 10.00%
O Accounts 0 bytes —

2 RETRTFHFYNT ATV R EBIRLE T,

20.00 GB
30.00 GB
15.00 GB
10.00 GB
Unlimited

100
500

31.000

200
0

000

Show 20

=)

¥  [OWS per page

DRTLIC20BZBRA BT A TLHEENTUVBIHEIE. EBR-—JIC—EICKRTIB1THZEETEX
Yo BRRRy I RZFEALT. RRBFLRET TV RDTTF Y TP ATY b 2REBELE T,

FFHDRT] [[RE]L [7I>2aVRIUDBMICHED £T,

. [7U>3> (*Actions) 1ROV FEIUHSE, [*IL—ENXT—RDZEE (Change Root Password) ]

ZERLET,
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Change Root User Password - Account03

Username root
Mew Fassword (2L LT

Confirm Mew Fassword

4 FFURTHIYFOFHLWART—REZAHDLET,
5. [1R7F (Save) |&EZEIRLET,

&5

"StorageGRID NDEIEE 77 7t X D"

THFORNTAO N ERETS

THORT7HAD Y R ZREL T, RRBDEE. 71TV T4 T4V —AREDER.
T2y NI A—L—EXOHFAXIFEILE A L= 4A—RFDANZITOED
TEET,

BERHD
* Grid ManagerlZ I3 R— TN TWVWR T SUHEFRELTH A V1 VT IRELNHBD £,
*BEDT I AERIHBETY,

FIiE
1. Mtenants*)] ZEIRLEXT

Tenant AccountsR— I HRREIN. BEOTFORTHT Y MR IRTUIMEINET,
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Tenant Accounts

View information for each tenant account.

Hote: Depending on the timing of ingests, network connectivity, and node status, the usage data shown might be cut of date. To view
mare recentvalues, select the tenant and select View Details.

|+ Create || @ View defails || # Edit || Actions ~ || Exportto CSV | Search by

MamedD Q

Display Name €& A Space Used @ I Quota Utilization @ T Quota @11 Object Count @ T Signin @

® Account0? 500.00 KB 0.00% 2000 GB 100 L3
O Account02 250 MB 0.01% 30.00 GB 500 ]
(O Account03 605 00 MB 4 03% 15.00 GB 31,000 +]
(0 Account04 1.00.G6B 10.00% 10.00 GB 200,000 *]
) Account0s 0 bytes — Unlimited ] 3

Show 20 ¥  rows perpage

2 {RETDTFTVNTAOY R EBIRLEFT,

AT LII20EBR D TA T LADEENTVEFERIF. BR—JIC—EICRRTITHZIEETETE
T, BRARYIREFERA LT, RREQEFETFHFVRMDTTFHF R T7HO M EBERLET,

3. T fR&E~ ) ZFRLF I,
Edit Tenant AccountR—IUHRRINE T, CDFE. T ILa1>F > (SSO) ZFEARALEWI Y

YREXNRELTWET, COTFYRTAIYRIE BBOTATYTA4 TV —ADRESTNATL
FtH Ao

Edit Tenant Account

Tenant Details

Display Mame AccountD3

Allow Flatform Semvices

Storage Quota (optional) 15

ses Own ldentity Source

=

4 BEICBLT. Z4—ILFDEZEELEXT,
a CDTFHFIYRTADY FORTEZEELET,

b. T+ RTHIOERDRSINT Y M TSV RN I A— L —EXEFERATEZINESH ERERT SIS
lF. 7oV R I4—LY—ERXRZHATED*FT VIRV IADREEZEELE T,
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BREEZELFT,

() MEOTAFVT1 T« Y- REBRTEIF TV IRY I ARDBE |

CEMCLTHA VLIS, T A TRBBDT7A T T4 T4V —ADNITICBMICHR ST
WEJ, Grid Manager BICERESNIET ATV T4 T4V —A%ZFERAT3ICIF. 77> MMIITHH
BOT7ATYTATAYV—RAZENITZIHELNHD £,

* StorageGRID > X7 LT SSO hEMICHE > TWBREEIF. EWCLTAIZICLET, TFU b
I&. Grid Manager BICSRESNTTAToT 14 T4V —RZFERTIHENHD £7,

5. [1R7F (Save) |&EZEIRLET,

ESPEN
"S3TFURTAVNRDOT Sy T #— LT —EXDEE"
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g One or more endpoints have experienced an error and might not be functioning properly. Go to the Endpoints page to view
the error details. The |ast error occurred 2 hours ago.

TFHRIA—HE IVRRA Y MR=JVIIBHLTEIVRRA YV FDORFDIS— A vt —C %R0
IS—HREELTHSDOERZERETCTE I, [*Lasterror] FICIE. STV RRAYFDERFDIS—Xy
L= IZ—HDRELTHSORBEEINRREINET, NEFNZITS—TT Q 7rIVIFBEE7 B
RICRELF LT

Platform services endpoints

A platform services endpoint stores the information StorageGRID needs to use an external resource as a target for a platform service (CloudMirror
replication, notifications, or search integration). You must configure an endpoint for each platform service you plan to use.

0 One or more endpoints have experienced an error, Select the endpoint for more details about the error. Meanwhile, the platform service request will be retried automatically.

5 endpoints Create endpoint

Display name @ + Lasterror @ * Type ® ~ URI® =~ URN@ =~

my-endpoint-2 0 2 hours ago Search http://10.96.104.30:9200 urn:sgws:es::mydomain/sveloso/_doc
my-endpoint-3 0 3 days ago Motifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::examplel
my-endpoint-5 12 days ago Notifications http://10.96.104.202:8080/ arn:aws:sns:us-west-2::example3
my-endpoint-4 Notifications http://10.96.104.202:8080/ arn:aws:sns.us-west-2:.example2
my-endpoint-1 S3 Bucket http://10.96.104.167:10443 urn:sgws:s3::bucketl

M*Lasterror* | FIO—EOIZ— Xy E—TIliF. N> IWICOY IDAEFENTVBIHE
() #»sBbET, YUy REBEPFIZALYE—ME. COIDEEALT, bycastlog DI
—IZY BRHBERERB TS £,
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1. Support > Tools > Grid Topology *%* 2R L £ 9,
2. [site *>*_Storage Node>*SSM*>*Services] %:ERL £ 9,
DANVARERIVRRA IS UANUREBRIVRARA IS —
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) PS—LWERINET, Total Events 7 S—LERTT BICIF. XOFIEZERTL

1. [/—F (Nodes) |%Z#iRL
2. Tsite *>*grid node_name > Events *] Z3&RL £,
3. RO—F_LIC Last Event RSN E T,

AR M AYE=TF ICHRREINET /var/local/log/bycast-err.loge

4. SMTT 75— LICEBE TN TVRIERICKE>TRHE 2BELE T,

124



S [AIRY I AYYEDUEY MZEIUYILET,

6. 7Y b TA—LHY—EXXyE—IDEETNTVWAVNA TV MIDWTTF Y MIBMLEFT,

1. TFURT ATVTVMDART =R E IR T 2B ITB LT KMLILTUT—2a > EliE
BHEEENIA-—T2L5EELET,

T TR BFEOEZBZXEL. FELEBZME#E#TEXT,

75y b I a—LY—EXXvE—CERETE LA
TATAF—23>yTTIIY I 3a—LY—ERX vy —COREZIHITZEE PRESNIIZE. N7y
MIHTBBIEHINLETH. T53Y b TA—LY—EXXvE—2JREEIhEEA. EXIF TAT

A X—2 3> TILTUIvIILAEFRENII-® StorageGRID T R T4 X—> a3V —EXZFEETE R
KBOTHBEIS. COIST—HEETBEHDBDET,

DANVFRBERIS—ICE2TTIY M7 4—LP—EXXyE—J%BETETRVESEIE. Grid Manager
TTotal Events (SMTT) 7o —LMEMINET,

TSR ITA—LT—ERERONT A =T APMETLET
BRDPEETNBIR—ANTRTFAX—V a3 VIVRRAY P TEREZETETEZIR—IAEZBRIB L.

StorageGRID VY 7 b7z 7 IINT Y b DRME S3BERZAE T IFEVNHDE T, XOv MLIF. TAXT 1 *
—YaAVIVRRAY PADEEZFHLTVWEERON Yy I/OTDBELTVBRHEICOAEELFT,

BASHBREEIF. 18 SBERDOEITHENRC BB ILLEITTY, NTA—IVADKBITETLTWSC
EDBRHEEIND LS ICH-TIBEIF. MOAAHAEEZ FIFE2D. BEORTVWIV RRA Y b 2ERTIH4E
NHOEY, BERONYIOITDERKITDE. 517> S3ME (PUT ER%GY) HRELEFT,

BE. CloudMirror EXRI(CIZ. BREHEEPARY MEFIODERELDBHZL DT —REENETEND=H. TX
TA4X—a>YIVRRAYEDONT =TV RICKDEEZZITDAEEIEL<HED £,

T3V T —LY—ERBRIRMLELL
T3V b7+ —LY—EXDERODREEZRTI BICIF. ROFIEZERITLET,

1. [/ —F (Nodes) 1%Z:#iRL
2. [_site *>*Platform Services] Z3&RL £9,
3. [EERLERDEK] Fy—bZ2RRLET,

125



Data Center 1

MNetwork Storage Objects 1L Platform Services
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage
Modes. HTTPS endpoint certificates are configured per endpoint.

© Changes to endpoints can take up to 15 minutes to be applied to all nodes.

4 Add endpoint port

Display name Port Using HTTPS

No endpoints configured.

2. [TV RRAY FDEMZERLET,

[Create Endpoint]&Z - 7OJ Ry I AHRR"INE T,

Create Endpoint
Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpaint Binding Mode i@ Global (O HA Group VIPs (O MNode Interfaces
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B O—RNSUHIVRRAIVEDR=JDIIAMIRRINZIY RRAY FORTEBEANDLFT,
4 R—bBESEANTBZH. H5DLDOANTNTVER—ESZEZDOTEHEALET,

R— FHESB0FIF44BIBE/ — RTFHNINTWVE D, CNHDR—bZANTBE. TV RRA
YhEIT—bOTA ) —FICOAREEINE T,

DTy K —E RTEBINTVEE— NIERTE £ Ao WEH & UABOBEIE
()  CEAINERA—FO—BILOLTIR, *v kT— DA K51 VEBRLTL S
LYo

S. COIYVRRAV DRy bT—0F7OMINZIBET BICIE. HTTP 1 F7ld THTTPS *1 Z:#ER
LEI,

6. TVYRRAV NI T 4 I E—RZERLE T,

°*Global* (F7#IbE) (FEELIER—FESOITRTOTY— I/ —REEE/ —RTIVR
RAVKNITIERATEET,

133



Create Endpoint

Display Mame
Port 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode (@ Global (O HA Group VIPs () Node Interfaces

@ This endpoint is currently bound globally. All nodes will use this endpoint unless an endpoint with an overriding binding mode exists for a specific port.

Cancel
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Paort 10443
Protocol () HTTP O HTTPS
Endpoint Binding Mode () Global ® HA Group VIPs (O Node Interfaces
Name Description Virtual IP Addresses Interfaces
O Groupl 192.168.5.163 CO-REF-DC1-ADM1:eth0 (preferred Master)
O Group2 47.47.5.162 CO-REF-DC1-ADM1:eth2 (preferred Master)

Displaying 2 HA groups.

A\ No HA groups selected. You must select one or more HA Groups: otherwise, this endpoint will act as a globally bound endpoint.

Cancel

cJ=RAVE—TIAR I IV RRAYMIE BELIE/ —FERY NT—=I AR =TT RT
DATIELRATEEFT, COE—RTERSNLEIVRRAY ME BEICEELBEVWNED, AL
R—hBSZBFATEEY,

IVRRAVEERTTD/ —RA2—T A X2FRLE T,
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Create Endpoint

Display Mame
Port 10443
Protocol (O HTTP O HTTPS
Endpoint Binding Mode (O Global (O HA Group VIPs ® Node Interfaces
Node Interface
[0 CO-REF-DC1-ADMA eth0
[0 CO-REF-DC1-ADM1 eth1
[0 CO-REF-DC1-ADMA1 eth2
[0 CoO-REF-DC1-GWA1 eth0
[0 CO-REF-DCZ-ADMA eth0
[0 CO-REF-DC2-GWH eth0

A\ No node interfaces selected. You must select one or more node interfaces; otherwise, this endpoint will act as a globally bound endpaint.

7. [1®7F (Save) |%ZEIRLZET,
[Edit Endpoint]Z 1 7OJ Ry I AHRRR"INE T,

8 IVRRAVITHIBTE ST v IDRAT=IEETDICIE. 831 £/ T swift*) Z:FRL F
ER

Edit Endpoint Unsecured Port A (port 10449)

Endpoint Service Configuration

Endpoint service type @ S3 (O Swift

9. *HTTP*ZBIR L /=356 (3. *Save* 2 BIRL £ 7,

TXaT7THRVIVRRAY MHMESNE T, O—RNASVHIVRRAY bOR=ZDT—TILIC
iE. TV RFRAY bORTA. R—bES. 7O BLUVIYRRAY FIDBRRTIINEF T,

10. [* HTTPS*Z3&ER L. fAZEZ 7y 70— R$3581E. FEBEDOT7 Yy 7O— R ZHERL £,
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Load Certificate
Upload the FEM-encoded custom certiﬂcate]:private key, and CA bundle files.

Server Cerificate Browse

Cerificate Private Key Browse

CABundle Browse

a. —/\GRZE L AEFAEOMERZEBRL 7,
S3UVZATYMNSIAPIZY RRA YV MDD RXA VB EFRL TERTETDLDICTRICIE. 7510
T RDT )y RADEGICERTI0I8EMDHZ2IRTDORXAVEIC—HTEIVILF R XA VL
BERTIETAMI R A—RIBEZFERALET, L RIE. Y—NHETRr XM >&ZFERALTL
5 LFET *.example.como
"S3APIZY RRAV D RAA VZZRELTVET"

a BREIZIGLT. CANYRILEZERBLED,
b. [f#7F (Save) 1Z&ERLZT,

IYRARAY FOPEMTI Y O— RENFEAET -2 RREINE T,

M. [*HTTPS*%ZBIRL. SHZEZ AR T 3581E. EIRZOERZBIRLE T,

Generate Certificate
Domain 1 *.53.example.com +
IF1 0.0.0.0 +
Subject ICN=StorageGRID

Diays valid 730

a FAAVBELIFIPPFLAZANDLET,

TJA4ILRA—FRZFERALT. O—RNF BB —EXZEZTLTVWEZIRTODER/ — Ry —rD
I/ —RFRDORLEHRAAVEERTENTEXT, Hl: *.sqgws.foo.com TILILRA—K*%
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HFHALTERLEY gnl.sgws.foo.com BE U gn2.sgws. foo.coms
"S3APIZY RRAV D RAA VZZRELTVET"
a FERIZA TV ZIVY I LT MORXAVBELIEIPT FLRZEMLET,

NATRAZED T« (HA) JIL—TZ2ERT 35818 HARBIPO R X1 VR EIPT R L X%ZEM
LET,

b. REIZIG U T, SEFAEZFAE T 21— %HAIT B 7HIC. [X.509 subject] (FAI% (DN) & HMEE
n3) #AHDLET,

C. MEICIGL T, AFFZEOBEMAKEBIRLE T, T 7 4J)L MKX730BTY,
d. [*Generate (£F) 1%ZRLET

IYRAEAY FOSFEX R F— R LPEMTI Y O— R SNEIE T — 2 hERINE T,
12. [1272 (Save) 1&2Uv o LET,

IVRRAYMDPERCNE T, O—RNSUTIVRRAEDOR—=JSDT—TILICIE. TVRRAY
FORTE. R—bES. ORI, LUV RRA Y RIDARTEINE T,

"y RD—OHA RS

"NATRASE T4 T IL—TDOEEE"

"EEINTLWAEWISATAIT7Y Ry NDO—0DEE"

O—RNSUHIYRRAY FOIRE

TXaT7THWL (HTTP) TV RRAVEDBE. TV RKRAY MDY —E XA (S3F7-1FSwift) #ZE
TEEY, EFXa7% (HTTPS) IV RARAVEDIGE. TVRARAV MDY —EXRAT2RELT. &
Fal)TAEREAERTELIIEETEET,

RERHD
* Root Access #ERDHBET T,
* Grid ManagerlZ I3 R— SN TWVWR T SO EFRBLTH A VA VT IRELHBD FT,

FE
1. [* Configuration > Network Settings > Load Balancer Endpoints *]% &R L £ 9,

Load Balancer Endpoints R—HRRENEF T BIFEOIY RRAY A T—TILIZRREINE T,

FOHLRHRUINICHZBREZSL I FRA Y FARICSREINE T,
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Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpaoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpaint 1 10443 Yes

Displaying 2 endpoints.

2 REITBIIVRRAVEEFEIRLET,

B*IVRERAIVLDIRE RV )y ILET,
[Edit Endpoint]Z 1 7OJ Ry I ABRRZINE T,
X 27 THEVL (HTTP) ITY RERAY FDFEIE. &1 7045 7K YU XAD[Endpoint Service
Configuration|t 7> 3 VIEITHRRINE T, EF¥ a7 (HTTPS) TV RARA Y FDFE. ROFIITT

TELIIC. A0 70O 7Ry U XD[Endpoint Service Configuration]tz 7 & 3 > ¥ [Certificates]z 2 > 3 > H'
RREINEFT,

Endpoint Service Configuration

Endpoint semvice type

®

53 O Swift

Certificates

Upload Certificate ‘ ‘ Generate Certificate

Server CA

Certificate metadata Subject DN: /C=CA/ST=British Columbia/O=NetApp, Inc./OU=SGQA/CMN=" mraymond-grid-a.sgga.eng.netapp.com
Serial Number: 1C:FD:27:8B.E6.A5:BA30:45:A9:16:4F.DC.77.3E:C6:80:.7D:AF.EQ
Issuer DN: /C=CA/ST=British Columbia/0=EqualSign, Inc/OU=IT/CK=EqualSign Issuing CA
Issued On: 2000-01-01T00:00:00.000Z
Expires On: 3000-01-01T00:00:00.0002
SHA-1 Fingerprint: 60:3D:5A:8C:62:C5:B8:49:DC:9AB3:F7.B9.0B:5B.0E.D2:AZTE.CT
SHA-256 Fingerprint: AF.75.7F 44:C6:86:A4:84:B2.70:11.DE9F 49:D3:F6:2A.7E:D94D:241B:8A0B:B3.7E:23.0F B3:CB:84:8
9
Alternative Names: DMNS* mraymond-grid-a.sgga.eng.netapp.com
DMNS:* 99-140-dc1-g1.mraymond-grid-a.sgga.eng.netapp.com
DMS:*.99-142-dc1-51.mraymond-grid-a.sgga.eng.netapp.com

Cerificate PEM  ———~ BEGIN CERTIFICATE--——— A
MIIHfDCCEWSgAWIEAGIUHPONi+alujBFqRIP3HC+KoBOIr+kwDQYJKoZIhveNAQEL
BORAwb]j ELMLEGL] TEBhMCQOExGTAXBaNVEAGMEE JyaXRpc2ag)2 9sdWl i aWExGDAW
BgNVEACMDOVxAWFsU21nbi wgSW5] L ELMAKGA1 UECwwCSVQxHT AbBgNVEAMMFEV:
AWFaU21nbiBJc3N1 aW5n IENBMCEXDT AwMDEWMT AwMDAWME oY Dz MwMDAWMT AxMDRAW
MDEWI] B+MQawCQ¥ DVQQEEWIDQTEIMBCGA] TECAWQQNJpdG1 zaCEIb2x1 BNIpYTEV
MEMGA1 UE CqwMTmVi QXEwLCB JbmMuM)0wCw ¥ DVQQLDARTR ] FEMS 4wLAYDVOQDDCUg
Lml y¥H1th25kLWdyaWQt Y5522 3 FRLNVuZySuZXRhcHAUY 2 9tMI IBI ] ANEgkghkiG
gwOBAQEFAROCAQAAMI IBCOKCAQERONTkWkFy/B1U1 Y+bIRA0MaVISC+RTS 2102V
Hz4rSnr¥Cn/WIRCT+fznnxzaGa2RRUDI nNLK1 ¥+ QUPAATIFZ+51dr 6HIr¥TE/NE

4 TYORKRAYMIREREEZMZE T,

X a7 THWL (HTTP) TV RRA Y MDBE. ROBREEETTETET,
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CIVRRAVIDY—ERRA TZS3EIFSWIftICEE L I,

CTIVRRAVINA VT4 VI E—RZZELET, EXxa7% (HTTPS) TV RAKRA> FDIHFE.
ROBEERTTEET,

© IV REAY DY —EXZ1 FESIEIESWItICEBL £ 7,

c IVREAVINA VT4 VI E—REZBELET,

s EF¥aUFoAREERTLETS,

- REDIFEOEMERITINZ L S, FLFEHYRISEIV L SIS, HLLEF 25 58
EE7y TO—RELISERLET.

RIT%ERL T, 77 4J)L bDStorageGRID H—/\FERRE £ 72137 v 7O— R SNF-CAZBLIIHEEIC
BY 35ERERTLET,

BEOIVRARA 07O I EZEETZHBEIE. T ZIEHTTPASHTTPSICEE S
3BE1F. FILWIVRRA Y M EERTIHBELAHDEFT, O—RNSUHITYRKRA
Y rOERFIEICKE->T. KREAIOMIILEZBRLE S,

S. [#R7F (Save) 120 UwoILEY,
REEIE R
[O—RNSYH I RERA Y SDER)
O—RNSUHIY RRA Y ~OHIRR
AEICEST-O—KRNTZ B IV RERA Y MIHIBRTEEd,
NERHD
* Root Access #ERNHETT,
* Grid ManagerlZ I3 R— TN TWVWR T SO EFRELTH A V1 VT I3RELNHBD FT,

Flig
1. [* Configuration > Network Settings > Load Balancer Endpoints *]% 3R L £ 9,

Load Balancer Endpoints R— U hHRRENE T BIFEOIY RRA Y MAT—TIIZRRINE T,

Load Balancer Endpoints

Load balancer endpoints define Gateway Mode and Admin Mode ports that accept and load balance 53 and Swift requests to Storage Nodes. HTTPS
endpaint cerificates are configured per endpoint.

| = Add endpoint | | # Edit endpoint | | X Remove endpoint

Display name Port Using HTTPS
O  Unsecured Endpaint & 10444 Mo
® Secured Endpoint 1 10443 Yes

Displaying 2 endpoints.

2. HIBRS 2TV RRAY bOEBICH B A T2 a > RE U2 BIRLET,
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B [TVRRAYOHIBRZO ) I LET,

ROAATOATRY I ADNKRTEINET,

A Warning

Remove Endpoint

Are you sure you want to remove endpoint Secured Endpaint 17

=0 =T

4 OK|Zo Uy I LET,
IYRRAY EDHIREINE T,

O—RNZ>O 2T DA -CLB H—E X

— koA ./ —K_LE®D Connection Load Balancer (CLB) t—E XIFEILEETNFL
7co O—RNS Y —EZADHMEINZIO-—RNT VI VIXAZILIZHED XL
7o

CIBHY—EXRFILAVA4O—RNZOI I ERAL T, AN, SXT7LOER. BLUBEEINRTE
T ARMIEDWT, 9547287V 5r—2a3 0 60FETCP Xy U — 7%&%&;@@2#
L=/ —RICOBILET, BERANL—S/—RHANEIREINB . CLB Y —EXIEWNABD R Y T —
VG BIIL. BIREN/—REDBEITrS 70 v I %X L £9, CLB &, 2EXRY MO —U#EG%E
BLX ATV YRRy NI —UREXZEZEELEH A

CLBH—ERICEAT B1BHREZRT T ICIE. * Support > Tools > Grid Topology %#3&iRL. CLB*YZDFDA
ToarvEBRTEIZLSICHZETY — U4/ —REHERLET,

| oveniew | || Reports | Configuration |
jﬂ StorageGRID Webscale Deployment Ui
{ Data Center 1 ,
" i ‘ . Overview: Summary - DC1-G1-98-161
I‘I-‘ AT Updated: 2018-10-27 18:23:33 FOT
o- ) ssu
CLe
HTTR .
H_I' & Storage Capacity
a Resources.
' - - Storage Nodes Installed MNIA s ]
le[':l-‘ DC1-52-98-163 Storags Nodes Readable: MIA ]
|!.1.‘ DC1-S3-96-164 Storage Nodes Wiitable NIA ]
(-l DC1-ARCI-96-165 Irstalied Storage Capacity A fa]
&3 4 Data Center2 Used Storage Capacity N/A s
_,.‘ Data Center 3 Used Storage Capacity for Data N/A Fic
Used Starage Capacity for Metadata: MIA g
Usable Storage Capacily MNAA ]

CLB #—E X% fEMT 3. StorageGRID X F LD YU IR MEBETZ R L TS
Lo

BIEH
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"2 AR B

)OO AR MZEEFHLTVWES"

BEINTVWRWISA 7Y b2y FT—JDEE

VA7 b2y T —0%ZERLTVWAIEEIE. ARNICKRESNIIVRRA > B
TODHAVINDRIZAT RN T v I ZRITAND CET. BEEDHIHED
5 StorageGRID Z{RETET X9,

T7A4IWETIE BTVYR/—RDIZAT7 >V bRy 8T—2IF trusted TY, DFD. StorageGRID

& FRTREAIRTONBR—FTOEI VY R/ —RADAIUNT Y RESET 7 4L TEELET (
Fy bD—=0HA RS0 ONEBEICEET 2FHRZER)

B/ —RDUZAT7> b2y bT—2% Tuntrusted_ 1 ICIEEET S & T StorageGRID ¥ X7 LICXT T 3
EEHI3RBOEHREEBERTEES, /—RODISAT7U Ry NT—=ODEBEINTULAWVEE. /—FRI&
O—RNSOHIVRERAY M LTHRNICRESNIEAR—FDA UNT Y REGEITZRITANE T,

B 5—bUxA/—RHNHTTPS S3 EXDAZRITANDS

T—hDITA/—RT. HTTPSS3ERZRK ISAT Y bRy MT—=T LEDIRTDAUNTYR ST
1V IEERITBELET, COHE. RO—MRIBFIEZRITLE I,

1. Load Balancer Endpoints R— T, 7R— bk 443 T S3over HTTPS OO— RNSVH IV RRA Y F %K
ELFXT,

2. Untrusted Client Networks R— T, — b x4/ —RDISA T by b T—OWREBEINTULE
WTCZEELET,

BERRETDH L. K— b 443 TO HTTPS S3 ER L ICMP T— (ping) ERERE. ¥— o1/ —
RDIVSATURRY NT—TEDITRTDA VNIV RS T v IDEEINE T,

B2 :ZAL=Y/—FHS3 TSy b T A—LY—EXBREZZXETS
HBAL—2/—=RDEDTIRNIURESI TSIV T —LY—EX ST T0 v I I3BMITED 7
SATURRYRT=OTEDR ML=/ = RADA YNNI Y RERIZRLETZELET, COBEIE. X
DFIRZRTLET,

* Untrusted Client Networks R— T, XA L=/ —REDISAT7 b2y MO—OWEETATULES
WIEZEIBELEXT,

BEZREFETDE. AL—2 /) —RIBISAT7Uo Ry NI—O0TREN S T v I 2ZRITANGLLAEDE
9 H. Amazon Web Services ANDT7 T FNT Y RERIZF|ISHEIHFTLET,

ESPEN
"ZY RT—=THARS A"

"O—RKNSUHIYRKRAY COKRE"
—RDUVSAT7o 2y D= DIEEIIEEINTULEEA

/
I3A4T7 bRy D=0 ERALTWVWSRHRIF. &/ —FDISAT7V bRy T —
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IOMERBEEINTUVBINE DD ZIBETET XTI, ILETEMLIEFHF LW/ —FOTFT7#)L
FREZIBEITD_EHTETET,
BELHD

* Grid ManagerlZ I3 R—F SN TWVWR T SO EFRBLTH A V1 VT IRELHBD FT,

* Root Access #ERDHBETT .

BB —RFILERBT-bUIA /- RHRARHNICRESNI I FRA Y FTOHAI VNI R T T4
VIRRITAND LSICRET 3HEIF. O— RNV IVRRAIVEZERLTEETET,

@ O—RNZUHIVRRAVEDRESNTVWERWVE, BIFOY 507> MMaEmh KK
BAEEMDHD FT,

=2}
1. T* Configuration * Network Settings * Untrusted Client Network *] %#3&RL £9,

[Untrusted Client Networks]R— R ENE T,

CDR—T|ZIE. StorageGRID Y AT LARADIARTD ./ —RHBPRREINET, /—RDITA TV bRy
RD—OMEBEINTULWIRENRD B35S IE. Unavailable Reason Fic T U RRRINZE T,
Untrusted Client Networks

If you are using a Client Network, you can specify wheiher a node trusts inbound traffic from the Client Metwork. if the Client Network is untrusted, the
node only accepts inbound trafiic on ports configured as load balancer endpoints.

Set New Node Default
This =etting applies to new nodes expanded info the grid
New Node Client Network & Trusted
Default i Untrusted
Select Untrusted Client Network Nodes

Select nodes that should have untrusted Client Network enforcement.

Node Name Unavailable Reason
Ll | DC1-ADMA

1 | DC1-G1
= | DC1-51
2 'DC1-52
3 [ DC183

DC1-84

Client Netwaork untrusted on 0 nodes

2. Set New Node Default* 22> 3> T, #ERFIE THLW/ —REJ Uy RICBMST 2 EDT 74~
REXIEELE I,
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° *Trusted * : #i5R T/ — FHEBMENBEEIIC. EDISA TV bRy bT—IDMERINET,

° *Untrusted * : #L5E T/ — RAEBMIND ETIC. EDISATV MRy NO—JI3fEEBINEE
Ao BDEICIHELT. TOR—JICESDTHLLW/ —ROXREXZEETTET,

() comEi. StorageGRID 27 LROBHED / — RICIZHELEE Ae

3. Select Untrusted Client Network Nodes * £ > 3> T, BBRHICERESIN/-O—RNS IV RKRL Y
FTCOARISAT Y MNEGZHFRITD ./ —REERLET,

A MNDFTYVIRYIREFVELEATICTRDE IRTD/ — RZERILISBIRBRTE X
ER

4. [1R77 (Save) %2V v I LET,
FLOWI 747 0x=)LIL=ILHTCICEBINEN. BHAINET, O—RNSUHIYRERA Y MHERE
TnTLWARWE, BBEFEDOI A7 Y MEGHERR T ZRIEEMENH D £,

EPERE

"O— RAS YT RRA Y hORE"

NTTRAZSE) T TIL—TDEE

NTTRAZED T« (HA) JIL—TZFERAL T, S3/Swity Z14 7> MCAIAEDE
WTF—2EGEIRHTE XS, HAYIIL—F%EAL T, Grid Manager & Tenant
ManagerNDEIAEDFEWERZIRE TSI HTETE T,

* "HAZ L= "

* "HAZ )L—FDfERAE"

*"HA I —TFOREAF T 3 >"

CNATRAZED) T TIN—T=ERT 3"

CNATRASED T4 I —TDIRE"

CNATRASZEV T JI—TZBIBRLTVWET"

HAZ L= id

NTATRAZED) T IL—TlF. REIP7ZRL X (VIP) #EBL TSy —brox1 ./ —
RERIZSBIE) —RY—EXNDT7 T4 TINVITITT7IOCR%ZRHELET,

HAZIIL—T 3. B/ —Rey— b4/ —REDIDULEDR Y N T—0 A4 —T A4 ATHERINE
To HAIIW—THER TR ZE. J) YRRy bT—2 (eth0) FEO0 147> Ry bT—2 (eth2
) ICBT 23X Y N T—0AVA—T A A% FERLET, HAIL—THOIRTDA VY EZ—T 14 Xid. [E
Cxy hT—0H TRy FRICFEETZ2HEHLNHD £,

HAZIL—TE. TIL—TROT7 I T4 TAEZ—T 14 RAEBMINTREIP7 RL XZE 1D L E
To 7ITA4TAVRA—T A ZADMERTET R B o7EE. (REIP7RLRIIBDA 2 —T 14 XICHEE)
L¥xd, COTTAINA—N—TOCRICHDBERIBERN TS, 54T NTFFUr— 3 VADE
BIFEACEBL, BEOBRITTUEZFRITTEEXY,
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HAIL—=TRADT7 I T4 TAVRZ—=T A ANIYAEZ—=IC. HDIARTDA VU EZ—T A RIE. NI T
TELTEEINE T, INS5DIBEEZRTRT BICIE. * Nodes >*_node_name > Overview *ZEIRL £ 9,

DC1-ADM1 (Admin Node)

Chverview Hardware Metwork Storage Load Balancer Events Tasks

Node Information @

Name OC1-ADMA

Type Admin Node

D T11b7hSh-8d24-4d9f-377a-be3faldac2Ted
Connection State + Connected

Software Version 11.4.0 (build 20200515 2346 Sedchbf)
HA Groups Fabric Pools, Master

: IP Addresses 192 .168.2.208, 10.2241'2.2{}8. AT AT 2208 47 474219 Show more +

HAZ L — % ERR T BBRICIE. 1 DDA VA —T T A REBHETRALZ—IIEELF T, BEIRY—I1F. BE
MNEELTVIPZRLADBNY I T TAVA—T A RCBEIDYTENGWERED, 79714714 >%2—7
I1RATY, BENBERAINZ . VIP7 RLRIZEFNICEBLEITRAY—ICETNE T,

TTAILA—=N—=lF. ROWVWTNHDIERTR)H—NBE[EELNHD £,
CAVER—TITAADERETNTWVWS / —RHELET B,
CAVA—TIAADEEINTVDE / —REMDIARTD /) — ReDEGEHAD L D20k bNE T
C TIOTATA A —T 14 ADMELET B,

*O—RNZUHH—EXDMELET B,

CNATRASE) T4 —EZXDMZEILEL X T,

TITA4TAVR—T A A% KA NTE/—RONSLTHRY NT—IBELNRELI-IHE.
C) TIAINA=N=DrVH=—INEBEVWI LB ET, ERRIC. CLBH—EX (BELEFE) D

BE, FHETVYRIXZ—IVvELFTF VMR —CvDOH—ERDEZEICE>T, 7T
AINA—N—lFbUH—ThEEA.

HAZIL—ZII3DUED/ —RDA Y R—=T A ADEFENTVWBIHE. TN A—N—FRITIT1TA
VE=TIARIMD /) —RDA 2B =T A BT BRIaeED B £,

HAZ L — 7 DERAE
NATRAZE) T (HA) JIL—TIFW< O DEBRTERATE XY,

* HA ' )L—7I&. Grid Manager ¥ 7=|& Tenant Manager NDO R AM DS VEEBESGZIRHEL X I,
*HAZIL—"TIF. S3/Swift 7514 7> MIAAMOBWT —2ERZRMTET T,
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CAVA—=TITA AN 1 DD EVWHATIL—TTlE. ZEDOVIP 7RLRZIBELD. IPv6 7KL X
ZEATMICEREL-DTEET,

HAZIIL—d. JIL—FICEENZIARTO/ —RHAELY—EXZIEEITI58ICOAETRAMEZIRHT
TEIT, HATIWL—T%ER TR & Zd. MEBELRY—EXZREBITZIZ1TO/ —Kh 54 2—T 14X %
EBIMLTLEESL,

EE/— R I O—RNSUYH—EIDNEEN. Grid Manager £7lETF Y EIYX—TJ ¥ ADT I
2ZBEMILET,

= bUIA /R IO-RNSUYH-ERE CLBY—EX (FEL) HEENFT,

HA J)L—7DEK CDRATD)—REHAZIIL—TFIBMLET

Grid Manager AND 7 7t X c FSARVER/— R (BhIRXE—)
*ETFSATUER/—R
ETSATIEER ) —RDMBEITYRAZ—TH D0

ERHBDET, —BBORXYTFHURFEIZ. TS5A
RUEBE/—RFTLARITTEEZE A,

Tenant Manager D&HICT7 AL ET cTSATVER/ —RERIFETSATUERER/
—k

S3ELIESWift 7547 7O -O0—-FNZ cEBE/—F

ZITmEX N T U

S T Swift 7 547> b7 IR -CLBHY—E =k A/—F
R

A *CLBY—EXRIFELEETIhF LT

Grid Manager % 7-|& Tenant Manager T HA 7' )L — 7% B Y 355 DHIREIE

Grid Manager % 7zl Tenant Manager® f —E X TREENREL TH. HAYIL—THTI M IILA—N—E k
DA—ENhFEA

T A ILA—N—DOFERFIC Grid Manager 7| Tenant Manager ICH 1 > > L TWAGEIITA >V TY
fEhd7cd. BEHA V1Y L TRV ZBRATIHENHD XTI,

To2ARVER /) —REFRATETARVERIE. —BOXYTFHF Y AFIBZRITTETEFEA. 7 1ILA—/N—
FiF. Grid Manager % f#F L T StorageGRID > XA T L%ZEEHETET £,

CLB Y4 —EXTHAZI—7%#EARAT 3IHBEDFIRER

CLBH—EXRICEENRELTH. HAJIL—TRTITIzAINA—N—ErUA-ENEE A,

C) CLB #—F R IFBELL S E L ze
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HA I —TOH/REA T 3>

ROEE. HATIL—TFDEFEERBAFAZRLTVWET, FF T2 avIlIdRAL
FFRD'H D X9,

Active-Backup HA DNS Round Robin

r————FGW1P

GW 1 (Backup)
DNS

HA Group 1 VIPs
_LP GW 2 (Master)
Entry

_I—} GW 3 (Master) | GW 2 P

GW 4 (Backup) GW = Gateway Node
VIP =Virtual |IP address

HA Group 2 VIPs

Active-Active HA

|_» HA Group 1 VIR
GW 1 (Master in HA 2
> ( )

(Backupin HA 1)
DMNS
Entry

I » GW 2 (Master in HA 1)
| (Backupin HA 2)
HA Group 2 VIP

7074717271 7THAL ORISR T & SIC. ERDEE T BHATIIL—T=2k T 35%BE. 85t RIL—7
v ME/ — FBEHAT L —TENMEZBIEE LR LE T, /—REHAYIIL—TZZNheN3DULERET S

E DD/ —REFTSAVICTEIREDNHBZIA VT FH U RAFIEOERTHEH. WINHDVIPZERL TL
Be#MiTtEEd,

RDOKIF. HICTIEHABEDOA) Y b Z2FEEHEHDTT,

B —]

EXAE = KRR
TOT4T 1NN OT v T HA * StorageGRID TEEIN. 4 *HAZJIL—THD 12D/ —R
BOAVR—FR> b EREBECL IR 707147 TY. FHA
FtAo TIN—TFTHh%<ecH 120
— BT A RJLIREE I %
ALt J—RHTA RIVREEICAD %

EE
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B —

ax e

DNS S > krOEY

M=
CHEZAIL—Ty bHEELET
* A RIVREBDERX MMIHD &

Ao

* rITa v IHERD HAT L

— TR ENE T,

R
* U472 hOEBEICK T

TTANLFA—N—DMERICES
BIREMED B D F 9

* StorageGRID OAZBT/\—R

VIT BT BUENDHD F
ER

*A-HICELBREETF Vv IN

RETY,

* RENLDEMICED X,
* StorageGRID DANEBT/\— K

*HAJIL—TOEHIIEZ ZI1FE DITEBHRTIHNELHD
WBZIL—Fy P mELET, ER
c BRI AINA—N—, s A—HICKBBEEMEF v IH
METY,

NATRAZEV T TIN—TZERT B

1DUEDNATRASE )T (HA) JIL—T%{ER LT, BB/ —RFRELIFT5T—F
DI/ —FEDT—EIRNOTRMOEVWT IR ZRMETETET,
NERHD

* Grid ManagerlCIgHR— FENTWBR TS OHZFERELTH A VA VT I23HRERHD X,

* Root Access 1ERDHRETT,

CDRRAIICDWT
HAZ IL—TICEBMT 21> 2— T 1 RERDEZEEB L TVWBIRELAHD £,

CAVR—TIARF T— T TA/—REFEE/ —FOHLDTHBIBEN DD XTI,

CAVR=TIARFT VY KRRy bT—2 (eth0) FHIFISAT72hxy bT—2 (eth2) ICELTW
BRENBD XTI,

* AR =T A XITIF. DHCPTIFHKEREIPTY KL A X IFEENIPT FL R ZRET ZHENLDHD £
ED

FIE
1. * Configuration > Network Settings > High Availability Groups *% &R L £ 9,

[High Availability Groups] X— ' HRRINE 95
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active node and switch to a

backup node automatically if a node faiis.

Name Description

No HA groups found.

Virtual IP Addresses Interfaces

- [1ERk (Create) 1Z2UwvoLE7,

Create High Availability Group&X 1 7 AU 7Ry ¥ AWKRREINE T,

-HAZ I —TD%EIZ AL, BEIIGCTEBE ZANLET,
. [Select Interfaces]|z 2 ) v LE T,

Add Interfaces to High Availability GroupX - 7 O 7Ry I ADNKRRINE T, CORICIE. FHAATRER/
—R. AV —=T 4R BELVIPAT TRy FHARREINE T,

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface I|Pv4 Subnet

gidl-g1
g140-g1
g140-g2
g140-g2
g140-g3
¥ g140-g3
g140-g4
o] g140-g4

ethl
eth2
eth
eth2
ethl
eth2
eth(
eth2

172.16.0.0/21
47.47.0.021
172.16.0.0/21
47.47 0.0/21
17216.0.0/21
192.168.0.0/21
172.16.0.0/21
192.168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP address is not in the same subnet as the selected interfaces

This IP addraess is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

=31 3

IP7 RLZADDHCPICE o TEIDYHTHENTWVWABE. 1 F—TJ A XFVXAMIRRINEE Ao

5. Add to HA group *#| T, HAZIL—FIZEBMT 21V R—T A1 ADF v IRy I RZEIRLE T,
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AR —T A ZADFERICETEZRDAA RS ITERL TS,

cAVR—T A RV EDH 1 DFERLTLLEET L,

C MDA VA —T T A AEFIRTIERIE. TIRTOAUE—T A ATy Ry hT—2
(eth0) F£7=lxo 147> by T —2 (eth2) LICFETAHRELNHD £,

CYNRTDA VR —TTARE ALY TRy FRFLRBEEDOTL T4 v I RZHFE IV TRy FAIC
FEIZIREDHBD XY,



IP7RLRIBRNOY TRy b (BRKOTL T4 v I REZFEDH TRy R) ICEIBRINET,

CHRBRBRATD/—REDAVR—T A RZBRLIEE. 70 A—N—DEETZ . ER
Lic/ —RICHBTZH—EXDAHFDMREIPTERRIREICED £95,
* Grid Manager % 7zidTenant ManagerHARZERIC2 DU EDEIE/ — FZ#ERL X9,

*O—RNZUHH—EXOHAREZFIB I 3561k BB/ —F F—boza/—F FiF
ZTOMAZE2DUEERLFT,
* CLBY—EXDHAREZITO7 — b/ —FZ2DUEERLET,
() cBY-EREEELIhELLE,
Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnel

Add to HA group Node Name Interface IPv4 Subnet Unavailable Reason
| DC1-ADM1 ethi 10.96.100.0/23
¥ DC1-G1 ethl 10.96.100 0:/23
] DC2-ADMA ethl 10.96.100.0:23

There are 3 interfaces selected.

Attention: You have selected nodes of different types that run different services. If a failover occurs, only the services
common to all node types will be available on the virtual [Ps.

core

6. @R (Apply) 1ZoUwo L%,

BIRL o > &2 —7 1 Xl&. Create High Availability Group/R— Dlinterfacestt 7 > 3 VICRRINE
To TTAIWETIE. VRAMDBRIIDA VR —T 24 ADBEIRZ— LTERSNE T,
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Create High Availability Group
High Availability Group
Mame HA Group 1

Description

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Select Interfaces

MNode Name Interface IPv4 Subnet Preferred Master
g140-g1 eth?2 47 47.0.0021 L
g140-g2 eth2 47 47.0.0/21

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet: 47 47 .0.0/21. All virtual IP addresses must be within this subnet. There must he at least 1
and no more than 10 virtual IP addresses.

Virtual IP Address 1 0.0.0.0 +

1. DA >R =T 4 A% BHEIRZ—IZF 3551, [* Preferred Master* (BT XZ—*) B TEDA
VR—TTAAEERLET,

BRIYZAZ—E. BEDEELTVIPTY RLABNY Ty TA V2= 24 CBEIDHTEINRVLR
D, 7O9T4TAB2—T A RXTT,

HAZ' JL—7h'Grid Managern®D 7 7t Rzt 9 3155813, 74T VEE/ —RLEDT
(D) >5— 7 2EBEIRE—LLTERIBUENBD FT, —HOA YT F> X FIE
i3 TSAXVEE/ —FTLARITTETIEA

8. R=TUDREIPT FL XU avil. HAYIL—TORBIPT FL ZZ1~10BAAL &Y. T3 R5ES
() 200wy o LT, BEDIPTFLIZEMLET,

IPv4 7 RL X2 D% < 1 DIEETIHVENHD T T, BEICIGL T, EBMOD IPv4 7 KL X IPv6
TRLRAZEETEET,
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IPv47 KL RIE. TRTDXYN—AVRZ—T A ATHEEINZIPVAY TRy FRICHZHEHLHD F
ER

9. [1R7F (Save) &V UvYILET,
HAZIIL—7HMER SN, REBRADIREIP 7RL XZFERATESLSICBDFET,
BEIEHR
"Red Hat Enterprise Linux £7zi% CentOS Z#f > X b—JLLEX "
"VMware 21 > X k=)L 3"
"Ubuntu £7z13 Debian z 1 > X k—=JLL X9

"BEOEOEE"
NATRAZEDY T2 JIL—TDiRE

NATTRAZED) T4 (HA) JIL—TZRELT. JIL—TEHPHE 2ZELRD.
AVR—T x4 X%ZEBMEIFHBRLEED.. (REBIP7RLAZEMEXISEHFRLIEDT
TEI,
WERHD

* Grid Managerl I3 R—FENTWVWBR TSV EFERALTH A V1 VT I3BEBELNHD X,

* Root Access 1ERDNRETT,

CDRRAIICDWT
HAZ )L — 7% iRE T ZIBRHICIE. ROELSBHDHHD X7,

cHEFEDITIL—FICAVRA—T A AZEBMLTVWE T, T TICTIL—TICEDYETSNTWLWA DT V&
—JIAMREF[ILY TRy FROA VA —T 21 ADIPT7 RLRAZIEETINELHD £,

*HATIW—=THh DA E—T A ADHIRILEZIE VY RRY bT—=0 X347V bRy b
T—OD/)—RFDA YR =T A ADHATIL—TTHEATNTWVWBIHE. T FORmYFIED/ —F
DERAFLEIFTETEEA

F&E
1. * Configuration > Network Settings > High Availability Groups *% &R L £ 9,

[High Availability Groups]R— U hHRRENE T,
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High Availability Groups

High availability (HA) groups allow multiple nodes to participate in an active-backup group. HA groups maintain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description

HA Group 1

HA Group 2

Virtual IP Addresses Interfaces

47.47.4.219

47.47.4.218
47.47.4.217

gl40-adm1:eth2 (preferred Master)
g140-g1:eth2

g140-g1:eth2 (preferred Master)
g140-g2:eth2

Displaying 2 HA groups.

- WREET BHAT L —T&&ER L. *Edit*Zz 2 ) v I LET,

Edit High Availability Group4 ¥ 7 A4 R w 7 ZHRRINE T

MEBIZIGL T, JIL—TD&RIEIIBE #EFHL X,
MEIZIS L T. * Selectinterfaces *&2 27 1) w27 LT, HAIL—TDA VA —T 1 XA E=EELFT,

Add Interfaces to High Availability Group X 1 7 AJ 7Ry 7 AHFRREINE T,

Add Interfaces to High Availability Group

Select interfaces to include in the HA group. All interfaces must be in the same network subnet.

Add to HA group Node Name Interface

gid0-g1
gid0-gi
gi40-g2
g140-g2
g140-g3
it gid0-g3
g140-g4
ot g140-g4

ethl
eth2
eth0
eth2
ethl
eth2
ethl
eth2

IPv4 Subnet
172.16.0.0/21
47.47.0.0/21
172.16.0.0/21
47.47 .0.0/21
17216.0.0/21
192.168.0.0/21
172.16.0.0/21
192 168.0.0/21

Unavailable Reason

This IP address is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selected interfaces
This IP address is not in the same subnet as the selectad interfaces

This IP addrass is not in the same subnet as the selected interfaces

This IP address is not in the same subnet as the selected interfaces

There are 2 interfaces selectad.

IP7 FLZXHDHCPICE > TEIDHTHNTWVWBHZE., 12— TJ A XFVRMMIKRTEhFEFEA

S FIWIRYIREFAVERIEATICLT, A2 —TJ A XZEBMETIFHIRLE T,
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C MDA VA —T T A AEFEIRTIERIE. TIRTOAVE—T A ARSI Uy Ry hT—2
(eth0) F7lFTSA4T7 > bRy hT—2 (eth2) LICTFEETIRELRHD FT,

CIARTDAVA—T A RIF. ALY TRy FAFEIEHBOTL 70 v I X%xHFOH T3y FRAIC
FET RELHD X,

IP7RLRIBRNDOY TRy b (BAOTIL T v I REFHODH TRy ) ICHRINE T,

c BBBIAATD/—REDAVEA—T A R%EFERLIBE. 720N A—N—DFHEETBZ . FER
Lic/ —RICEETBZIH—EROADMREIPTERRIEEICHRD £9,

* Grid Manager % 7zldTenant ManagerHARFERIC2 DU LEDEIE / — RZERL 9,

*O-RNSUHY—EXDOHAREZFMAI 358 BB/ —F. F—bozA/—F &
ETOWMAZ2DULEZEIRLE T,

* CLBY—EXDHAREZ 1TSS — b0/ —RE2DULEERLE T,
() cBy—exEmLEINELL
6. [EA (Apply) 120U voLET,

BIRLIEA =T A ADPIR=TZDAVE—T AR avVICRTRENET, T7A4ILNTIE. U
ARDRIIDA VR =T A ADMBEIARZ— LTERINE T,
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Edit High Availability Group 'HA Group - Admin Nodes'
High Availability Group
Mame HA Group - Admin Nodes

Diescription

Interfaces

Select interfaces to include in the HA group. All interfaces must be in the same network subnset

Select Interfaces |

Node Name Interface IPv4 Subnet Preferred Master
DCi-ADMA ethi 10.96.100.0/23 L
OC2-ADM1 athi 10.96.100.0/23

Displaying 2 interfaces.

Virtual IP Addresses

Virtual IP Subnet 10096.100.0/23. All virtual IP addresses must be within this subnet. There must be at
least 1 and no more than 10 virtual P addresses

Virtual IF Address 1 10.95.100.1 +

=

7. QDA VR —T T4 A% BHEIRAZ—ICT 3%551F. [* Preferred Master* (B X &2 —*) BITEDT
VR—T A REFERLEFT,

BEIRE—IF. BEHIRKELTVIPZRLABMNY I T T4 —T 14 ACBEIDHTINAEWVE
D, 70574742 —T 1 XTY,

HAZ )L— 7 H'Grid Manager"®D 7 7t A =izt 35515, 7SAXVERE/ —RLEDT
(D) 8- 7 2EBEIRE—LLTCRRIBUENBD FT. —HOX YT F> X FIE
iF. TSAXVEER/—RFTLARITTETIEA

8 MEIZBL T, HAIWL—7DREIP7 RL AZEHLE T,

IPv4 7RLZEDHRCEDH 1 DIBETIHNELNHDFT, HEIZIGL T, BIMD IPv4 7RL XL IPV6
FRLAZIBETEET,

IPv47 RL RF. IRTDOAYN—A 2B =T A ATHESNBIPVAT TRy FRICHZHBEDH D F
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ER
9. [R7F (Save) 11XV UvILEY,

HAZ L—ThEfHEnE L1

NATRASE) T4 I —TZHBRLTWET
FRLBELSBS2TENATRAZSE) T (HA) JIL—T%HIBRTE X,

HEREHD
* Grid ManagerlCIdHR— SN TWBR TS OHZFERELTH A VA VT 23HRELRHD XTI,
* Root Access 1ERDNRETT,

CDRRIZRITLET

HA )L —T%ZHBrT 2. EDTIL—TOWVWTNHDRBIP7 RL RZERT 3L ICRESINTLSS3IE
7213Swift S 7 > b 1&StorageGRID ICEHITE R ABDET, V547> FDELEEERT 31C1E. %Y
FBSIEIESWItTSA T R T TV =23 I RTEFHLTHSEHAT IL—TZHIBRST ZHNELHD £
To BITAT7UZBFHLT. BIOIP7FLRAZERALTEGELE T, 1L xiE BIOHAY IIL—T DR
BIP7RLAR, 1 VAM—=)LBEEEIFIDHCPEZFEAL TA Y E—T7 21 RIRESNLIPT RLRARET
3-0

FIE
1. * Configuration > Network Settings > High Availability Groups *% &R L £ 9,

[High Availability Groups] X— ' HRRINE 95

High Availability Groups

High availability (HA) groups allow multiple nodes to paricipate in an aclive-backup group. HA groups mainfain virtual IP addresses on the active
node and switch to a backup node automatically if a node fails.

Name Description Virtual IP Addresses Interfaces
gl40-adm1:eth2 (preferred Master)

HA Group 1 47.47.4.219
g140-g1:eth2
HA Group 2 A7 A7 4218 g140-g1:eth2 (preferred Master)
AT AT 4217 g140-g2:eth2

Displaying 2 HA groups.

2. BRI BHAZ )L —F%FEIRL. *Remove * 22 ) v L%,

Delete High Availability Group & WS EENRTREINE T,

155
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Delete High Availability Group

Are you sure you want to delete High Availability Group "HA group 1'7
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71— R Subject Alternative Name (SAN) @ *.s3.company.coms
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C) CLB #—F R IFFELL SN E LTze

FIE
1. BRIBREP[*Y bT—IREP[F A1 V&) ZERLE T,

[Endpoint Domain Names] R—HRIRENEF T,

Endpoint Domain Names

Virtual Hosted-Style Requests

Enable support of 53 virtual hosted-style requests by specifying APl endpoint domain names. Support is disabled if this list is empty. Examples: s3 example com
s3.example.co.uk, s3-east example.com

Endpoint 1 s3.example.com x

Endpoint 2 o+ X

2. (+) 7A4OVEFEALTIZr—ILREZENML. *Endpoint*7 « —JLRICS3APIZY RIRA >V FD R XA
VEOVRAREADLET,

CDOUREHEDIZE. S3REKRI MERADERDY R— MMIEMICHED £I,

3. [fR7E (Save) 1ZUUwvILEY,
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L9,
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Network Options

Prevent Client Modification &
Enable HTTP Connection & #

Metwork Transfer Encryplion @ AES128-5HA = AESZ2RG-SHA
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Node Information &

Name SGA-lab11

Type Storage Node

D 0b583829-6650-4c6e-02d0-31461d22ba6T

Connection State « Connected

Software Version 141.4.0 (build 20200527 _0043.61839a2)

IP Addresses 1092 168.4.138, 10.224 4 138, 169.254.0.1 Show less A
Interface IP Address
ethD 102 168.4.138
eth0 fd20:331:331:0:2a0:08 fea1:831d
eth0 fell:2al:08f feal:831d
ethl 10.224 4,138
eth1 fd20:327:327:0,280:e5f fed3:a90c
ethl fd20:8012:h255 8154:280 25 fe43:a00c
eth1 o0 280:e5 fed3:200c
hic2 102 162.4.138
hic4 102 168.4.138
mic 10.224.4138
mic2 169.254.0.1
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. TLS_ECDHE_RSA_With AES 128 GCM_SHA256
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HABRAYIED < &, Expiration of server certificate for Management Interface 77 > — k ¥ Legacy

@ Management Interface Certificate Expiry (MCEP) 75> —LDEmAN M) H—CNFEzT, &
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@ FLWEERAEZ 7y 7O— R Lich &, BETZAREOEMHRTY Z— ~ (FfldL A
=75—=L) MOUTENZETICRKRKIBAHDHD £,
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1. [* Configuration ]>[ Network Settings ]>[ Server Certificates*] % #R L £,
2. [[NEBCAZERAZE (* Internal CA Certificate *) 122> 3> T, IRTOIAETFI M EZERLE T,

ESHZNBELRHDET -——-—- BEGIN CERTIFICATE--—--— LY ————- END CERTIFICATE----- &
ERLED,

Internal CA Certificate

StorageGRID uses an internal Certificate Authority (CA) to secure internal traffic. This certificate does not change if you upload your own cerificates

To export the internal CA certificate, copy all of the certificate text (starting with --———BEGIN CERTIFICATE and ending with END CERTIFICATE-—), and save it as a pem file.

Subject DN: /C=US/ST=California/lL=Sunnyvale/O=NetApp Inc /OU=NetApp StorageGRIDICN=GFT

Certificatey ----- BEGIN CERTIFICATE----- \
| miz ETjCCAzagAwIBAgIJAMIMEF717AKQMARGCSGGSThIDQEBCULAMHCRCZATBENVY |
BAYTALVTMRMWEQYDVQQIEwpDYWxpZm3y bmLhMRIWEAYDVQQHEW] TdWSueXZhbGUx
FDASBENVBAOTCR51dEFWCCB ] bmMuMR swaQYDVOQLEX JOZXRBCHAZUZRvCmE nZUdS
| SUQ=DDAKBgHVBAMTABAQVDAE FudyMDAZMDIyMDE2MDB 2 Fwdz0DAXMT cyMDE2MDBa
MHcxCzATBgNVEBAYTALVTMRMWEQYDVQOT EwpDY¥lix pZmSybm 1 hMRTWEAYDVQQHEWLT
di5ueXZhbGUxFDASBgNVBACTCB5 1dEFycCBIbmMuMR swGQYDVQQL Ex JOZXREcHAS
| U3RvemFnZUdS SUQxDDAKBgNVBAMTABAOVDC CASTWDOY Ko Z ThvcNAQEBBOADEEEP
ADCCAQoCggEBANIULKF8my5 k7 LFX1Kdn3Y220pGF@QLr8+81Fx9RwPBoBakViikb
| @RhOLbZIp8hI+v8FHSI05701baMbNOey jdgVywGx0Z+EgXoUShEYKxSY ]/ wueod
nKKEFzrhRWkTLE@IKdPvEXIYCKNtS5 1P jx2dssDasPoleqaZto4ptiuMugiGeqly
| 5+2CSRImN3kUAHORUZOIMMvYo+PiSKIdP+YUNUMS E3KCCYI5tiNT hz LKBYST200QC
pzfEXncg7ebd/BlkKmZbBibvasrscf+Q17w6z5kTVedQhx1CkRSY ryHFahe Tuigu
A4790hs tcKFEq34lHkrsGatsizBRXm1gQvECAWEARADB3DCE2TAdBENVHO4EFgOU
| fiTcKt210ccoengsx4BDBR5TLEYgakGALUdIWSEOTCENOAUTiTCKt 210ccoenss
¥4BDBR5T LgaheRIMHCXCZATBENVBAYTAIVTHMRMWEQYDVOQIEwpDYWxpZmaybmlh
MRIWEAYDVQOHEwWI TdW5SueXZhbGUxFDASBENVBACTCR51dE Fuc CBIbmMuMR swEQYD
VOQLExJOZXREcHAgU3RvEmF nZUdSSUQxDDAKBENVBANTAGOVITIAMIMBF7i7AKD
| MAWGATUd EwQF MAMBAT BwDQY 1K 0Z Thy cNAQELBQADgg EBANNS Y IQals72U=00Npu
| £7Ka11lilQr+52h9RjFSY3jKu7+5BhoA2PhgmuBplegalqs5a7bE3+7Ye3TwstD11
acb8aB3IuhlxvlpgqSQYDVRSTYt04cKaS swongy+yyxolUBMTZnEDFXGd4i4pr5+xS
/gecXiekopYzfUtKSwgfgjRqUsdFc58d jp+adDgl8F SmOZXGvWYdIgBuyUjwgdKw
i109kaH+{AKcE1R8cgxg/BSRzoAGE4Km18VvH+r]rxu@fﬁNCUEUSKaGt5862f+gG
| I37X9GEzFtgnnhkXvo2BZ/0LyGeYbgiKsadlnFU3VA]K2iVGHHLPAEBQEZx0hYec
aHM=
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ZHEELE I, R, CAIFASZEELF I,

Fafdl CA ' StorageGRID FERRE ZHKIT L 1B 5. PR CASIEAE ZIEE T 2 WENH D
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SNTEERZE . D AT LZELETZ e H/<O0—T—2a>TEERT, oo PRIBREICX T 51RE
THENTVEOH. ExalTFrsbiRbEINET,
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1. BB/ —ROTLBH R X1>% (FQDN) ZEELET,
2. 74 VERB/ —RICOJ1>YLET,
a XNIAYYREANILET, ssh admin@primary Admin Node IP
CREINTWENRT—RFZ AN LFTY Passwords.txt 771 Jlo
C. RODIAXY RZEANL TrootictIDEZF 9, su -
CREINTVWENRT—RFZANLEFT Passwords.txt 771 Jlo

root LTAJA Y92, ZAVT DD SZEHODET s 8T #
3. HLLWBECEBLIHE%#ERA L T StorageGRID #58EL 9,

$ sudo make-certificate --domains wildcard-admin-node-fgdn --type management

° DIFE --domainss TAILRA—RZFERALT. IRTDEE/ —FOREEER X1 VHZRL
£9, Bl: *.ui.storagegrid.example.com 7ML R A—F*ZEALTRLET

adminl.ui.storagegrid.example.com $&L T admin2.ui.storagegrid.example.coms

° 2R --type 7 ! management Grid Manager# & U'Tenant Manager CIER SN ZEHE*RTET
5 TC&DO

° T A ETIE. ERENIEIEAZ OEREAREIZ 1 F£fE (365 H) TY. COHMZIBE SHiIICEEEA
SEBIETIVEDNHDE T, 2EATEEY ——days T 74 bOBEMEAREZ LET T 3518

FERRE OBMEAMIE. TIRED £9 make-certificate ZERITLE T, BEAPIVS
() 7> FhStorageGRID L AILERIY — 2 EEMAENE &5 I LT 2T L, M
ATUWEWE, 9517 MEBEEEE T 3N 50 7.

$ sudo make-certificate --domains *.uil.storagegrid.example.com --type
management --days 365

A BIEAPI IS4 7 2 b TREBNT ) v JARAEN S ENTLE T,
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S. ARV RFYIAN5ATTIRLEY, § exit
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b. I* Configuration * Server Certificates * Management Interface Server Certificate *| %3ERL £7,
7. AE—LENT Uy JitREZFRT 3L SICBEAPIV S A7 b 28R EL £T, BEGIN 4 £ END
T ZZHTLIEE L,
AbL—=27O0FZRELTVET
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Proxy Settings
Storage
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2. Enable Storage Proxy (R hL—27OF>0BME) Fr v IRy I A% &ERLET,

AbL=7OF2RETRICODT 4 —ILRBRTEINETT,

172



Storage Proxy Settings

If you are using platform services or Cloud Storage Pools, you can configure a non-transparent proxy server between Storage Modes and the external 3 endpoinis.
Enable Storage Proxy v
Protocol HTTP SOCKS35
Hostname

Port (optional)

. IEFBERIL—FOF> 07O ERERLET,
4. FTOFH—NDRIAMEZFERIFIPT7RLAEZEAALET,
5. MEICIHL T, 7OF I H—N\ADOEFKICERTIR— b2 ADLET,

FORINICT 7 AL EDR—b 80 ZFERATIHEIE. COTs—ILREZEHDEXXICTEFET,
HTTP M55 80. SOCKS5 Di5&ld 1080 T9H

6. [1R%F (Save) 12OUvILET,

AbL=o7OFOMRESNS. T3V T 2—LY—EXFRIFISUVRIML—OT—ILOFHL
WIVRRAV P ZRELTTAMTEET,

()  TOF L OZEBENEMCRZETICRA 10 HHHELNBD ET,

7. 7OF > —NDOHREXF v LT, StorageGRID h"65DF 5y h 7 x#—LH—EXEEX -2
70y o ENBVWELESICLET,

I’
AL =o7OF 2 EICTRIREDNHBHEIE. *AML—2TFOFSZEBMCTEFIVIRYIIAD
EIRZRL. “REZIVYILET,

&K
"TSY T ALY —EXBORY FT—J LR— k"

LM EFERAL ATz = EIERT S
EEOX>OHKTE
HTTP X 7z IZHTTPS% & L TAutoSupport X wt—S % xEd 3B515. BB/ —R

ETUZHIIYR—bF (AutoSupport) DEICIEHZDER FOFIH—NZRETETE
ER

VEZHD
*RBEDT It AERNBETT,
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* Grid ManagerlCIdHR— SN TWBR TS OHZERELTH A VA1V T23HRERHD XY,

CDRRIIZDWVT
RETETHEEIOF2IF1 DT,

FIE
1 BRERERY hT—IRETOFVRE|ERLE T,

Admin Proxy Settings R—JHRREINE T, T 74N ETIE. UM KN—XZa2—7T I *Storage * 1 H*
BIRTNTWVWET,

2 HARN—DAZa—h5. Admin Z3FIRL £,

Proxy Settings
Storage

Admin
[ BEIOXFCEBMIITR N Fzv IRV IREAIZLET,

Admin Proxy Settings

Ifyou send AutoSupport messages using HTTPS or HTTR you can configure a non-transparent proxy server between Admin Modes and technical support.

Enable Admin Proxy [+

Hostname Myproxy example.com
Port 8080
Username (optional} root
Password (optional) ssesssse

4. 7O0F>H—NDKRIAMZFIFIPT7RLAZAALET,
S. 7OF o —NADEHICERTZHR—rEANLET,
6. MEICIHLT. 7OF>1—HYE/EANLET,

Z7OFIH—NTIA—HFEPFRERIZEIF. COTr—ILFZZEBHOEXICLFT,
7. REIIIGC T, POFSNRT—REAHLET,

TOFSH—NTNRT—RHBRBRZEIF. COTr—ILRZEHDOXFICLET,
8. [R%E (Save) 120V vwoLZEY,

BET7OFXFOHMEEFINZ . BB/ —RETIZAILGR—bOMICTOF O —N\DRETNET,
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()  TOFOZEBEAEMCRZETICRA 10 HHHELNBD ET,

9. 7OF >z \ENICT ZHENDHZHEIE. " BEEBETOF S ZEMICTEZF v IRy I RDBIRE R
L. k720w I LET,

&SR
"AutoSupport X vt — D70 R JJLDIEE"

ST v ORER) S —DER

P—EXRE (QoS) Y—EXRZBLTBDIC. bF T4 v IRERY S —Z1ERL
T, SFEIFLBEIATORY S T—O ST v I Z#NELVEHRTEET, Tho
DRV —IE T T v I DRIBREERICRIEE T,

FS 714w ORBER)S—E = b1/ —RFRBELUVEE/ — RO StorageGRID A— RNZ > HH—E
AEDIVRRAYMIBERAINE T, b7 v IRER)—ZERTBICIE. O— NSOV RR
1Y EERLTESRBELRHD FT,
=LA T a>obRzZz—HIES
BTy IRERID—IZIE RO VT4 TAICEBETZRY NT—O ST v 0 %#NTH1D
MED—BIL—ILHEENTVET,

*NTv bk

" FFVh

cHIRYEN (UFATUREEU IPVAT TRV )

*IVRARAYE (A—RNSHIVRERAUL)
StorageGRID (&, JL—ILOBMICIGL T, RUS—ADIL—ILII—HTEI ST v IZ2BR/LET, KU

P=DIL=INI—TB STy IiE. EDORI D —ICE>TUEBEINE T, #EI. BESNIVT T
1 ZRSIRTDO LT T4 v I =ZRETBI—INERETETET,

PMEIZIHEL T, MONTA—RICETVWTRY S —DFIRZRETCET F T,

* eEE

* KOHIEIRY T b

* ERFFHAE D BEK

* EREEAHEN

* TOBERI EDFIHE

* BRI COFHEHEY Y b
* HAIDERL—k

* ETAAHERDEE
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RUS—ZER LT, 7V —bOFERZHRLICD. RS EOFEEZHRLAZDT

C) E&EJ, fcfZL. StorageGRID TlE. MADR A JOFEBZRAKICHIRT S CIFTETEE
Ao 7T VT —DFFROGRICED . FIRDBWVWRS T v TICNT =YV AHDEFE
T3aEEDBD XY,

27 a1 v UHIR

ES T4V IRERIO—RERLIZHBE. S 74 v IIERELIEIL—ILELIUVHIRD R 1 I L THIER
INET, ENFRIFERS EOFHEFIRDEZS. BEXIF. RELFEL—FTAMI—LAVFEIETI R
éhi?o&mw%RDTH10®E§L#E%TEQUt®\%%ﬁﬁ@fU?—ﬁ?v??%@ﬁ?v
Fyr—DRAT TS, TENUNDITARTOFIRERA TTlE. 751072 FERIFZ 250 S UMEREL., —T
BR)S—HIBEBIBERICHLTIF503 RO—4L I VHEEZELET,

Grid Manager Tld. S 704 v I Fvy—bERRLT. RUS—DEELI LS T v IGHIBRZERAL TV
BLEMERTETET,

SLATD c 571 v IR —DER

FS 70w oRfER)—%2BEFIRELVT—FFRELEHIHERALT. B2, T—2FRE. BLUNT#
—IVRCEAEDOHY—EXLANIILEH (SLA) #EAHATET X,

ST v OREOFHIRIE. O— bA%yﬂ;tuiﬁéni?o@ﬁ@m—ﬁﬂ%yﬂtﬁﬁub574w
IHDEENTUVRIEES. EHRAREIXEE LI-REFIROBHEICAD T,

ROBNE. SLAD I DDEEZTRLTWVWET, ST v I DRI —ZERLT. ESLABDNT +—
RYZABBRZERTETET,

H—EILRNILEE BE T —RIRE INT#—I VR Xk
d—JLR 1PBOXARL—Y 3IF—DILMIL— 25, 000 &R /# $%/ H
HERATEEY L
5 GB/ # (40 Gbps
) DEiiE
JLIN— 250 TBDARL— 23aF—0DILMIL— 10K EXR/# $/ B

CEfERTERY )
1.25 GB/ # (10
Gbps ) D#FEME

JaoyXx 100TB DR L — 2 AE—DILMJL— 5, 000 &K /# ABHfbndIXk+

ZERATE XY )%
1GB/# (8 Gbps
) OIS

b7 1 v O RRERY) S —DIERK

NTy b TR IPY TRy b FREAO-FNSOHIVRRAV I EICRY
FO—O L5740 v 0 %ER L. BBICRLCTHIRTZHBEIE. bZT70 v IR
SR LE T BEICIGL T, FEE. FRERKS. TLREEREEICEIVTR
)Y —DHIRZHRETET X,
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HELHD
* Grid ManageriCIdHR—FENTWBR TS OHZFERELTH A VA VT 23HRELRHD XY,
* Root Access HERNUETT,
*BRETEZIO-RNIUHIVRRAY M ZERL TEKBELRHD T,
*HEITBTT UL 2R L TEKBERDHD X,
FIE
1. [* Configuration J>[ Network Settings ]>[ Traffic Classification]ZZER L £ 9

[Traffic Classification Policies] R—HRIRINE T,

Traffic Classification Policias

Traffic classification policies can be used to identify netwark traffic for metrics repaorting and aptional traffic limiting.

T|- Create | | # Edit || % Remove

Name Description 1D

Mo policies fourd.

2. [fEp (Create) 122Uy I L&ET,

Create Traffic Classification Policy Z 1 7 OJ 7Ry I ADBKRREINE T,
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3.

178

Create Traffic Classification Policy
Policy
Name &

Crescription
Matching Rules

Traffic that matches any rule is included in the policy,

i.+ Create | | # Edit || X Remuove
Type Inverse Match Match Value

Mo matching rules found,

Limits (Optional)

Type Value Units

Mo limits fournd.

F%ET Y] 70—=I)LRIC. RUS—DBEIZASILET,

RIS —ZHATEZELSIC. B OPTVWREIZASTLET,

MEBICIGL T, *BE* T —ILRICRUS—OE ZzEBMLET,

fcezlE. CORS T v oRER)D—RE ODRABCHIRIZNEEHBLET,

R —Il—T3IN—IL% 1 DUEERRLE T,

—HIIL=IEF. COLTTavIRERIS—DEEZRTZII> T4 ToZHHLET, e zxlE.
DRV —ZEFEDTF DRy N T—T T4 v IICEBBET2581E. T MEBERLET, £
feld. CORVD—ZR/EDO—RNSVHIVRRA D EDRY NT—O ST v OICEBRAY 358
I&. [Endpoint] Z3&RL £

a. [¥vF>ZI)L—JL (Matching Rules *) 122> 3> T[*ER (Create*) 122U w2 L

[Create Matching Rule] 1 7OJ 7Ry I AWK RENE T,



Create Matching Rule

Matching Rules

Type @ -~ Choose One - w

Match Value @ Choose type before providing mateh value

Inverse Match @ [

[

b. * 2147 ROV TEIUHE. —BTBIL—ILILEDRBRIVTA T DR TEFIRLET,
C. [matchvalue] 7+ —JLRIZ. BIRLIEI VT4 T4 DEA FICEDVWTEREEEZANILE T,

* Bucket : N7 bEZEANDLET,

* Bucket Regex : —&EDN\T v FRE—HITILOHOICHERAINIERKRRZANILET,
ERRRFEESINTOWEEA. N7y FADOFEICHSD {FvLvbh} Foh—%FERAL.
LHIOKREICS 7oh—%FERLET,

*CIDR : IPv4 473w % CIDRERETASL. BROY TRy hE—HEEFT,

* Endpoint ! BITFOIVRIRAVEDUVRA MBS IVRRA Y M EERLET, k. O—KN
SUBIVRRAVEDR—STEELIEO— RN IV RRAYFTY,

TN BEOTFURDURA DS TFUNERERLET, T MO—EII TOERN
RONTY FOFREHEICEDZE XS, \7TY MODEZT7TIERIE. N7y b Z2FRET 2T
l\t_ﬂbij—o

d. F& L7 Type & LU Match B —E 9 59X TD TRAFFER_EXCEPT _Traffic 859 3555 (3.
*Inverse * FT W IRV IREFAIILET, TENLUNDIZEIF. COFTVvIRYIREFATDE
FICLET,

ezl CORDS—2W\WINHOO—RNSUHIVRRAY R EBFRSIRTOIY RRTI U +
ICEAT R3S BATIO—RNSUHIYRRAY FZIEEL. *Inverse * Z38IRL £7,

@ DL 1 DODBERXY Fry—THBI3EBDOI Y Fv—Z2B8CRII—DIFE. INRT
DUVIITZAMI—HTBIRUS—ZERLBEVELSITEFELTLRE L,

e. @A (Apply) 122Uy oI LET,

JL—=ILAMERL T . [Matching Rules] 7—JJLICRRENE T,
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+ Create || # Edit|| X Remove

Type Inverse Match Match Value
=  Bucket Regex ' controkid+

Displaying 1 matching rule.

Limits (Optional)

+ Cr&at;e_| # Edit X Hemovs

Type Value Units

Mo limits found.

a R —ICHLTER T 2L —ILEIC LEDFIEZREDRL FT,

() A—Me—BT3 5Ty oiE RUS—icE o TEBSNET,
6. HBIIGL T, KU S —ORIBEERLE T

@ FIRZERLABWVGEETH. RUS—II—BIZ2RY NT—O ST v IO RBERTEDS
& S IC StorageGRID THEIZNIEINE T,

a. THIPR) to>3>T MEy 22Uy o LEd,.
BR%E{ER (Create Limit) 44 7OJ Ry I ADBRTREINET,

Create Limit
Limits (Optional)

Tipe & - Choose One — e

Aggregate rate limits in use. Per-request rate
limits are not available. ©

Value @

B
b.* &7 FOyFHEIIHSE RUS—ITBERATBEROE 1 TZRIRLES,

KDY ZBD *in* (& S3 £/l Swift 7 51 7> kH'5 StorageGRID A— RNSVHAD ST T o
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worERL. *out* IFO—RNZUHHSE S3XLIFSWIt VATV MADRZ T v %KL
TWE9d,
- KSTIEE
* RSTEEE Y U b
" FIRFEAE D E3K
" AREIAAEK
* TOERI COFHE
s BERICOFERT U -
* BABODERL—
F ETAAERORE
RUS—ZER LT, 777 —rOFEEZHRLCD . BRI L O®EEZ
C) [BL7=DTE£T, 7=f2L. StorageGRID Tld. MADX A T D igiE% FEFIC

FRIT BRI TEEEA. 7IUT— FOFHRBOHFIRICEKD. FIROBWVHSS
T4V IICNT A=V ANETETIBAEEDRDD T,

HIHEOFPRICDOVWTIE. RESNLFHFIRDZ 1 FICHRH—ET SR 1) > —h StorageGRID (&
STHAINET, ILRIE. I T v I Z2—FRADHICHIRT IR —HH 355, BiF
IBEIRARESNTWBMOR) S —r—BT B LS T0 v ohB->TH, RANAAD ST«
;;mﬁﬂmuabiﬁgsmm%Gmom\%ﬁEﬂm@F&th?w%%&@@%?i%b
" ERERIP7RLR (/32TRY)
* IERERNT Y b
* N7 b DIERKRIR
Tk
*IVRERAT
* IERETZ L CIDR O—3 (/32 Tlid W)
" E—E

CIME* 7a—ILRIC. BIRLIFREDORZA TOHEZAILET,

FIRZEIRT B . BESINIEMUNKRTRINEF T,
d. [@#R (Apply) 122UV ILET,

WRMEE TN, [BFE (Limits) | T—JILICURIMENET,
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+ Create | |;' Edit :| % Remove I

Type Inverse Match Match Value
*  Bucket Regex 4 controlid+

Displaying 1 matching rule.

Limits (Optional)

|4 Create | | # Edit || % Remove |

Type Value Units
= Apggregate Bandwidth Cut 10000600000 Bytes/Second

Displaying 1 limi.

=
e. RUI—IZEMIBLRIEIC. LRROFIEZ#EDRLET,

7= ZIE. SLABEREIC 40Gbps OFIHIEFHIRZERR T 25 1E. GRS N=T7I U r— MNFiFEE &
SHEIEREOFIBEEER L. SHiEiE% 40Gbps ICREL £9,

@ 1BBHTODXHANA MEXTHE Y b I BICERTZICIE. 8EBICLET, 7= zIE.
125 MB/ #& 1. 000 Mbps F7=i& 1 Gbps ICHH L £7,

7. L=ILEHIRDERD T LTI=5. "REE2I2Uv I LET,
RS —HMRIES L. Traffic Classification Policies 77— 7 JLICU A b ENZE 9,

Traffic Classification Policies

Traffic classification policies can be used to identify nebwork fraffic for metrics reporting and opfional fraffic limiling.

L:|- Creale || rd EstI | ® Remove | L,|_| fu'leﬁ'icsi

Name Description 18]
ERP Traffic Control hanage ERP trafiic into the grid cd9afbc7-DEhe-4208-b6f8-TedarT9e2ch74
*  Fabric Fools Monitar Fabric Pools 223h0chb-6968-4646-b32d-7665bddca g4

Displaying 2 traffic classification policies:

S3BLUSWIt YSITY MRS T Y OB ST 1 v UHBRY S — IR > TSN & SICBD &
Lico F5 749 0Fv—hERRLT. RUS—DEELL NS 7 ¢ v VHIREBAL TS C LER
BTEET,

E e E:
"BEDEOEE"
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"XYRT=O STV IX BRIy IDRE"

ST v IRERIS—=RET S

FST74wORER) D —ZRELT. TOBRMIALIEIBE 2EELLLD. KU —0D

IL—=ILHIRZ fERk. fR&E. HIBRL7EDTE XTI,

MERHD
* Grid ManagerlZ I3 R—F TN TWVWBR T SO EFRBLTHA V1V TIRELHBD FT,
* Root Access HERDPHBET T,
Flg
1. [* Configuration ]>[ Network Settings ]>[ Traffic Classification]Z &R L £ 9
[Traffic Classification Policies] R—IHRRIN. BIEDQR) > —H7—TILICV A REINE T,

Traffic Classification Policies

Traffic classification policies can be used to identify network fraffic for metrics reporting and opfional traffic limiting.

|4 Create || # Edit| | % Remove | |,y Metrics |

Name Description 1D
ERP Traffic Contral Manage ERP trafiic into the grid cd9afbc-bBhe-4208-b6fa-Tedar9e2ch74
*  Fabric Pools Monitor Fabric Pools 223b0chb-6968-4646-b32d-7665bddcR94b

Displaving 2 traffic classification policies.

2 RETZRIS—OEBAICHZF T a > RaZVEBEIRLET,
3. [#R&E (Edit) 122U voLET,

Edit Traffic Classification Policy Z 1 7AJ 7Ry 7 AWRREINE T,
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Edit Traffic Classification Policy "Fabric Pools

Policy

Mame €

Description (opfional)

Matching Rules

Traffic that maiches any rule ig included in the policy

Fabric Pools

Maonitor Fabnc Pools

|+ Create || # Edit|| X Remove

Type
LEE o515 72

Limits (Optional)

,_-I- Crﬂate_ . Edil

Type

No limits found.

Inverse Match

Value

"

Match Value
10:10: 1520724

Displaying 1 matching rule.

Umnits

BEICHLC T, =BT 3IL—ILERIRZEMN. fRE. FTTIFHIBRL £

a —HTBIN—ILEISHRZERT B ICIE R Z2T ) v T L. IL—ILOER X ToISHIRDIER D
FIRICREWVWE T,

b. =9 BIL—ILXTIIFIRZRET BICIF. IL—ILFLIFERDOS A REZ V2 FIRL. [T DI
—IWNEIL 3 FRBEIRIEI S a Y THREZ 7 U v o LT IL—ILOERF 72 I3HIBRDIERLD
FIRICREWVWE T,

C. —HITBIN—ILELIIHRZHIFRT BICIE IL—ILERIFFIRDO DA RV ZERL. *HIlRZ 2
Vw2 LET. RIS, [OKZZ w2 LT IL—ILETIFHIRZHIFRT 2 ZMERBL T T,

W= EXLISHIRDIER X ISRBENRR T LIS, "EBRZ7 ) v I LET,
RS —DREDTT LIS, "REFZI Vv ILET,
RUS—ICMAEENMREFEIN. XY bT—O S T0vTF T4 v IR D —ICHE> TR

EINBEIICBDEL e b T4 v IFv—beRRLT RUS—DEELIEST 1 v 7HIRZE
ALTWBZ e zmRTEE Y,



bZ T4y ORRERY S —ZHIRT B
b2 T4 v ORER) S —HARBICHE S TIFEIE. HIRTE XTI,

WNERHD
* Grid ManagerlZ I3 R— TN TWVWBR TSV EFRALTH A V1V TI3BEBELNHD X,
* Root Access 1ERDNRETT,

FE
1. [* Configuration ]>[ Network Settings ]>[ Traffic Classification]Z R L £ 9

[Traffic Classification Policies] R—IHKRRIN. BEEDOR) S —H7—TILICU X FEINET,

Traffic Classification Policies

Traffic classification policies can be used to identify nedwork tfraffic for metrics reporting and opfional traffic limiting.

|+ Create || # Edit || % Remove || Metics |

Name Description 18]
ERP Traffic Conirol Manage ERF fraffic into the grid cd8afbcT-p8be-4208-06f3-TelaT9e2c574
* Fabric Pools Meonitor Fabric Pools 223b0chb-6968-45646-b32d-7665bddc294b

Dizplaying 2 trafiic classification policies.
2. HItg g 2R —DERICHZA T a VR UEFEIRLET,
3. [HIF% (Remove) 1%Z27Uvwo L%,

EHEXA 7O Ry T ADKRRENET,

A Warning

Delete Policy

Are you sure you want to delete the policy "Fabric Pools"?

== ]

4. [OKzoVw o LT, RUS—ZHIRT B ZRELE T,

R —HHIBREINET,

FYRT—=O LT T4y I X NI v IDRR

Traffic Classification Policies R—H'SERARIGER T T T7ZRRITD_E T, *Y T
— IS T4 v RBEHRTEEXT,

BEREHD
* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRELTH A V1 VT I3RELNHBD £,
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* Root Access 1ERDHBRETT,

CDRAZICDWVWT

BEOLS 74 v IRFRI)S—Tld. O—RNSUHH—EXDA M) v IZRRLT RUS—Hxy b
T—U2EDES T4 v I ZEBICERLTVBDES D ZHIITEET, IS TRADT—XIE KU —D
BNV ENESHZHITT B5DICIRIEE T,

ST 4 v IR S —ICHIRARESNTUEWEETH. XMy IBIRESN. J5TICRNS T«
v 7 DERZBEY 5 DICRIIDIBEHRIPRTIINE I,

F&E
1. [* Configuration ]>[ Network Settings ]>[ Traffic Classification]ZZER L £ 9

[Traffic Classification Policies] R—IHRREN. BEORU S —DBTF—TILICU A MEINET,

Traffic Classification Policies

Traffic classification policies can be used to identify nedbwoark fraffic for metrics reporting and opfional traffic limiting.

i_:|- Create || 7 Edit| | % Remove | | Ja Metrics |

Name Description 18]
ERP Traffic Control Manage ERP fraffic into the grid cd8afbcT-p8be-4208-b6f3-Te8a79e2c574
* Fabric Pools Monitor Fabric Pools 22300chb-6968-4646-b32d-7665bddca94h

Displaying 2 trafiic classification policies.

2 iR ERTIBRI—DERMICH B SOA R ZERLET,
S [XRMVIURZIVYILET,

FLWISUF I RUMNBE. Traffic Classification Policy 7 5 7D RRINE T, JDT S 71Tl
BIRLIERVD—I—ITB T vIDX My IRITHRIEINE T,

ZFOMDAR) D —%FIRL TRRT BICIE. *policy * FILZDVZ2FRALET,
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Il 111] I 1
UL AT LT EEEEE

Web R—=JIZIZRDT Z ITHRREINE T,

CO—RNZUHERISTow o 2OT5TF O— NS IV RRAY MEEREZXELT
W3O 547 hOBTEEEINDET—HDRIL—Ty bz, 1BHBODE Y LT 3 2HEOEH
FigeiRf L E 3,

cO—RNSUHDERZETR: ZDTST7ICIF. 1B DORTFEAFERBD 3 nREIDOBENITH
M. BXRZ7 (GET. PUT. HEAD. DELETE) BlICRINZET, CDflld. FTLLERDA
wA—DRIESND EEFHINE T,

° Error Response Rate : CDF S 7ICld. 1 MWHDICITAT Y MIRSINITS—REBHD 359
FOBHFHEN. T5—IEEI—RFICRINEF T,

° Average Request Duration ( Non-Error) : D7 Z7IliF. EREAED 3 DREIOBENIFIEH . EK
“47 (GET. PUT. HEAD. DELETE) BliCmdhZxzd., BEXEMIZ. ERAvZ—HDO—F
NGB H—ERCL > THERNINTERRDSWMED . BERICBEEAXD Y Z14 7> MIRINIE
RTHRTLET,

ATV M AIRDETAAERRE : COE—hIY v FE AT A XICEDOVWTE
IAABERDNTT LIERRTO 3 DEOBEBFI2REL T T, CDIHFE. ESAAERIZ PUT EX

DHEBRLET,
ATV A IRDOFAMDEREE : COE— IV TTIE 7720 b AXITEDVT
FAMDERD T LR TOD 3 DEOBEFIIIREINE T, CDFE. SiaED ZKIX GET

BERDAZEBRLET, -ty TORIZ. BLXDTZTRADATI Y b1 ZDOENNRIEE
ZRLET, 7508 (BPFLRY) FEML—FMEVC EZRL. BEBO®E (L 2IPHRE
) 3EML— BV EZRLET,

4 IFNGET S TICH—VYILZEDbER L. IS5 T7DEEDRDDENRY FT7 v T TRREINET,
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Load Balancer Request Completion Rate ~

(2]
=]
=]

B
(=]
(=]

2020-03-30 21:29:30
=Total: 275
=PUT: 275

Requests per second
=
(=}

4]
2138 21:40 21:42 21:44

= Total == PUT

S. E—bIVAICHh—VIEEDER L. YU TILOBRK, AV MIENSINIA TV MM &
FUOZDHED 1 MWBLODDI VIR 2RI Ry TT7 v THRREINE T,

Write Request Size -

2020-04-01 22:21:00

S £

i: 8 KiB - 32 KiB

6. £L® * Policy * LA T 2 ERALT. BIOR) S —ZFERLET,
BEIRLICRU S —DI S TRRRENE T,

7. £7=1%. *Support *X = a—H65ZTICT7I9EALF T,
a. [* Support*]>[* Tools]>[* Metrics]% &R L £,
b. R—=Z® * Grafana * £~ > 3 > T. * Traffic Classification Policy * Z&RL £,
CR=IJELEDTINAIOHNERIS—%FRLET,

RSO0 vORER)D—IE. EDIDICK>THRAINET, R > —ID (. Traffic Classification
Policies R—ZICU XA MEINET,

8. IS TEAMLT. RUS—B LT v EHRLTVBEEL, RUS—%BET ZRBELNBIDE
SHEHILET.

BB
"CIINLNT AT ERLET"

D> AX M
V> AR 2RI 3. BROT—RE>2—HA bHFETRHEIC. BREN

188
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WEBHD
* Grid ManagerlZ 3 R— TN TWVWBR T SO EFRALTH A V1 VT I3HEBELNHBD £,
* Grid Topology Page ConfigurationtEfE "R E TS,

Fg
1. [REBREP[RY N T7—IREP[V > AR NEERLES,

Link Cost

Updated: 2021-03-20 12:28:41 EDT
Site Names (1-20f2) "4
Site ID Site Name Actions
10 Data Center 1 Y 4
20 Data Center 2 V4
Show 50 v Records Per Page | Refresh |
Link Costs

Link Destination
Link Source 10 20 Actions
v Q

Apply Changes ’

2. [V>OF* I THAREERL, [V22%E*]1IC0~100 DOAX MEZANDLFT,
V2O oREELBEIF. VAR M 2EETETEEA

BEzxvoLILd3ICE. 20V vILET () ER S
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. [EBED#EA NV )y I LET,

AutoSupport ZE&EL TWLWXT

AutoSupport #4REX FH 9 5 . StorageGRID S XA T LDAILZ X vt —CE LUV T
—RZAX =% T O ZAINYR—MIRETETE I, AutoSupport ZERT 3 .
FREDISTE LRRICH D BEEZ KIBICEMBTI T, o PXATLODRML—2Z
—XZEBER/L. FILWLW — RO A FZEMTI3BENHZIDNESHZHIT D7D
XEDITVWET, HEICIEL T 1 DDORIDIEFESLIC AutoSupport X v —2ZXET
BLEDICHETETET,

AutoSupport X vt —JICE EFN3IER
AutoSupport X v EZ—JIZIERD & S RIFBRIEENE T,

* StorageGRID V7 bz 7DN—2 3>

CFARL—=TA VI RTLDN—=2 7Y

* DRATLLRILE LTERALANILOBEMER

CRHDOTI—heTI—L (EREDZTL)

*BET—2%Z8C. IRTOIVY RZRIDREDAT—RR

=R TNy RJ)=RF*ARY MR=JVIZRREINDZ AR MER
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ckbhic. FREBRELTWSRA TV O

* Grid DFRE

*"NMSIT>FT 147+«

CTFUOTATRILM AR > —

s JOevaZyiEsng )y RERT 7oL

*BEIANI VY
AutoSupport ¥$8E S &K UME 4 D AutoSupport 7 3 »iF. StorageGRID D#F[E]1 > X b —LEHIBEMIC T
D HEHDBSBEMITZI DN TETET, AutoSupport HhEICE > TLWAEWSEEIX. Grid

ManagerDashboardic X v —IHRREINE T, DX yE—TICIE. AutoSupport BRER—IAD I >0
HEENTVET,

The AutoSupport feature s disabled. You should enable AutoSupport to allow StorageGRID to send
health and status messages to technical support for proactive monitoring and troubleshooting

Ix] BBZEIRTEET ZIVvILTAYyE—CZFLET. CDOXyvE—TE. AutoSupport HiERD
BREEFTH-OTH, 77U Fvyiantd ) 7EIN3EFTRRSNEL A
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Active IQ ZFHT 3

Active IQ 1&. XY R TV TDA VA F—ILR—IADMEIET B TR EESREZERAT . V7T RR—2
DTIRINT RNAHFTY, iGN a) XI5, FRT7S5— b REEBI3HA04 R BEbESni72
2avIilE > T, MEPRETIHICFHTETX T, CNICED. PXTLOEBEMIPELEL. X T LDH
BErmELEd,

NetApp Support Site® Active IQ &> 2R — R Ei&EEZ AT 2155 1&. AutoSupport ZEBRICT ZHED
HHFT,

"Active 1Q Digital Advisor® K 2 X > "

AutoSupport SXREICT VXL TWET

AutoSupport (&Grid Manager (* Support > Tools > AutoSupport *) ZfEHE L TEHREL X T, I * AutoSupport
I R=TJICIE TREFECER D200 THHD ET,

AutoSupport

The AutoSupport feature enables your StorageGRID system o send periodic and event-driven health and status messages to technical support io allow proactive monitoring
and froubleshooting. SterageGRID AutoSupport also enables the use of Aclive 1Q for prediclive recommendations.

Settings Results

Protocol Details

Protocol & ® HTTRS @ HTTP 1 SMTP
NetApp Support Certificate Validation & Use NetApp support certificate v

AutoSupport Details

Enable Weskly AutoSupport & [«
Enable Event-Triggerad AutoSupport @ |+
Enable AutoSupport on Demand &

Additional AutoSupport Destination

Enable Additional AutoSupport Destination €

“ | Send User-Triggered AutoSupport

AutoSupport Xvt—C%XETSH07ONTIL

AutoSupport X v E—IDEEFICIE. KD 3 D20FORIILOVWTNAZEIRTEXT,

- HTTPS
- HTTP
- SMTP

HTTPS %713 HTTP %M L T AutoSupport X vt —J%XET 3581 BB/ —ReTFIZHILYR—
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SMTP % AutoSupport Xwvt—>0 7O L LTHER T 25EIE. SMTP X— )L —NZHRET IHE
hHOxEd,

AutoSupport &> 3>

AutoSupport Xy —2% 7T Z AN R— MMIXETBICIE. ROF TS 3V =ERICHEAGHOE TERT
TEI.

* *JEBAL* ¢ AutoSupport XwE—J%ZBIC 1 BIBEMICEELF T, 77 4L MERE - Enabled (B

o

ARV ERUAE D ABREIE. FRIFERBIATLARY FHREL - FIZ. AutoSupport
Xyt —JHBFMIGRELE T, T 7 4L MERE © Enabled (B%h) o

* *On Demand * : StorageGRID < X7 Lih' AutoSupport X wt—2 2 BEINICEET S L5 T77=A)L
HR—EDSERTEEFYT, ChUd. BEIT I T TITHEEL TVLWBHRICENTY (HTTPS
AutoSupport X 70 b JLHME) o T 7 4L MERE © Disabled (%) -

* * User-triggered * © AutoSupport X vt —SZ WO THFHTEELF T,

RS
"oy Ty THR— R

AutoSupport X vt—>0 70O~ J)LDIEE
AutoSupport Xwt—DXEICIE. 3207ORIILOVWT O EFERTEET,

MERHD
* Grid ManagerlZ I3 R— TN TWVWBR T SO EFRALTH A V1 VT I3RELNHBD T,
* Root Access #E[R % =13 Other Grid Configuration 1#EEHHET I,

* AutoSupport X wE—OFEBICHTTPS 7O M JJLF/IEHTTPZO DL EFER T 35815, 751
RUBEB/—RADT7IRNTURADE—2y N7V EERBTIH. 7OFH—N=ZFEARAL
TIRELTERBELRHD XY (A NTY RERIFFAETY) o

* HTTPSEZIFHTTP /O F DL OFERRICTOF S —NZERAT 218581, EB/OFSH—NZHRE
LTHELKBELRDBD XY,

* AutoSupport X v =0 7O RI)LE L TSMTPZFERE T 2155 1E. SMTPX—)LH—NZHREL THL
MENHDFT, 77—LDE X—)LBRICIEEIL X =LY —NERE RO XTL) HMERAINE
ER

CDRAZIZDWT
AutoSupport X wEZ—JF, ROWTNHAD ORI EFHL TEETETED,

**HTTPS* ! CHUIT 74 MT. FRA VA M—JLICHRTNBZRETT, HTTPS 70O k JJLIER—
b 443 Z{EA L £9 . AutoSupport On Demand 8= BICT 25EE. HTTPS 7O ML ZFEAHT
BPRRENDHD £,

CHHTTP* : CO7ORINIE. 4102 —2y MEHTT—2%EXEI3FICFOFSH—/N—H HTTPS
ICEB S 2EEINTCREBTERINARVED, ZE2TIEHD FtH A HTTP 7O M JJLIZKR—F 80 %
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* *SMTP * : AutoSupport X vt —% E X—ILTRIETEHAIE. COA T a>azFERLE
9o SMTP% AutoSupport X vt —0 7O MJJLE LTERTY 35813, [Legacy Email SetuplR—
(* Support * Alarms (L i —) * Legacy Email Setup) TSMTPX— /LY —NEZHRETIHELHD £

o

StorageGRID 11.2 KD HID ) 1) — X TlE. SMTP H' AutoSupport X vtz —J|IZEHETES
() ®—o7OrIUTULE, MEON— 3> StorageGRID %1 ¥ X k=L LTV 5A
IF. SMTPAZ7ORJNE L TERSINTVWSAESEDLHD £9,

RELEZORIILIK. TARTDOHEA D AutoSupport X vt —DEEICERAINE T,

FE
1. [R— bk (Support) I>[**Y—JL (* Tools) ]>[ AutoSupport (*) ]

AutoSupport R—IHRRIN. *RE* X THEREINE T,

2. AutoSupport X vt —JOFEICERTZ7OMNILERRLE T,

Settings Results

Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation @ Use NetApp support certificate v
Use NetApp support certificate

AutoSupport Details | Do not verify certificate

Enable Weekly AutoSupport © v
Enable Event-Triggered AutoSupport @

Enable AutoSupport on Demand @

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @

Send User-Triggered AutoSupport

3. Xy b7y FHIR— MEBREORIT ZERL T,

o Ry N7y IHR—NERZEZER (T 74N [ EEAZEDIREEIC K D AutoSupport X vt —3
DEENEF2TICBDET, Xy b7y FHR— NEAEIE. StorageGRID V7 Uz 7 EHIC
FTICAVAR=ILENTUVET,

° Do not verify certificate (FEBBEZEZIRFELAV) | DA T a3 vk, SEEREQO—RHNARENEEL
1B ER Y. AREORIAIZER L AW+ RIEBEENH 2 HEICOAEIRLE T,

4. [fR1F (Save) 1ZFRLF T,

BE. I-FrVA-B BLUVARYFMIA-BEOIRTOXyE—UHFRLTO NIV ZER
LTEESINET,
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AutoSupport On DemandDEXh1t,

AutoSupport On Demand (&, 727 Z ALY 7R— MO REERRICEERICED$EA TWS
HEICIRIIB £ 9, AutoSupport On DemandZBMICT B . T ZAILTHR—bMiZa
—HFONAZHBE LT ICAutoSupport X vt —S DXEEERTEFF T,

HRERHOD
* Grid ManagerlCIdHR— FENTWBR TS OHZERELTH A VA1V T23HRERHD XTI,
* Root Access #E[R % 7= 13 Other Grid Configuration 1#&RHDHET I,
* BEXRAutoSupport X =S BMICL THEKBELRHBD X7,
*EXTORJLZHTTPSICRE L TEKHBELHD £,

CDRAZIZDWVWT

COKBEEBMICT B L. T ZHILYER— kI, StorageGRID & 27 LIZx L TAutoSupport X vt —
ZEEMNICKETSSLOERTEIFET, 77 ZAHIYER— K& AutoSupport On Demand 7 T DR—1) >
JHRLBRETETET,

T ZHILYR— k. AutoSupport On Demand Z BN X /- IFEMICTZ I CIETEEH Ao

F&
1. [¥7R— bk (Support) 1>[*Y—JL (* Tools ) ]>[ AutoSupport (*) ]

AutoSupport R—IHRRIN, *RE* XFTHFIREINFE T,

2. R—=TD T™* Protocol Details *] £2>3>T. THTTPS] ZPFAREVZERLE T,

Settings Results
Protocol Details
Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation € Use NetApp support certificate v
AutoSupport Details
Enable Weekly AutoSupport © v

Enable Event-Triggered AutoSupport ©

Enable AutoSupport on Demand © v

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport
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3. [ XX AutoSupport ZBNICT S | FT v IR IREAVICLET,
4 [F>FT< > KR AutoSupport EBENNCT S | FTw IRV IREFILET,
S. [1®7F (Save) [%ZEZEIRLET,

AutoSupport On Demand IEB#ICHR>THED. 727 ZAILHHR— M AutoSupport On Demand B3R %
StorageGRID ISXfETE £ 95
2R AutoSupport X vt — DERL

77 # )L Tld. StorageGRID ¥ X7 AIFBEIC 1 BIRY b7y FHER—KIC
AutoSupport X v —CZIXET AL DICRESINTULET,

WMEBRHD
* Grid ManagerlZ I3 R— TN TWVWR TS UHEFRALTH A V1V TI3RELNHBD £,
* Root Access #EBR & 7=13 Other Grid Configuration #&fEHDNRET I,

CDRRATICDOWVWT

FEXRAutoSupport Xt —ShREENZ X1 S I MR T 5ICid. T AutoSupport > Results | R—
@ T Weekly AutoSupport 1 @ T Next Scheduled Time *J &L T T L,

Settings Results
Weekly AutoSupport

Next Scheduled Time @ 2021-02-12 00:20:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport X vt —SOBEFEEIEV DO THEMCITZIEHNTEET,

FlE
1. [¥R—bk (Support) J>[*V—JL (*Tools) ]>[ AutoSupport (*) ]

AutoSupport R—IHRRIN. *HWE * X THEREINF T,

2. [f3BAutoSupport EBMICT B | F T v IRy I X EFTICLET,
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Settings Results
Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. [1R7F (Save) 1%&ZBIRLZET,

ARV kYU H—EAutoSupport X vt —JFEMICLET

77 #)L b TIE. StorageGRID X7 LlF. EERT7 73— M PEDOMDEKRLRI AT L
AR EHDEEL L FIZ AutoSupport Xtz —T% 2w b 7w FHR—MMIXETS
FOICRESNTUVET,
BEZHOD

* Grid ManagerlZ I3 R—F SN TWVWR T SO EFRALTH A VA VT IRELHBD FT,

* Root Access MR & 7=13 Other Grid Configuration #E[EHD\NE T,

CDRAZIZDWT
ARY ;MU A—8 AutoSupport X v 2= WD THEMNCTEZEHNTEET,

SRATLLETE X—)L@N%ZEFELELESESIE. 1RV~ M) H—8 AutoSupport X vt —

(D bEMINEFEA. ( ™ Configuration * System Settings * Display Options *] (E&E*> X
FLRERRAT TV aY) BBRLET, RIS, [* 8 (Notification) 1[ TRTEIMEI (
Suppress All ) ] %3&EiR

F&
1. [¥7R— bk (Support) 1>[*Y—JL (* Tools ) ]>[ AutoSupport (*) ]

AutoSupport R—IHRRIN, *RE* X THFEREINZE T,

2. Enable Event-triggered AutoSupport *F w77 Ry I X% F 7ICLE T,
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Settings Results
Protocol Details

Protocol @ ® HTTPS HTTP SMTP
NetApp Support Certificate Validation © Use NetApp support certificate v

AutoSupport Details

Enable Weekly AutoSupport ©

Enable Event-Triggered AutoSupport @

AutoSupport On Demand can only be enabled when the protocol is HTTPS and Weekly AutoSupport is enabled. When you enable AutoSupport on
Demand, technical support can request that your StorageGRID system send AutoSupport messages automatically.

Additional AutoSupport Destination

Enable Additional AutoSupport Destination ©

Send User-Triggered AutoSupport

3. [1R7F (Save) 1%&ZBIRLZET,

FHTDOAutoSupport X vt—JD L) H—

T ZHIIYR—FIZK D StorageGRID Y X T LADBED S TN a—FTo 07 %%
B9 B7HIC. AutoSupport X vt —JDRXREXFHTRIH—TETET,

MNERDHD
* Grid ManagerlCIEHR—FEINTWBR TS OHZFERELTH A VA1V T2HRENHD XY,
* Root Access #E[R % =13 Other Grid Configuration 1#&RHDHET I,

FIE
1. [%AR— (Support) I>[*V—JL (*Tools) ]>[ AutoSupport (*) ]

AutoSupport R—IHRRIN. *RE* XFTHEIREINE T,

2. [ 21— —i28) AutoSupport EE | ZEIRL 7,
StorageGRID (3. 72 = HJLHHR— IZ AutoSupport X vt —J%FKELELSE LET, SRITICHINL
7=%El1E. R (Results) 1270 [ &FfER (RecentResult) ]* 1B [#IEIFIH L 7R/ ( Last

Successful Time ) |*fBEHABHINE T, BN HIHE. TREOER *1 OED MLy ICEHS
1. StorageGRID & AutoSupport X vt — DXEEBHITL FH Ao

@ A—% ~UH—8 AutoSupport X vt —SFFXELEHE. 1 DRICTZOHD
AutoSupport R—CEBH L TRIAOKERICTI/EILET,
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AutoSupport 7 X7 1 %2—> 3 > ZEMLTVWET

AutoSupport ZBEMICT R E ANILZAXYE—J U RT—RAXyEZ—=Ih Ry R Ty
THR—MMIEEFEINE T, TRTOD AutoSupport X v —J1Zxf L T BAIDIEET
Z 1 DEETEEXT,

NERHD
* Grid ManagerlZ I3 R— TN TWVWR TS UHEFRALTH A V1V TI3RENHBD £,
* Root Access #EBR & 7z 13 Other Grid Configuration 1#&fEHDNRET T,

CDRRATICDOWVWT

AutoSupport X v —CDXEICEASNZ 7O M JIILORESRE/ITEEIC DOV TIE. AutoSupport 7O O
JLOIBEFIEZBBL TLETL,

@ SMTP 7Ok JJLEERL T. AutoSupport X vt —CHFBIMORELICEET R EIETS
Ft Ao

"AutoSupport X vt — D70 R JJLDIEE"

FIE
1. [¥7R—b& (Support) I>[*Y—JL (*Tools ) ]>[ AutoSupport (*) ]

AutoSupport R—IHRREIN. *RE* XFTHEREINZE T,
2. [:B/N®D AutoSupport IXEHZBMICT S ] ZFEIRLE T,
IBAND AutoSupport Destination 7« —JL RAARREINE T,
Additional AutoSupport Destination

Enable Additional AutoSupport Destination © v

Hostname @ testbed.netapp.com
Port © 443
Certificate Validation @ Do not verify certificate v

You are not using a TLS certificate to secure the connection to the additional AutoSupport destination

Send User-Triggered AutoSupport

3. IBIND AutoSupport T AT« Z—> 3> —NDOY—NEKIXMZFRIEIIP7RLRZAADLE T,
() emomEkiz 1 SRFANTEET,

4. JBIND AutoSupport T AT« F—> 3 v —NADESICHERTZR—rE2ANILET (T7 A RS
HTTP DI IZH— 80 HTTPS DIBAIEH—  443)
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S. SEFAZDIREE & ¥ B IC AutoSupport X wEZ—J%FKET 3ICIE. [FARAEDIRIE*] ROV XTIV T[H
2L CANYRILEFERTS | ZBIRLET, K. XROWTNHERITLET,

cHREY—ILZEZFEALT. PEM TIYO—RENKEZCABE I 7MILDIRTORB %, FAEF
I—VOIEFTEE TN *CABundle* 74 —JLRICOE—LTHEDFITE T, 2EHINEHLHD
¥9 -—-—--BEGIN CERTIFICATE---- $ & -—--END CERTIFICATE---- Z3ERL F T,

Additional AutoSupport Destination

Enable Additional AutoSupport Destination @ v

Hostname © testbed.netapp.com
Port © 443 =
Certificate Validation @ Use custom CA bundle v
CABundle ©
Browse

c[* BB EBERL. AENSFNTVWDI T 71IILICEHIL. "B *1ZBRLTI71ILET
w7O—RLET, SFEAZEDREEICE D, AutoSupport X v —S DXREERLIITOI N TEE
ER

6. SEFHEDIREE #1719 | AutoSupport X vz —I%IXET 3 CIE. [FERAZEDRREE*] ROy 74T > T
SERRE T RRIEL W X ZEIRL £ 95

COF T avid. sIAZEORIAIZERALLVERDH 355 GRS IC—KNLRELNH 3584 Y)
ICOHBEIRLTLIESE LY

I You are not using a TLS certificate to secure connection to the additional AutoSupport destination. | &
WO Xy E—IHRREINET,

7. [1R7F (Save) | %&EBEIRLZET,
FNLURRICEEFEINSBE. IRV MNIVA-E, EL02—F M) H—8OD AutoSupport X vt —
. TRTEMDEELISEEINT T,
StorageGRID ##H TODE> ') — X AutoSupport X vt — DiXfE

E< 1) — XSANtricity System Manager®AutoSupport X vt —2d. A NL—=UF7 75
17V ADEER— FTiE# < StorageGRID I/ — RO 5T Z ALY R— MIXE
TEEY,

DEBZHD
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* Grid ManageriC I3 R— N TWBWeb T SO EFERLTH T LET,
* Storage Appliance Administratori&[R & 7= |&Root AccessHEFRD N E T T,

@ Grid Manager %z {3 L T SANtricity System Manager (2777t X9 3 (Zl&. SANtricity 7 7 —
L7 870 UENKETT,

CDRRAIICDWT

E > 1) —X AutoSupport X vt —J12IE. A L= N\— R T 7OEMANEEH INTH D, StorageGRID
AT LD B RETNBMMD AutoSupport X vt —J KD HEERNTY,

SANtricity System Manager THH%ATOF O H—NTRLRAEZRELT. VT4 TV ADEBER— h%1E
Pt 9'IC StorageGRID B2/ — RIRHTXRE TN 3 AutoSupport X vt —C%#BERE ICRELE T, COAE
TIX{E I NS AutoSupport X vt —1E. Grid Manager TERE SN TV AREMD H B BHXEE L EEE
OFOFREICEHIVTVET,

Grid ManagerCEI7OF > —N\ZHRET 3HEF. BETOFDOREFIEZESRL TIETL,
"BIETOF S DRE"
CODOFE 1. E 1) —X AutoSupport X vt —HIC StorageGRID 7OF S —N\%ZHRET
Z1=0FHCERLE Y, E)—XAutoSupport DFREBHRDFMICOWVTIE EX)—XD
() FFaxvrEyE—2sELTESL,
"NetApp EZ ) =X AT LD RFa X rEEZ-—"

Flig
1. Grid ManagerT. * Nodes *%Z#IRL £9,

2 B/ —RDOUR DS, BETIANL—SFTSAT7VR/—REERLES,
3. SANtricity System Manager* %3&RL £ 9,

SANTtricity @ System Manager R—LAR—IHRREINE T,
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Technical Support
Chassis serial number: 031517000693
& NetApp My Support ('

, . US/Canada 888.463.8277
Support Resources Diagnostics AutoSupport Other Contacts

AutoSupport operations AutoSupport status: Enabled @

Enable/Disable AutoSupport Features
AutoSupport proactively monitors the health of your storage array and automatically sends support data ("dispatches”) to the

support team.

Configure AutoSupport Delivery Method
Connect to the support team via HTTPS, HTTP or Mail (SMTP) server delivery methods.

Schedule AutoSupport Dispatches
AutoSupport dispatches are sent daily at 03:06 PM UTC and weekly at 07:39 AM UTC on Thursday.

Send AutoSupport Dispatch
Automatically sends the support team a dispatch to troubleshoot system issues without waiting for periodic dispatches.

View AutoSupport Log
The AutoSupport log provides information about status, dispatch history, and errors encountered during delivery of
AutoSupport dispatches.

Enable AutoSupport Maintenance Window
Enable AutoSupport Maintenance window to allow maintenance activities to be performed on the storage array without
generating support cases.

Disable AutoSupport Maintenance Window

Disable AutoSupport Maintenance window to allow the storage array to generate support cases on component failures and
other destructive actions.

3. AutoSupport BLfE5EDRE * ZFIRL £9,

AutoSupport BRfEHEDRER—IHRRENE T,
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10.

204

Configure AutoSupport Delivery Method 4

Select AutoSupport dispatch delivery method...

‘ ® HTTPS ‘
HTTP
Email

HTTPS delivery settings Show destination address

Connect to support team...

Directly @
* via Proxy server @

Host address 0

‘ tunnel-host l

Port number 0
‘ 10225 \

My proxy server requires authentication

via Proxy auto-configuration script (PAC) Q

Test Configuration Cancel

BIEAEL LT [*HTTPS * ) &BRLET.

(D) HTTPS 7O b N EEMICT BEBENEMICA VX F—LTATLET,
TOF S — N~ BRRLET
AF7I$353X K tunnel-host ZAAILF T,

tunnel-host |&. BB/ —RZ#EHL TE> ) —XAutoSupport X vt —J%XET B4ERBT7 KL AT
ER

ANT3aAY >R 10225% 9w ILET,

10225 & 7FXSA TV ADEY ) =X bO—S5h 5AutoSupport Xtz —S%FET
%StorageGRID 7O F > H—/N\DKR— rFESTT,

AutoSupport 7OF S H—N—DI—FT 1 VT EREZTAMTBICIE. * TAMER * Z#RL £,

ELWEEIZ. BEBONF—DXvt— T AutoSupport SREDFERINE LT 1| DRIRINET,



TAMIKB LSS, FROWNF—DRRENE T, StorageGRID @D DNS 5RE & % b T — U ZFER
L. BEXEETHIEIE/ — RHNetApp Support SitelCIEHRTI B 2R L THS. BI3—ETX
FEERTLTLLET L,

M. [R7F (Save) (ZBIRLF T,
HBEDMRTE S 1 ' AutoSupport BRE A ENEBR SNE LI WSHESEXA v E—URRREINET

AutoSupport X v tE—SD RS TIINSa—FTa0 >0

AutoSupport X wt—J DEENKKT B &, StorageGRID > X7 Ll AutoSupport X
wt—DRA TG TRRBMIBEZITVWE Y, AutoSupport X wE2—S DX 7—4&
2 =R T BICIE. H7R— *Y—)L AutoSupport *iER* % & IRL £ 9,

E X—JLiBH%Z S XTLA2ETEILELEBEIE. 1R~ M) A—8 AutoSupport Xwt—2

@ WERINERLLAED £T, ( ™ Configuration * System Settings * Display Options *] (5%
B RATLERERRIA T aY) ZBRLET, RIC. [*@8F (Notification) ][ IART%E
&) (Suppress All) ] &R

AutoSupport Xt —J DEEFICKKT % & AutoSupport R—T D * Results * Z 7|Z T Failed | ¥ FRRE
nxd,
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AutoSupport

The AutoSupport feature enables your StorageGRID system to send periodic and event-driven health and status messages to technical support to
allow proactive monitoring and troubleshooting. StorageGRID AutoSupport also enables the use of Active I1Q for predictive recommendations.

N\

Settings Results
{

Weekly AutoSupport

Next Scheduled Time @ 2020-12-11 23:30:00 EST
Most Recent Result @ Idle (NetApp Support)

Last Successful Time © N/A (NetApp Support)
Event-Triggered AutoSupport

Most Recent Result © N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

User-Triggered AutoSupport

Most Recent Result © Failed (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AutoSupport On Demand

AutoSupport On Demand messages are only sent to NetApp Support.

Most Recent Result @ N/A (NetApp Support)

Last Successful Time © N/A (NetApp Support)

AR AutoSupport X v tZ—DIS—TY
BEEAID AutoSupport X wt—C DXEICKM L T=HE. StorageGRID & X 7 LIFRDIIEZITVWE T,

1. BHOERBMZzEHLTEAITLET,

2. 4 3REFRT 15 [E. 1 BFRE AutoSupport X v —SOBEEERAE T,

3. EEIZ—H 1 HEARE LR BEHOBRBEUZRMICEHRLEFT,

4. AutoSupport X wEZ—TDEEZ. RICAT Y a—IILINELICBEITLED,
5

-NMS H—EZXDFATERVCECHAHERTX Yy E—CDOXENKRBMLIEHE. LU 7 HURICA vt
—IOHKEINIFEIE. AutoSupport DEEIXER TV a2 —IL 2L £ T,

6. 7 AU EX Yy EZ—IHEEINTULRWEEIE. NMS H—EXWERABERREICR > TcRRT
AutoSupport X wEZ—IHEESINE T,
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A—HrUA—BELIFARY M) H—EOD AutoSupport Xy t£—CDIZ—TY
A—HFrIA-BFLIFARY S MUH—ED AutoSupport X vt —J DEFICKE L T2HEE.
StorageGRID & X 7 AlERDABZ TV T

1L BFOIZS—DHEIE. T7—XvE—IUHRAINET, e xid. I—FHELVEX—ILEREEE
EEFICSMTPZO R JILEFEIRLIZBES. ROIS—HRRIINET, AutoSupport messages
cannot be sent using SMTP protocol due to incorrect settings on the E-mail
Server page.

2. Xyt—JoBXEIFEAITINEE A

B NZITS—%EERL £ 9 nms. logo

7O LTSMTPHASEIRENTWVWAESICEEDREE L1583, StorageGRID & X 7 LDEX— /LY
—NHDELLREINTVWER Y, EX=ILT—N\DERITEINTVWERcxEELET (* Support 75—
L (LAH>—) Legacy Email Setup *) o AutoSupport R—ICRD IS —X v tE—IHRRINZIBENH

DEI, AutoSupport messages cannot be sent using SMTP protocol due to incorrect
settings on the E-mail Server page.

EX—IY—NDREAEICOVTIE. Z2BRBLTK LTV ERE Z TV a—T0 T DFIE"

AutoSupport X v tZ—J DI S —DELE

7ORJJLE LT SMTP ANEIRETN TV RIA CTRIENRE L 75 EIE. StorageGRID X7 LD E X—
WY —=NHPELLERESNTVWSR Y. EX—=ILY—NHRTINTVWB I =2 L £ 9, AutoSupport
R=DJIZRDIZT—AyE—IDHRRINDHENHD £9, AutoSupport messages cannot be
sent using SMTP protocol due to incorrect settings on the E-mail Server page.

R
"RSTNSa—T 4 I EERLET

A=Y/ —FDEE

A=Y/ —=RiE T4 RTVARL—CDREBE T —EXZRMHELET, A NL—D
J—RZzEBEITZICIE. &/ —ROFEATRGAR—IEZEHR L. LIWVMEZRTE
L. ARL—=2/—FROREZEALFT,

"X RL—=U/—REIE"

X RL—=UF T ar0ER

ATV IT VAT —RRANL—JDEER"

cRRIMA T T DI O—-NILRE"

*"ZAML—=T )/ —REE"

'RENLERISELEANL—D/—ROEE"

A=/ —=FZi&
AbL=2/—=FiE TP T —REXRT—RZEBELURMLET., &

207


https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/monitor/index.html

StorageGRID X T ALICIE. DHBLCEH 3 DDA ML=/ —RHAUBETY, U1~
DE-H 3155 1F. StorageGRID ¥ X7 LADET A MIH I DDA L—Y/—FR
NRETT,

ZRL=—S/—RilE, FARILEOF TV LY FF—REXRT— R &M, BB, BRIEL. FHMTD
ERABELH—ERETOERERELET, X FL—Y/ — RICEIT 33HEBHIE. * Nodes *_— TR
TEET,

ADCH—E X LIF

Administrative Domain Controller (ADC) H—E X, Vv R/ —REZFOHEEEGZPELEFT, ADC
Y—EXlF. Y1 MIHZBID3I DDA L=/ —RETHRAMENE T,

ADC H—E XlF. —EXDFZAAPCHAMLRED FAROVBRZEIELEX T, H3T )y R/ —RHRDT
Jy R/ —RHOSDERZVEETIHER. DTV YR/ —RICKBNIBZHNELTIH5E. EDT Uy
F/—RIFADC H—ERICT7IVEALTERICRBELI VY R/ —RZBDIF£d, £/-. ADCH—EX
|&StorageGRID RIEDFRE/N> RILOOE— %’:1%%'9"571&5\ IRTOT )y R/ —RIFBEOEREFRE
BRETEEFY, AL—Y/—FROADCIERIZ. Uy FhROZPOR—T (BR—M*J Uy R EMROY)
TRFTEET.

DEEINTAIES KO LB ICX ST 5 7. & ADC H—E Xid. FEE. RENV RIL. &UY
—EZX® MROJICET 218 %Z. StorageGRID ¥ X7 LARADMD ADC H—E X EIHAL £ 95

—fZIC. TRTDIT )R/ —RIFDELEH 1 DDADC Y—EZINDEHREEHIFL. CNUCED. 0w
R/ —RIZBICEFERICTIVEALET, ADCH—ERICEHELIFU Y R/ —Righosd Uy R/ —R
DIEER X v v 21§57, 3 ADCH—EXDFBETETHRVGETHEMOI Uy R/ —REFERL
THIEHIWRETETET, FILWIUY R/ —RHEREEILT 2720ICIE. ADCH—EXZFERT2HE
KHOET,

ADC H—ERFEHZINIEIT VY R/ — RS bAROVBERENRELEX T, CDJ Uy R/ —RIBRIC
& CPU &, FATERT 1 RIAR—Z (AL—=UWHBHE) « Y R—FIhTWEH—EX. &
SFOTVY R/ —RDYAL M IDAEENT T, EFOMOHT—EXIE. bAROZCITUZNLTADC —E
2 AROVIBERZERLE T, ADC H—E X, StorageGRID ¥ X F LN SZELRFIBRTE T
ICRELET,

DDStF—E X & I&

Distributed Data Store (DDS) H—E XA L —2/ —RIZL>THRRX &N, Cassandra T—R2R—
2AEDAVA—T T4 A%RML T, StorageGRID Y X T ALAICKMETNTWER AT TV U FXEZT—RITH
LTNYIISIOVRERERTLET,

ATOTY M

DDS #—E Xid. StorageGRID AT LICEDRAENT-A TP 7 FOEFHEE. P XTLTHR—FTh
TWBRA VR —T AR (S3 £7zld Swift) ZHERALTRDAENA TSV bOEHEEZEL X
ER

FEDRX L —Y/ —R®DNodesR— DObjects X 7'ICId. Total ObjectsDEHRREINE T,
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ST-DC2-5G-5712-1 (Storage Node)

Overview Hardwars Metwaork Storage Objects ILM Events Tasks SANftricity System Manager
1 hour 1 day 1 week 1 month Custom
S3 Ingest and Retrieve @ Swift Ingest and Retrieve @
1.00 Bs 1.00 Bz
07585 075E
No data
0,50 Bs
0.508s
0.25Bs
0.258s
0 Bs
18:00 18:10 18:20 18:30 18:40 18:50 0B
== Ingest rate Retrieve rate 18:00 18:10 18:20 18:30 18:40 18:50

Object Counts

Total Objects 10,860,825
Lost Objects 0 i
53 Buckets and Swift Containers 1943

Queries
Average Latency 4.83 milliseconds
Queries - Successful 607,387 0
Queries - Failed (timed-out) 593 ]
Queries - Failed (consistency level unmet) 2218 2 |

)

BED DDS H—E REEALIEXZF— 2 X b 7ICHT 55 TU OFHRTHE. MLis T 0as
B, HLURA LTI EEFRETER LI TY OBFEERETE £,

JIT)IBEREERL T XAT—R A M7 THD Cassandra DEBEMUZERTETE T, CNFE. PXTFLD
BDIAHEFHAH LDNT =XV RICHELE T, e xid. FEHNABITVDLATUIONEL. 214
77 RDBRERETERE LI T OENZWVESIE. AT —2 XA NT7OEFEREVH. T3 DOMNIEERT
RTHZAREMNHD 9,

BEMOBENRATREB LI T OG5 HZERIZLHTETEI, BEHLANILOBEIR. HED
DDS #—ERXRZER LTI/ T Z2RITLIBRICERARLGX T —X XA 7 OBNFEL TVWSTOHICHRE
L&,

DMIR—C=ERATZE. 7)Y FOREOREDEMBER 2BIFTETE T, 2BRBLTLIETV "ZHDE
17"
M OMRAE & HH

StorageGRID (F. FILKERSNIA TSz DU —RT7I72—5414 FEEMZRIELE T, EEICRKT
L7z PUT JLEBICHE< GET LB TIE. FILLKETAFN T —EEHANB D TE XY, BFo4FTY
TV MDEEE, XEZT—2DFH. BLUVHIBROESHEL ALK, ERESMHETT,
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LDRY—EX &I

Local Distribution Router (LDR) H—EXIEFEA ML —Y/ —FRIZ& > TRX &N, StorageGRID & X
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Object Stores
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Storage Options
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Configuration

Storage Options Overview
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Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB
Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GB
Storage Volume Hard Read-Only Watermark 5GB
Metadata Reserved Space 3,000 GB
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Description Settings
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Storage Options Overview
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Object Segmentation

Description Settings
Segmentation Enabled
Maximum Segment Size 1GB

Storage Watermarks

Description Settings
Storage Volume Read-Write Watermark 30 GB
Storage Volume Soft Read-Only Watermark 10 GEB
Storage Volume Hard Read-Only Watermark 5 GB
Metadata Reserved Space 3,000 GB
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d [ZEHEINTWVWBNRT—RFRZASLET passwords.txt 771 /Lo

rootE LTOTA >33, 7OAVTEHEDEEDLDET 7T 1 4

2. §RTOY—E ZXDIREHD TRunningl F7=IE Verified] THZZ =R L X9, storagegrid-

status

IARTOHF—E D [Running 1 713 T Verified 1 THRWSE(IX. BEZERLTHESHFITLTLES
Lo

3 ARV RISAVICED. *Ctrl*+*C* %=L ZFJ,

4. CIFSRELI—T VT ZEBL XY, config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

add-user-to-share join-domain

modify-group remove-password-server

add-wins—-server

| | |
I | I
I | I
| remove-user-from-share | add-password-server |
I | I
I | I
| | remove-wins-server |

5. Windows 7—2 7 )L —FDRE%#HELF T,

SREIDN T TICERETINTULARIGEIE. ERXvE—HRRINE T, BN T TICRESNTLRIGE
IF. ROFIBICEAE T,
a. AJJ9% V>R set-authentication

b. Windows” —%2 & JL— 7 £ fzIfActive Directory®D -1 > X b —)L%EKHZ FOV T hHRRINIZH.
RDESICANILET, workgroup

c FOY I rHRERENIES. T—0JIN—TDREIZANILET, workgroup name
d 7OV 7RI EINZS. DD TUINetBIOSEZHREL £T. netbios name
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7.

8.
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F7=lE
Enter* ¥ —%#iI_LTEBIE/ —RDKX &% NetBIOS &£ LTEARAL X7,

Z291) T FIC&>T Samba B —N\D'BEB TN, EENERAINET T, COMEBICHD BEMIF 1 DK
WCTo el RELTcD. BEITAT Y FZEBMLET,

a Oy 7 eRRRINI=5. *Enter* ZHL X,
CIFSEREI—TFTa VT4 hRTINET,.
BEBISAT7Y M EBMLES,

a. AJJ93IVY >R add-audit-share

() #EEFsRLERACLTEBRICEMINET.

(o

CTAVTIDRREEINTS. A—FELRBITIN-TZEMLE I user

- TAVTIDREEINTS. BEEI—TYBZANLEY, audit user name

d ZOY 7 rHREEINS. BBEI-HFDONRT—RFZANLET, password

- 7OV T EHREEINS. BROLDICHS—ERILNZAT—RZANLET, password
. 7OV hHRRENIS. *Enter* ZIRL T,

(9]

0]

CIFSEEA—TaUTa4HRRINET,

@ TALINIZANTBRBEREHD EEA. BEET LI MJRIEBERMICERESIN TV
ER

BEOI—Y XTI —THEBEEEADT7 7 AZHFIINTVRESIE. I—YEEML X,
a. AJ19% 07> R add-user-to-share

B REBICESHROSN. UXMIRREINET,

b. 7OV T hHRREINS. BEEIIVRR—MHBEOESZANLET, share number
c FOYTFhHKREFEINIS. A—FFXFZTIL—TZEMLET, user

F72l& group

d ZOY 7 rHRERSINS. BB ELBIIN—TO%EIZANLET. audit user or
audit group

e. 7OV ORI INI=S. *Enter* ZIHL F 9,
CFSEREA—TaVTa4HhRREINET,

f BEEHFIBMT 21— FFTIL—TFZ i, LEBOFIEZEDRLET,
REICHLC T, REZMHRL XTI, validate-config



H—EINF TV I TNTRREINET, ROAXyE-—VIFERLTHIVEEA.

Can't find include file /etc/samba/includes/cifs-interfaces.inc
Can't find include file /etc/samba/includes/cifs-filesystem.inc
Can't find include file /etc/samba/includes/cifs-custom-config.inc
Can't find include file /etc/samba/includes/cifs-shares.inc

rlimit max: increasing rlimit max (1024) to minimum Windows limit

(16384)
a. 7Oy 7 hHhERRENICS. *Enter* ZHLEXT,
BEEVSAT7YIRENRTEINET,

b. 7OV hHRT-EIN 5. *Enter* ZHL £ 7,
CIFSEREA—Ta VT4 HhRREINET,
9. CIFSEEA—T1 VT4 %ML Ed, exit

10. Sambatt—E X% RIAL £9, service smbd start
1. StorageGRID BIENE—H 1 FDIBSIF. ROFIEBICEHF T,

E e

StorageGRID IRIETIDH 1 MMIEIE/ — FAFENTVEIERIF. BEICHLTINSDEEHREZE
ML ET,
a o rDEE/ —RICUE—DSOJ1VLET,
i RDOAYY REANILET. ssh admin@grid node IP
i. (CEEEEINTVWBNRT—FZANLEY passwords.txt 771 Jbo
ii. ’XOAY> REAFL TrootiIDEZX T, su -
V. [CEEBENTVWB/NRT—RZANLET Passwords.txt 771 Lo
b. ALFIEZEOEL T, BMOERE ./ —RCCICEEHEERELET,
C. UE—FEBIE/—FADUE—bDSecure ShellOJ 1 %=L T LET, exit
12 A< R zIh509 7T bLET, exit

Gl e
"I RYITETYIIL—KTE

Active DirectoryDEEEI 17V b ERELTVWET

CODFIE IF. BEEXvE—CDEISH L TH S StorageGRID FRIFERDOEIE/ — R K
RITLEFT,

BERHD
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c ZRAEBELTHEIMENHD £ Passwords.txt root/admin7HTO Y CDINAT—REZSLT 71l
(SAIDNNY T —JRICHED ET) o

* CIFS Active Directory® 1—HZE/NZAT— RHBBRETT,
s HABLTHELMENHD £9 configuration.txt Z71J)L (SAIDNYT—JRICHDET) o

@ CIFS /Samba ZfFA L7=BEEILT Y AR— MIBELEINTH D, StorageGRID DEED ) 1) —
A THIBRINZFETT,

FIIE
1. 7547 VERB/ —RiCOJ1>LEd,
a XNIAYYR%EANILET, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—FZAALEXT Passwords.txt 771 Jlo
CRDAYY RZANL TrootiCYIDEX£T, su -
d ([CERESNTUBNRT—RZANLEY Passwords.txt 771 Lo

root& LTAOJA>T 3. FOYT B SEDLDERT $ 8T ¢ 4

2. IRTOY—E RDIRED Runningl F£7ld MVerifiedl THZZ & ZHBL £, storagegrid-

status

ITARTOY—E XD IRunning 1 F£7id T Verified 1 THWSEIX. BBEZHERL THEEITLTLIES
LYo

3AXYRSAVIZED., *Ctri*+*C* =L T,

4. CIFSRELI—TA VT ZEHLE T, config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

I | I
I | I
| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
I | I

remove-wins-server

5. Active DirectoryDsRsEZ#E L ¥ 9o set-authentication
IFEALCDIRIETIF. BBV A7 b ZEBMNT 28IICERAIZRET DBENHD £9, 6N T TICE

EINTWVBIHEIE. BEX v E—IDNREREINET T, SREED I TICRESN TV BIHEIE. ROFIREIC
EHTT,
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6.

7.

a. 7= )L—FF7=I¥Active DirectoryD 1 > X h—ILEROZ TOV T rHBRRTJIN=B. RDLS
ad

b. 7OV FHRIREINIS. AD RXA>D&HT BBWRKX1>4) ZAHLET,

C. 7OV RHRRERINSESE. RXA>OA,O—SDIP7RLAFHIEIDNS KRR MEZEADLE
ER

d 7OV 7 EHRRTEINEE. BREBRX AV LILLEZASLET,
AXFeERLEI.

€. winbind 4 R— bDBEMLERDZ TOV T EHARREINIS. T*y* ] EABDLET,
Winbind (& AD ' —ND1—HE LV I —TDBERZBRT ZTHICFERINE I,

. 7O rHRRINS. NetBIOSZZANILET,

g ZOYTEHRKRREINS. *Enter* ZHL £,
CIFSSRELI—T1 )T 14 DRREINET,

RXAIZEMLET,
a. CIFSEREI—T 1 U T HEEE L TLWAWESIL. &L FJ. config cifs.rb
b. RXAVIZBMLEY, join-domain

C B/ —RIRERXAVDEHMBAYN=—DEIHTRAITBZELIKRDZTOV T EHRFEINE
Fo COBEB/—RBERAAVIZEMLTVWAWVERIF. RDOKLSICAAALET, no

d ZOY7rHREEINLS, BEBEOI-—HLZIBELF T, administrator username

C C_TC. administrator username &, StorageGRID 1 —% Tld7 <. CIFS Active Directory®d
:L_-U-%_C‘—g_o

e. 7OV 7 hMRIREINTcE. BEEONIT—FZANLE Y, administrator password

&LV administrator password . StorageGRID /XX — K Tld7% <. CIFS Active Directory® 1
_ﬁ%—t‘-\jo

. 7OY7rHRRENIS5. *Enter* ZIL £,
CIFS&RELI—T1 ) Ta4DNRFEINET,

RXANZBMLIEC e 2R L E T,
a RAXAVIZBMLEY, join-domain

b. H—N\HIRERXAVDBENEAYN—DESIDZTAMTBLOIROENI5 RDLSICAAL
ig_o Y

FJoinis OK | EWS Xy tE—IDRREINBIHEIF. FACVICERBICEMLTVE T, TOXY
T—IDRFEINBVERIE. DI —EFEZREL TEACIIBMLTLIEE LY,

c. XAV rHARRFEINIS. *Enter* 2L E T,
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CIFSEEI—Ta T4 hRRINET,

8. BBV TIAT7YrZEBIMLET, add-audit-share
a A—HFLFITIN—-TDEMZROZ 7OV T EHRRERINIES. ROLIICANILEFT, user
b. EEI—HROANZRDZ IOV T MARRENS. BEEI-FRZANILET,
c. OV I hHRREINIS. *Enter* ZHL 7,

CIFS&RELI—Ta ) Ta4DNRTEINET,

9. BBOI—F £ N —THEBEREANOT7 VLR ZFHFATNTVBIFEIF. I—HEZEBMLET,

add-user-to-share
BWRHEBICESNRSN. UXMIRRINET,

a BBEIVAR—MEFEOHZANLET,
b. A—HF/IZTIL—TDEMERDZ OV T DRI INTES. RDELSICAAILEFT, group

EEIIN-TRDANERDENET,

C BEIVIN-THeRDBZTOAVT IHRREINIS. BEEI-FIIN—TOLFIZANLET,
d ZOY7rHRRENTS. *Enter* ZHL F T,

CIFSREA—T1 VT4 RREINET,
e BEBEHFICEMTAA—HFFELIFFTIL—FIZ. COFIEZZEDERLET,
10. BEICIGL T, REZHIELEFJ, validate-config

P—EXDRF v ITNTRRINET, RDXyvE—JFEBRL THEFVEE A
cAVII—RITFAIDREDOND FHA /etc/samba/includes/cifs-interfaces.inc
cAVIIN—RITFAIUDROND FHA /etc/samba/includes/cifs-filesystem.inc
oA VIIN—=RIT7AILDEDOND FHA /etc/samba/includes/cifs-interfaces.inc
cAYII—RITFAIDREOND FEA /etc/samba/includes/cifs-custom-config.inc
oA VIIN—=RIT7AILHEDODND FHA /etc/samba/includes/cifs-shares.inc
° RLIMIT_max : rlimit_max (1024 ) % Windows O&/)HIPR (16384 ) (CZIEXT

@ [ security=ads | & T password server | /NT X—RIKEFFICIEELBRWVWTLLEETWL (
Samba . I HIELLDC ZEEMICHEHLETY) o

. 7OV DRSNS, *Enter* 2L TEEBEISAT7 Y FOEREERTLED,
i 7O BRI EINI=5. *Enter* ZHL X,
CIFSEREI—Ta VT4 hRRINET,

M. CIFSEREL—T a4V T14%=FHALET, exit
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12. StorageGRID IRIBHNE—H 1 FDBEIE. ROFIEICEAF T,

F7lE

StorageGRID IRIFETHOH 1 MMIBE ./ — RHAFENTVBRBEIE. BEBEICILLTINSDEEREZE

BICLET,
a o rOEE/ —RICUE—bDBOJ1VLET,
LROATY RZAALET. ssh admin@grid node IP
i. ICEBHINTVWENRT—RZAALET Passwords.txt 771 )b,
ii. XOAT> REAFIL TrootiCIDEZXFT, su -
V. (CEEEINTUVWBNRT—RZANLET Passwords.txt 771 Lo
b. BICFIEZ#EDRL T, B/ —FIUICEERBEZRELEF T,
C. B/ —RADE—bDSecure ShellOJ 1 > EKRT LET, exit
18 a9 R0 7T R LET, exit
BB
"I TETYTIL—FTB"

CIFSEEEHRBADIA—H E/IETIIL—TDIEM

DIL,\DJ-.EK%JLI:I (G *LT L\é CIFS E:EE:/I:EEL_:— -U- iﬁ-‘!iﬁ}lf 70% t”]—t = 353_0

BERHD

cHZHAELTHELMELNHD £ Passwords. txtroot/admin7 AT FDINZAT—RZELT 71l
(SA'D/\ /'7-—/|7\]‘u%0 i-g-) o

s ZHABLTHELLMENHD £9 configuration.txt Z71J)L (SAIDNNYT—JRICHDET) o

CDRRTIZDOWVWT
RDFE (F. AD FREEERE SN TV IR EBEEHREATY,

@ CIFS/Samba ZfHH L/BEEITJ XHR— MIELEINTED. StorageGRID DEED ) 1) —
ATHIBRINZFETT,

Flig
1. 7547 VER/ —ricOd1>LES,
a XNIAYYREANILET, ssh admin@primary Admin Node TP
CREINTVWENRT—RFZANLFT Passwords.txt 771 Lo
C DAYV REASIL TrootitIDEX £, su -
CREINTULWEINRT—RFZANLEFT Passwords.txt 771 Jlo

root& LTAJ A>3, FOVT D SEDLDERT T @ #
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10.
1.

246

TARTOY—EZXDIREND T Running 1 £7:13 T Verified | THBI =R LET, AHNTBIATUR

storagegrid-status

IRTOY—E XN TRunning 1 F7zld T Verified | THRWESIE. MEZBRAL THSFITLTLL RS
(A

ORYESAVICRD. *Crl*+*C*=z#L FT,

CIFSRELI—T+1 U T+ =B L T, config cifs.rb

add-audit-share set-authentication validate-config
help

exit

enable-disable-share set-netbios—-name

| | |
I | I
| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | |

remove-wins-server

A—HXFTIL—TDEMZRIIBL XY, add-user-to-share

3

RERADEEEBICESMRSN. UXMIRREINET,

K

N

Oy 7 bhKs

=
4

nrcs. BEHE (audit-export) DFESEASILET. audit share number

DEBEHENDT7 IR 21— FLBETIL—FICHTTB3HESHDOERZRO5NF T,

S

(

Oy 7 ehKRRINS. A—FFIETIN—TEEMLET, user £7Id group

OV EHRREINZS. COAD BEEHEOI—HEIFTIL—T2%ZANLET,
HB—NDARL—F 4 VI RAFLE CIFSH—ERXOWMAT. A—HFFTIL—THHRAMODERE
LTEBEHEBICEMENE T, SambaZEN)O—REN, I—HFLEBEITIN—THEEI AT
HEIZTIOEXTERESICHEDET,

7OV ERRERINT-5. *Enter* L E T,

CIFSEEI—Ta T4 hRRINET,

BEEHBICEMTZA—HFEIIN—TILIC. LRROFIEZEDELF T,
MBI T, REZMWIELEX T, validate-config

BP—EINF TV I TNTRREINET, ROAXyE—VBERLTHIVEEA.

° include 7 7 -1 JL letc/sambalinclude/cifs-interfaces.in "R 2H'D £tH A
° include 7 7 - )L /etc/sambalinclude/cifs-filesystem.in BAEDH'D £ A



° include 7 7 -1 JL /etc/sambalinclude/cifs-custom-config.in B"Eoh'D £HA
° include 7 7 - JL /etc/sambalinclude/cifs-shares.in MR DH'D FHA
L 7Oy 7 RHARREINIS. *Enter* ZILTEEI 17V FOREZRTLET,
i. 7O RIS NIZS. *Enter* 2L £ 9,
12. CIFS®REA—T4 VT ZBALE T, exit
18. ROWRICSIEC T BIOBEEHEZBNICT 2HBELNH I ESHZHIMLET,
° StorageGRID BRIBEHNE—H 1 ~FDHEIE. ROFIBICEAF T,

° StorageGRID IRIETHID T 1 MIBE/ —RAZENTVBRFEIF. BEIIGCTINSDEERE
EEMLET,

LA FOBE/ —RICUE— LSO IVLET,
A XRODIAYYRZASILET, ssh admin@grid node IP
B. ICREBMENTWVWB/NRT—RZANLEY Passwords.txt 771/l
C. kDAY REANL TrootiTIDEZX £9o su -
D. (CEBEETNTUVWBNRT—RZAALEXT Passwords.txt 771 /Lo
i. ACFIBZEOIRL T, BE/ —RFIUICEERGERELE T,
iii. 1)E—RFEE/—RFADE—FDSecure ShellOJ 1 >%Z#TLFT, exit
4. a9 Rz 7T R LET, exit

CIFSEBHEN 5D1—H 7135 L —TO¥IKR
BEBEHBICT IV AARLBGRERO AT EIIFTIL—TZHRTEEIFTEFEA

MBRHOD
c HTHEBELTHMENHD £ Passwords.txt root 7 AT CDNZAT—REZSL T 71J)L (SAID/N
wir—JRICHDET) o

cHZAEBELTELBENHD £ configuration.txt Z71JL (SAID/NYIT—JRICHD FT) o

CDRRAIICDWT

CIFS / Samba Z{FRA L -BEIT Y AR— MIBELEINTHD. StorageGRID DESED ) 1) —XTHIBRIN
3FETT,

Flig
1. 754<VERB/ —RICOJ1>LET,
a XNIAYYRZEANILET, ssh admin@primary Admin Node TP
b. [CEBEINTWBINRT—RZASALET Passwords.txt 771 J)o
C.RNDIAY Y REANL TrootiCIDEZX £, su -
d ICREEINTVWBENZRT—REANILEFT Passwords.txt 771 Lo

root& LTAJA>3E. FAOYT B SEDLDET $ 8T 4
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2. CIFSREA—T+ )T ZEBL XY, config cifs.rb

set-authentication validate-config
help

exit

| add—-audit-share | |
| enable-disable-share | set-netbios-name

| add-user-to-share | join-domain |
| remove-user-from-share | add-password-server |
| modify-group | remove-password-server |
| | add-wins-server |
| | |

remove-wins-server

. A—HFRBII—TDHIFRZRIIRL £J. remove-user-from-share

BIE/ — FTHEATREAEERBICESHIRSON. YR MIRTINE Y, BEEHAFICIF T audit-export
1 VS IRIUAFIFENTVET,

4 BEEHBEDOHESZANLET, audit share number

S. A—HFRLRBIN—TDHIFZERDZTOV T HRRRINIS. RDOESICATILET user £l
group
EREHBOI-FEBIIL-TICESHRSN. VX MIRTEINE T,

6. HIFR 921 —HFIFTIN—TICHIET 2E FZANLET. number

BEEHENEHEIN. 2T ELBIIN—TRBEERBICTIEITELLADE Y, f:

Enabled shares
1. audit-export
Select the share to change: 1
Remove user or group? [User/group]: User
Valid users for this share
1. audituser
2. newaudituser
Select the user to remove: 1

Removed user "audituser" from share "audit-export".
Press return to continue.

7. CIFSREA—T1)T1ZBAL &Y, exit

8. StorageGRID IRIETHODY 1 MBI/ — RAFENTVRIHEEIE. BEIZIGLTEY 1 FTEERE%E
mCLE,
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Ka

9. J/EMNTT LS. FEAX VR TIILHASEOT7IRLET, exit
REE B TR
"I NI TETYIITL—RTB"
CIFSEEEHEDI—HRZELIIITIN—TREZTETS

CIFSEEEHBDIA—HXIFTIN—T0&RI%ZZEETBICIE. FTLLWI—F XTI
—7HEBMLTHASEVWI—HELIZTIL—TZHIRLE T,

CDRRAIICDWT

CIFS/Samba ZFH L/EEIT I XR— MIELEINTED. StorageGRID DSED ) 1) —XTHIBRSI 1
3FETTY,

FlE
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FiE
1. Support > Tools > Grid Topology *##iRL £ 9
2. 7—h47/—KR*ARC*Z—4"w MEFEIRLET,
3. * Configuration * > * Main * Z3&RL £ 9

Overview Alarms Reports | Configuration '||

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 20150824 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Mame name

Region Virginia or Pacific Northwest (us-east-1) ;|
Endpoint hitps:/10.10.10.123:8082 T Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key ssases

Storage Class Standard (Default) LI

Apply Changes .

4 Z—lry b R4 7ROy FAT>1) X ~H5 * Cloud Tiering - Simple Storage Service (S3) * Z#EIRL
9,

()  s—ryrarTEBRYZET, BRRERERTE Ft A,

S. 7—=HAT/—RH5R2—7 v bOAEBD SBRIGT —HATA L= AT LANOERUMERT 37
SURDOERY (S3) 7AVY b ZRELE T,
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CDR=TZDTA—ILRDIFLALIIDDDRTVHD T, FAZHBEL LEEA. AT FGANRKE
7;74_”/ I“\_C‘j_o

° *Region * : *Use AWS * BN EIRENTVBIFRICOMERTETE T, \NTry bDU—23 > EFEL
)= a3 EERTBIVENDHD Y,

° * Endpoint * $ & T * Use AWS * : Amazon Web Services (AWS) DiF&EIE. [*UseAWS* | %
BRLET, *ITVRRADEICIE NTy FBEHE) -2 3 VEBHRICEDWTI VY RRI Uk
URL A EBIMICANENE T, 4 :

https://bucket.region.amazonaws.com

AWS LIANDZ =Ty RDIFZEIF. R—rESZEH. NTY rERIANLTWESXTLOD URL %
ABDLET, Al :
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2. T7—H47/—RKRARCZ—4 vk Z&RLET,
3. * Configuration * > * Main * ZER L £ 9%

Overview Alarms Reports | Configuration \I

Wain Alarms

Configuration: ARC (98-127) - Target

Updated: 20150824 15:48:22 PDT

Target Type Cloud Tiering - Simple Storage Service (53) LI

Cloud Tiering ($3) Account

Bucket Name name

Region Virginia or Pacific Morthwest {us-east-1) ~]
Endpoint https:if10.10.10.123:8082 M Use AWS
Endpoint Authentication r

Access Key ABCD123EFG45AB

Secret Access Key LTI

Storage Class Standard (Default) LI

Apply Changes .
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AbL=C05R%2EETRE HILWATO I T —RIEFHLLWA L =20 S X TRIAESNE T,
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260



*BEDT VL AERPHBETY,
CT=AAT )= RBRESNTVIHEDHD FT,
CDERTICDOWVT
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Configuration: ARC (98-127) - ARC
Updsted: 2015-09-24 17:18:28 FOT
ARC State | online LI
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Apply Changes .
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5 Configuration: ARC (98-127) - Store

Updated: 2015-08-22 17:54:42 PDT

Reset Store Failure Count r

Apply Changes .
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KEDFXETY,
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1. Support > Tools > Grid Topology *%# 2R L £ 9
—hA47/—RFRARC Z—7v k] ZFEIRLZXT,
3. * Configuration * > * Main * Z3#ER L £ 95

2.
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Overview Alarms

| Configuration |"|

Kain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-09-28 09:55:38 PDT

Target Type Tivoli Storage Manager (TSM) |
Tivali Storage Manager State Online LI
Target (TSM) Account

Server IP or Hostname 10.10.10.123

Server Port 1500

MNode Name ARC-USER

User Name arc-user

Password [ ITTT ]

Management Class
Mumber of Sessions
Maximum Retrieve Sessions

Maximum Store Sessions

sg-mgmiclass
2
1
1

Apply Changes *
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TREH R XA VRAEIRELET, T4 LD IP 7 RL XX 127.0.0.1 TY,

° *Server Port * . ARC H—E ZDEFHLD TSM I RILTz7H—NEDOR—FEERIEELX T,
F74J)LkIE 1500 T9,
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TIAIFDOBIEBYSAEZIELE T,
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5Dk OBMEy a>z=RBICERLET.
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MAXNUMMP OF 7 #JL MMEIZ 1 TY) o
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BUBEICEETANENRHD XT, TSM H—/V_ED MAXSESSIONS OF 7 # )L MMElE 25 TT,

° * Maximum Retrieve Sessions * : ARC H—E Xh\FAH LAIERIC TSM S RILD = 75—/ L
THCZENTEZ LY I VORABEZIRELE T, FACDEE. BYRMEIX T2y a -
ATy avORAEI T 1207—7 RSATEHBLTRA ML —J LB EITSHE
H35eF Ly arvBIELWMEZIEELET

° * Maximum Store Sessions * : ARC 4 —E XD 7—H+1 TIEBREICTSM S RILT 77—/ L
TR ZEDTEZREBEY Y a vYORAEEIEELE T,

CDfEIE. RO —HATAML =P XTFLDN—HFT, SiAH LOADTREBIBESZRI. 112
BETIBDENHDET, IXNTOEYy>a>zHmidH LICERT3ICIE. COEZ 0ICKREL X
ER
1 [ BEQHEB VUV ILET,
TSMI RO T7EY>avYBAOT7—H17/—FOREL
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LT, SNEDRSATDS551 DX ML—JICEBIRCHTEED,
Flig

1. Support > Tools > Grid Topology *%# 3R L £ 9

2. T7—h47/—RKRARCHZ—4vw bk Z&RLET,

3. * Configuration * > * Main * Z3ZR L £ 95

4. Maximum Retrieve Sessions * % Number of Sessions * £ BICICZEL £,

Overview Alarms Reports | Configuration '||I

Wain Alarms

Configuration: ARC (DC1-ARC1-98-165) - Target

Updated: 2015-05-28 09:58:28 POT

Target Type Tivoli Storage Manager (TSM) LI
Tivoli Storage Manager State Online ~|
Target (TSM) Account

Semver IP or Hostname 10.10.10.123

Server Port 1500

Mode Name ARC-USER

User Mame arc-user

Password seaase

Management Class sg-mgmtclass

Mumber of Sessions 2

Maximum Retrieve Sessions 2

Maximum Store Sessions 1

Apply Changes b

5. [ZEDEM 2w LET,
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TSMOD 7 —AA TIREEAD > ZDHRE
T—hA4T/—RFHBATSM I RILDT7H—NIZEGELTWBIGBEIE. 7—hH1T7 ./ —
ROT—AATRNTOREEAVSAVEIEATSAVICKRETETXT, £hee 7
— AT ) —ROYIEREEFICT —AA TR T7E2ERICLI=D. BEETZT7S5—LHA
ICEBHfENTUVWBRIS—H =)Ly rLTEDTBRCHTEFET,
RERHD
* Grid ManagerlZ I3 R— TN TWVWR TS U EFRALTH A V1 VT I3HEBELNHD £,
*REDT U AERNUETT,
Flig
1. Support > Tools > Grid Topology *##iRL £ 9
2. *7—HhH+47/—K ARC Store *] #ERL XTI,
3. * Configuration * > * Main * Z3&RL £ 9,

Overview Alarms Reports | Configuration H'l

Main Alarms

B Configuration: ARC (DC1-ARC1-98-165) - Store

Updated: 2015-08-29 17:10:12 PDT

Store State | Online -
Archive Store Disabled on Startup r
Reset Store Failure Count -

Apply Changes .

4 BREICIECTROREEZZELE T,
° Store State : AVHR—X Y FOREZXROWVWITNMERELE T,

*Online : 7—AAT/—RR ATz T—RENEBLTT—HAT AL =D T LICHE
MTEEI,

* Offine : 7—HAAT/—R@ATZPTI T —RZBLTT—AATRA L= XT LICHE
MTEEEA

° Archive Store Disabled on Startup : I3, P—AAT A7 AVR—3 2 MMIBIEEED
AEDEFERDOEFICEDET, 42— Y DT —hAT XL =2 AT LAADBINE BRI ERD
ICTB3HBRICERLET. RDT—HAHAT AL =S RTF ATV TV ZZITANS NG VG
BICERTT,

° Reset Store Failure Count : A N T7EEDHT ALYy rLET, COREXFEALT. ARVF
( Stores Failure) 75 —L%ZJV)7TEFd,

5. [ZEDEM 2w LET,
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"TSMY—NOBREN LRISELIZZBEDT7—HA T/ —ROERE"
TSMY—NDBREN ERISGELBED T —H1 T/ — ROESE
TSM H—NNIZIE. BEXNRD TSM T —EZR—XFIET—HATATFT4TIAL =D
DARED LRIGAEDWVWTWARIBEICT—HA T/ —RIBITI3FEELAHD FHA. 7
—Hh14T7/—FRiE. TSMH—=N\DHFLWLWI>TFOVDRIFTANZEILELI=HEHE|E
T TSM Y —NICERX TR A TP T —2EZIFTANTTH. TSM H—N\HEIE
TAIXATATICCODAVTIUOVEEZEZTIALZCIETEF A, 77—LHMNIA—CHN
¥, CORRZEEETBICIE. TSMHB—NE27O7 07«1 JICERLET,
NERHD

* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRALTH A V1 VT I3RELNHBD £,

c BEDT Ut XIERHDBRETT,

CDRATIZDWVT
ARCH—EZHWSTSMY—NIZET SOV T UYDRETNHEWVWE SICT BICIFE. *ARC * Store * > R—=%
DhEFTSAVICLET, COFIE X TSM B —NADX T F O RITERTETRVWESICT I —LTER
LBEWEEICHRIBEET,
FIE

1. Support > Tools > Grid Topology *%# 2R L £ 9

2. ™7—hH47/—FK ARC Store *] #&ERL £,

3. * Configuration * > * Main * Z3#R L £ 95

Overview Alanms Reports l Configuration '1.1

Main Adarms

5_ Configuration: ARC (DC1-ARC1-98-165) - Store

Uipdabed: 2015-D5-07 1238:07 POT

Store Stats ]ﬂlﬁhne :-l
Archive Store Disabled on Startup O
Reset Store Fadure Count -

Apply Changes *

4. TStore State] # 1] ICEEL XY offlines
5. T Archive Store Disabled on Startup * | Z&RL £7,
6. [EEDEAR N2V vILET,
TSMZ RILD T PHBREORFRIGELIHEICT—HA 7/ — RZzHiABRDERICETE

K=y FDTSM I R T7H—NHBEDORAISELIZE. HAHLDAZR
TIB3ELDIET7—HAAT/—RZRBEILTETET,
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BEZHD

* Grid Managerl I3 R—rENTWVWR T SO EFRALTH A V1V TI3HELHBD £,

*REDT It AERNBETT,

FiE
. Support > Tools > Grid Topology *% &R L £,

—_

2. T7=hHA47/—KFRARCER—7v ] ZFRLFET,

3. * Configuration * > * Main * Z:#RL £ 9,

4. Maximum Retrieve Sessions # Number of Sessions ICTRENTWBARFLZY > a VR EBILHICEEL

9
5. BAA N7y aVEEOICEELET,

@ T=HhAT /- FHHRARDEBERADIZE. BRI STy a3 V#Zz 0 ICEETBIHEIR
HDFEFEA, ATV I VIFMEREINTEA

6. [EEDER N ZV Vv I LET,

T—=HAAT /) —FOHRAHLBEZEHILTVEYT

T—=HAAT /) —RFOHmAELREZIT>T REZAF VSV EIF TS VICEE

LD, BETZT7I—LTERFINTVWBRIIS—Hz Ly LD TEET,

VEZHD

* Grid Managerl I3 R— TN TWVWR T SO EFERALTH A V1 VT I3BEBELNHD X,

*REDT It AERNBETT,

Flig
1. Support > Tools > Grid Topology *% &R L £ 9
2 7—hA47 /) —R*ARC*FiAHH L* 2 EIRL £,
3. * Configuration * > * Main * ZER L £ 9

Overview Alarms Reports i Configuration |

Main Alarms

B_ Configuration: ARC (DC1-ARC1-98-165) - Retrieve

Updaied: 20150807 122448 POT

Retreve Stale iOnrma
Reset Request Failure Count O
Resat Verification Fallure Count []

4 BEIBCTROREZEELF T,

Apty Changes I

269



° *Retrieve State * | AVR—R Y FOREEZXRODWVWINMIEKRELE T,

*Online : VYR /=R T7—HATATATTNAADSA TSI T —REFAHRIT
NTEET,

* Offine : JUY R/ —RRATZxI bT—REHAHAETEDNTETEFE Ao

° Reset Request Failures Count : I3 BRIS—DAVYENR)Ey bEnFEzT, CORE
#{EALT. ARRF (RequestFailures) 75 —L%Z2)7TEEY,

° Reset Verification Failure Count : A I3 E. HiAHLIEA Tz M T —R2OKRIATS—DAD
ARy hEINET, COFREEFEALT. ARRV ( Verification Failures) 75 —L%Z 2 1) 7T
TEJ,

S. [EBDEA N V)V I LET,
T—=HAAT/—ROLFVTr—2a eRELTVET

T—hAT/—ROLTV =23 B EZT>C AN YRELKUVTIMNDT Y
ROLTUr—S a> @i LD, BET575—LTBHSN TS TS — %
Ly bLTEDTEERT,
KBLHD
* Grid ManagerlZ I3 R— TN TWVWR TS UHEFRELTH A V1 VT I3RELNHBD £,
*BEDT VL AERIHBETY,
=2}
1. Support > Tools > Grid Topology *%# 3R L £ 9
2. T* F7—=hAT/—R_*>*ARC*>*LFUsr—>a> ] Z#ERLEFT,
3. * Configuration * > * Main * &R L £ 9,

Overview Alarms Reports Configuration |

Main Alarms

‘;"‘;’. Configuration: ARC (DC1-ARC1-98-165) - Replication

Updabed: 2015-05-07 12:21:53 POT

Resst Inbound Replication Fallure Couiil ]

Reset Outbound Replication Faillure Count
p

Inbound Replication

Disable Inbound Replication ]

Outbound Replication

Disable Outhound Replication 5 |

Apﬂlvﬂhn-nnu*
4 BREICIGLCTROBREZZEELE T,
° * Reset Inbound Replication Failure Count* : 4> N\NO Y RL )= 3T 5—DhHO V%)t
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w TR EEIERLE T, COREZMFEAL T RIRF (Inbound Replications - - Failed ) 7 <
—LEVIVFTTEEY,

° Reset Outbound Replication Failure Count : 7O CNTU > RL V5= 3 VI 5—0OHI VA%
ey b I3BEISERLET, ChEFEAT S L. RORF ( Outbound Replications - - Failed ) 7
S—LEVITTEET,

A YNTYREREENCTE AT FURAFLREFIBEDOTASDOD—RELTANT Y RER
ZHEMICTIHEICERLE T, BEOERAPIFFTOXXRICLEFT,

AVNTDYRLTIN =23 058N TRE. ARCH—EZIDSA TSI N T—2%EHAHLT
StorageGRID ¥ X 7 LADFDIZBFANL TV — b $23 ZCIETEEITH. O X T LADHIDIFZFRH
SBZDOARCH—ERICATS I LTV T— 3 8IFTEFEHA. ARC H—E X ILFHAE

DERATY,

CHTIORNTURLTVT—=2 3 DEME* [ AT FYRE LT A MAFIEO—RELTTY
ENDYRLTU =23y (HTTPHEAEHLBAOIYTYVEREZGT) Z2EMICT 3HEIE. O
DFTVIRYIRAEERLET, BEDERRIZATTDOERXICLET,

FOMNODYRLTIVG—2 a3 BN TRE. COARCH—ERICAT OV bF—2%Z2E—
LTILMIL=ILICRES CIETEETH . ARCH—EZRDSA TSI T —R2%EFHAHAHLT
StorageGRID ¥ X 7 LADFDIZBAAINIE—FTZ EIETEFH Ao ARCH—ERIFEZTAHAERT
ER

5 [ZEOBEA N2V UvILET,

T—hA47T ) —FHOHDARXLT 7—LDFRE

ARQL EM Y ARRLEMDODHRRLT S—LEZREITINELRHDFT, CNS5OEMN

& 7—HAAT /) —RDBT7—HATR L= RTF LD AT T —2%5H

HIBOEREEWREEHRLE T,

*ARQL : FHFa1—F, T— A1 TR L —ULRAF LN SEAELBICTF 1 —ICBBINA TS T
b —2 DT (v o0Of) .

*ARRL : EFHYY O IR ML ATV 7—HAT /) —RKWRT7—HATRA ML= RTFLDSATO Y
FF—2EEAHETDICRBATEENE (X1 200) .

NSDOBEOHREIX. T—HA TR L= AT LOERESSLVERAEICE>TELRDEFT, (*
ARC * > * Retrieve * > * Overview * > *Main * ICEBIL X T) o EXRDRXA LTI MIERESNITER. BS
BERICEATE 2y a VHIIESICREEZZITE T,

MRENTT LIS, 7—HAA4T/—RICELZA TP T —2DGAHLEERL T, BEDHGEAH LEH
BLUF2—DORTZHEIELET. RS, EBLEEFRENERELIBEICK)A—EN3. ARQL &
ARRL DAR R LT 5 —LZERLFT,

BEEIER

"N a—Ta I EERLET"

Tivoli Storage Manager% &9 3

Z CTld. 7—H+1 7 /—R%Tivoli Storage Manager (TSM) % —/N\BEEaT3EON
ANTZ0 T4 22y b7y FBRICOVWT, TSMP—NDEREICEEERIFT T —
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DI a>TIE. TSMORRA NS FT 4 AL TTSM H—N\%= %59 3 F/E

ZEeE L EX 9

KOFIETIE. OFOERICDOWTEHEL 7,

*TSMHY—NETTA4RIXAML—=UF =), BELUOT—TFRA L =TI (BRERIGE) #E&BLE
Eh

c T—hAT /) — RO oREINET—XAICTSM BB S XA ZFEHTIRXA VRIS —2FEHZL. £
DRXA VR —%ERTZLSIC/ —RE2FRLET

NESDFIEIEHL T TEETHD. TSMORFaAXY MIARADLIHDTH. IRNTOERISEL LA

FIEN IR TEHEINTLBIDITTOHD FHA. RIRICEEOFIEIZ. FHLEBEHZEEL. TSMH—N
DIRTORF2XYMIEEBELTWVWS TSM BEIREICHER T 2HENHD £7,

TSMF— 7R L=V T =L EF AV RAML—ST—LEEET S

T—hA4T /) —RIFTARAIA ML= = IILICEZTAAE T, AT VYR T—FIC
T—hAT7F3ICIE. A>TV T—TIAML—=UF=IILIZBEITBEDICT1 XY
A== EZRETIHELNHD XY,

CDRATICDOWVWT

180 TSM H—/NIZR L. Tivoli Storage Manager T7— AL =S F—ILET A RV A ML= =)L
ZERTIMVEDNDBDE T, T4 RV T—IWNEEELIED. T4 RIRV a—LZERLTT 1 R T—ILIC
BIDYTEY, TSMY—NTT A RIDAHDA L —C%FEATRHE. T— T T—ILIEREHD £ A,

FT—=TRAML ==L EERT BHEIIC. TSM B —NTUWLK DHhDOFIEEZRT LTHELBERHDEFT, (
T—=TSA4TSVRERL. T—TSA4TSVICRSATEDHBL D1 XERLET, Y—N\HhB507
SUANDNREY—=NDERSATADODNZAEEEL. RSATOTNA RIS RA2EEZLEY) o TNH5
DFIEOFMIZ. Y1 RDODN—RITT7HEREA ML —CBHICE>TERDET, SFMICDOLTIE. TSM
DRFaAXYEBRBLTLIESTL,

UFIS, COTOLRDFIEZTRLET . U1 bOBHFIFBADBRHICI > TRRZZCISERL TS
Wo BREDHMELVFIRICOVTIE. TSMORFa XY bZEBRLTIIEEL,

@ LT R%EERTIBICIF. BEEEREZFERALTY—/NICOJF > L. dsmadmec Y —
IWEERITZHNELRHD XTI,

FIE
1. 7=731473V=ERLET,

define library tapelibrary libtype=scsi

C _ T tapelibrary ldT7—FZ4 77 DEREDAFIT. OETY libtype T—F 4T VDRA
TICE > TEBBRHZEDHD X7,
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2 H—N\DBT—=TSATTIVADNAEEHZLE T,

define path servername tapelibrary srctype=server desttype=library device=lib-
devicename

° servername [ ETSMY—/N\DEEITY
° tapelibraryld. BELIET—TS1 TS UDARTY
° lib-devicename &« T—TFSA TS VDTNARAEATY
3 SATSVDRSATHEELET,
define drive tapelibrary drivename
° drivename |&. RZ4 JICIBET B%HEITY
° tapelibraryld. EBELIET—T51 TS UDARTY
N=—RIITT7BRICE>TIE. BMORSATZRET D ECHREICRDIGZFEHD FT. (zk
A N DDT—=TFSATSIUDSDAND 2 DHB T 74 NF ¥ RILAA YFIZ TSM B —/\H'E
BMEINTWVWBIHEIE. ANSCICRSATZ2EERZLET) o
4 H—N\HIBEBELIERSATADNRAEEEZLE T,

define path servername drivename srctype=server desttype=drive
library=tapelibrary device=drive-dname

° drive-dname l&d. R4 TDTNARELTYT

° tapelibrary|d. BEBELIET—FSA4TZ)DEFTY

TFT—=SATSURBICERLIERSATZEIC. lOEFERAL TCZOFIEZEDRLET
drivename & drive-dname #207)w I LE9,

S. RSATDTNARIVSRZERLET,

define devclass DeviceClassName devtype=lto library=tapelibrary
format=tapetype

° DeviceClassName |« T/NARXT T ADHEITY
° ltold. H—NICEHREINTWVWBE RS TDRA1TTY
° tapelibraryld. BELIET—FSA4TZ)DEFTY
° tapetype & T—TDRATTY, =& XX, ultrium3 TG
6. SATSVDA IR MIIZT—TRY 2a—L%ZEBMLET,
checkin libvolume tapelibrary

tapelibrary 3. BEBLIET—FS14 7S DARITY,

1. FS3ARVT—=TFRAL =T =L 2B L E T,
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define stgpool SGWSTapePool DeviceClassName description=description
collocate=filespace maxscratch=XX

o

SGWSTapePool (&7 —hA T/ —RDT—TA L= F—=IILO&RI T, T—TAML—=TF =)L
I2IE (TSM B —N\HEE T 2mBRATA > TETZVWNIE) EREOAFIZEIRTEEXT,

DeviceClassName ld. T—TS5A TS VUDTNA RIS RETT,

description A ML= —)LOBE T, ZFEAL TTISMY—NICRRTEEX T query
stgpool ARV RZERITLEITERIE' 7—HAT - /—RBDT—7F XL =2« F=)LRRY
T3
collocate=rfilespace . TSMUY—N\DRIL T 7ML ZAR—=ZADA T I b E1DDT—TIIE
FAOCMEBELNHZZIBELE T,
XX NERDWVWTNH T,
TS ATSVRDEDT—TDER (F—hAT/—REFNRZIATZVZERLTVWRE5EE
) o
* StorageGRID Y XA T LRBICEIDHTESNTVWET—TO (F—FS1 TS UHHBETNhTWVS
BE) o

8. TSMH—NT. T4 RIVZAML =T =)L 2B LE T, TSMT—NOEEIVY—ILT. CANLEZE

+

define stgpool SGWSDiskPool disk description=description
maxsize=maximum file size nextstgpool=SGWSTapePool highmig=percent high
lowmig=percent low

o

o

o

o

o

o

SGWSDiskPool W& 7 —HA T/ —RDT4 AV T—ILD&BI TS TARIARL—=F—)LICIE (
TSM A EE T 3HMEIRAITA>TIT 20N EEOLEIZEIRTE T,

description AL —F—)LOEE T, ZERAL TTISMY—NICRRTE XY query
stgpool ARV RZERITLEITERIE' T7—HAT « /—RBODTA4 X7 « ARL—=T « =LA
ETY

maximum file size TA ATV T—ILICF v v adNBdDTIEEL. TOFAIEDBREVAT
PV ET—TICEREZIAAFT T, ZRET D EHEL XTI maximum file size Z10 GB
ICRELET,

nextstgpool=SGWSTapePool &« TA AV AL =T =) E2T7—hA47/—FBICEELET
— AL ==L EEENITE T,

percent high T4 AV T—ILODRBDT—FTT—IADOBITZHIRT 2EZHRELE T, ZRET
BLEWRLET percent high ZOICERET D L. T—EHTCICBITINET

percent lowT— 7« 7= /LA\DBITZFLTEEZRELT T, ZREI D CZHELEY
percent low ZO0ICRREL T, T4 RV T=NLZI VT LET,

9 TSMH—NT. 1D2ULEDT 1 RIR) a—LZERLTT 1 A7 FT—ILICBIDETET,

define volume SGWSDiskPool volume name formatsize=size

o

o

o
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SGWSDiskPool &7 4 AV F—IJL&TY,

volume name 37K 2 —LDZTL/NXTY (Bl: /var/local/arc/stage6.dsm) Z7T— JICEx
KTBERL LT TSMY—NETT 1 RIT—ILORBEETAHET,

sizeld. T4 RAIAR) a—LDH—14X (MBEfI) T,



e zE. 7—7R) 2a—LDBEN 200GB DIFE. T4 A7 F—=ILDA>TYT12DT7—7
EHEWMIBDESBT o RIAR) a—L% 1 BIERT 3ICIE. size DfE% 200000 |CREL £

7= L. TSM Y —N\DT o4 R TFT—ILHDZR) a—LICEZFTADZENTERH. WX
DT A RAIR) a—LEZEBIERT2ANLVGEEDHDET, fce ZIET—TH 1 XH 250GB Di5
4. 10GB (10000) DT« RUKRY 2—L% 25 @IERRL £,

TSM Y =N, T4 RIR) a—LAICTA LI MIJARDAR—IAEZHFICEIDHTET, DM
. BT FTICEEADIDZZEABHD FT (200GB DF 1 X UK 2a—LDIFEIT 3 RFREULE) -

FXAVRDS—DEERE /— ROEE

T—=HAAT /=R oRESNLT—FAICTSM BIEV S XZERT B R X1 2R
V—ZERL. EORAA VRIS —%EATELSIC/ —F2BRIDIVENHD X
ERS

Tivoli Storage Manager (TSM) T7—HAA 7/ —RDUZ47 > N7 — ROERHYTIN

@ 28 T—HhAT/—ROTOCRATXEV ) —IONWRET I8N HDET, 7T—H17D
J=RDIZAT7 AR NZAT— FOBRMING VLS ICTSM H—NZHREL TL
2E0,

T—HAT/—ReLTERTE/—RZTSMH—NICEETD (FRIEEEFED ./ —R2EHTS) BE
lF. FDO/ —RHBETAANIBICERTEEAV IV M RA Y NOBEIBETZ2HNELNHDEFT, TDHIC
I¥. REGISTER NODE ¥ > RTMAXNUMMP NS X—A%IEELF T, BHE. YUY hR1 > LD
. 7—HA4T/—RICEIDETENTWAT—T RS TDAY REEEIL TS, TSM H—/1\D
MAXNUMMP (C3ERES 28k, 7—Hh1 7/ — KD *ARC * > * Target * > * Configuration * > * Main * > *
Maximum Store Sessions * [CERESNTEULTHIMNELRHD FT RAFIA Ty a>BIT7T—h17
J—RTHR—=—FINABVD, EIF0 FIE1ICRESNET,

TSM H—/NAIZERTE L 7= MAXSESSIONS DMEICE 2Ty IRTDIZA T NT IV r—2 3 >R TSM H
—NICRHLTHCZEDTEZRAEY 3 VHHHIEHEINE T, TSM THEE T % MAXSESSIONS DfE
&, 7—7h+1 7/ —F®D Grid Manager T * ARC * > * Target * > * Configuration * > * Main * > * Sessions * (Z
BESNTWREULETHZIBENRHDFT, 7—HAT7T/—FiF. RATIYTVERAVFZEIZT DD
Ty ared (52K OEMtEy>a>EREHICERLFT,
T—hA47T/—FRICBEIDHETSNTWVWABTSM/ —Rid. BRRZLRXA VRS —%ZFERLET tsm-
domaine o tsm-domain RXA Y « RUI—|FIBERXAY « RUS—DEEN—23>THD'T—FIC
EFACELSITEBRTN T —H T LD StorageGRID S RTLDA ML= « T—JLICRRESINTVWET
(SGWSDiskPool) o

@ RXAVRY S —ZERELUVT I T 1 70T 3ICIE. BEEERBZERALTTSM B —NIC
074> L. dsmadmc YV —ILZzERATIHENHD T,

XA RIS —=fRLTT 71 TILLET

T—NAT /= RFHoXEBEEINT—FZ2RETDLIICTSM U—NEZRET BIC
iF. RAAVRUS—Z B LTT I T« T T 2HEDNHBD XTI,

FIE
T RXAYR)S—Z L E T,
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copy domain standard tsm-domain
2. BIFOBEI S REFEALAEVEEIE. ROVWThHAZEAAILEFT,
define policyset tsm-domain standard
define mgmtclass tsm-domain standard default
default . BABDT 74 bOEEI SR TT,
3B BYIBRAML—F—LICOAE—TIL—TZERLET. (11712) ROELSICAALEFT,

define copygroup tsm-domain standard default type=archive
destination=SGWSDiskPool retinit=event retmin=0 retver=0

default g, 7—HAA T/ —RDT 7L FDEEYI S XTI, OfE retinit. retmin LY
‘retver 7—HA 7/ — R TCIREFEAIN TV RIEEFEERIMTIESIERTNTVET

BELHEWVWTLIET W retinit 87 | retinit=create. X retinit=create R¥F
AR M EFERALTTISMY—N\DS AV TFOVYDHIBRENZ =D, 7—HhA4 T/ —KHh5
AT YBEBRENGZVELSICLET,

4 BEBISRZT I MIBIDHETET,
assign defmgmtclass tsm-domain standard default
SHLWRUS—ty b7 T4 TICRELE T,
activate policyset tsm-domain standard
activate AV RZEASLIZE FICKRTRINS [ no backup copy group | BEIFERL T T L,

6. FHLWRUS—ty b Z2FRATS/—FZ2 TSMF—NICEBERLEFT, TSM B —/NT. KOLSIC (117
1) ABLES

register node arc-user arc-password passexp=0 domain=tsm-domain
MAXNUMMP=number-of-sessions

aarc-user ¢ arc-password (&, 7—HA T/ —RTE&ELIZFATV N/ —RBENRAT—RTY,
fes MAXNUMMP OfElE. 7—hA1 7/ —ROIE Y >3 VBICFHINTWSET—TRS1T O
ICRREINE T,

(D TI7AIWETIE /—FZBRITD . BEI-FIDHI 172 FRBEEDHERTIER
TN, NRAT—FHEREINE T,

StorageGRID "D F— 4 DFE1T

HEZX5(1C StorageGRID > X7 LZEA LAH 5. FEKIC StorageGRID & X 7 LICK
EDT—XZBITTETET,
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RDEU 3> TIE. StorageGRID ¥ R T LANDKED T —EBITICDOWVWT. TOBE LFHEAEZ A
LET. T—EBITO—MHBRAA RTIERL., BITZRITITZ-ODOFMEFIBLREHINTLWEEA,
DEII>DHA RV EFIEICE>T. HEEHEZHBETIC StorageGRID & X 7 LICT—RZ 33K
BICHBIT L. BITL =T —42 D' StorageGRID > X T LICK > THEYNMBEINZ L SICLTLREETL,

* "StorageGRID ¥ X T LD B=DHEE"

*"BITT—ARDILMAR D & —DRE"

* "BITHIBICRIFT RE"

C"F—RBTDRT T a—ILERE"

T ERBITOER"

* "BITT7 T —LBDOH R LB OER"

StorageGRID > X 7 LOB = DFEER

StorageGRID Y AT LICKEDT— X ZHB1TT 3HIIC. FTRINZIR) 2 —LZNIET
X374 AUVABED StorageGRID AT LICHB e =B LE T,

StorageGRID Y AT LIZT7—HA T/ —RHRAEEFNTVWT, BTI2A TP/ b0OAE—%2Z2771 VR
fL—2 (7—TRE) ICREFETIHESIE. 7T—HhA4T7/—RDAML—JICFEINZIBITEICHICT ST
DRBELNHZD xR LET,

REFHMED—IRE LT, BITEFELTWEA TSz DT —27O7 71 IV EHEREL. REBRT 1 XIVA
EZ5tE L E T, StorageGRID Y RTLDT 1 AVREDNEERICET Z5FMIC DL TIE. StorageGRID D&
BERSTINDa—TFT1 VI DFIEEZBRLTLEIV,

RhE R
"WIINLNT AT ERLET"

"Z kL= — ROEE"
BITT—2DILMAR Y > —DRE

StorageGRID ¥ X7 LD ILM R > —ld. fEEIN2 IE—DE L ZDIERE. BLTV
FRIFHEZARAELE T MRS —E, TSI ETAIINRI VT TEHE &

SFU—EDHEICHTc>TA TPV T — 2 2BRB I3 HEZELT-—ED ILM /L
— L THERINE T,

BITT—2DEAFEE LV EZDOEHICE > T, BEEBICERTS ILMIIL—ILEIFRID. BITT—4HIC
EEDIMIIL—IZERIBZENTEEY, It xiF. BENGT—2BEREBITHRDOT —HICELD
REIBGNERAINZIHE. BRS3IL—RFROI L —JICERZBOBITT—2OIE—DUEE LS AHE
MLHBD EI,

BITT—RCHEEB TRESNZ A IOV T —2Z2—RICRATE 3581 BITT—RICOHBERAE
NBNL—IZRETETE I,

WINHDDXET— &M 2EBLTT -0 T2HERICHNTET 255813, COXRGZEALTRITT
—RIDHFBERATND M IL—ILZERTET X I,
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ILM R S—HAELLIEBESNTLARWVWE, BEICED ) ANURERT—XBEIFEET S
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REEER
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BEENRELTT—EIRDONBVEL SIS, COBEDFIEICH > TT—2BITZEEICERTZIHELNDHD £
ER
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SUFAH LERDEEZZITZA6MDHD £9, BITIE. ER OZOMOERLOMEICHED £7,
fcezid. A=/ —ROBEDN LRISGADVER TLWRHEIE. —EIDAAICE > THFENICKSE
BREBEIIND L. ANL—2 /) —RPGRAFBRDEREHRAESUEOETREDBYIDEDD. FDUIE
HMHERINE T,

BREOBVRELNFCIHEE. ATV T —REXRT—ROREBARYEZREFRT 37=0DIC
StorageGRID ¥ R T LDKRITTIHEDH 2 T XX FHMWBENF 2 —ICBF->TVWEFT,

#4179 StorageGRID ¥ X T LZBZED DOMRNIER T 37DICIE. ZEDHA RSA VIR > TT—&
BITZEHEICBEETI2VRELNHDET, T—ROBITICHT=>TII. 7TV F2EHRO/NYFTRDAD

M FRIEDAAEZBICHABLET, €DK T, StorageGRID XX TLZEREHRL. TEITELE
MEIEBXELSICLET,

FT—RBITDORTT 21— ILETE

FELEBRERIET—XZBITLAVWTLLREETV, T—20BTIE. YHVBEKRE
. YRTLOFEARMEVKEFEICOARBL T L,

TIOTAETaRVEREICIE. TEBRITT—EBIT2RTTa—ILLBVWTLREW, el 797+«
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