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Storage usage @ Total objects
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I B e
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2GB 576,806
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View the instructions for Tenant
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