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Dashboard

1 Buckets Platform services Groups User

View buckets endpoints View groups View users

View endpoints

Storage usage @ Total objects
6.5TB of 7.2 TB used 0.7 TB (10.1%) remaining
C N B R
objects
Bucket name Space used Number of objects
Bucket-15 969.2 GB 913,425
® Bucket-04 937.2GB 576,806
® Bucket13 815.2 GB 957,389 Tenant details
@ Bucket-06 812.5GB 193,843 o— i ReBias
Bucket-10 A73.5GB 583,245 o 4955 5096 9804 4285 4354
' Bucket-03 403.2GB 981,226
® Bucket-07 362.5GB 420,726
View the instructions for Tenant
@ Bucket-05 294.4 GB 785,190 = Manager.
@ 38 other buckets 147TB 3,007,036 Go to documentation (2
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DC1-5G1000-ADM (Admin Node)

Overview Hardware Metwork

Load Balancer Request Traffic @
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Service Load ¢ vs Time
2010-07-19 140502 PDT to 2010-07-18 15:30:02 FOT
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DC1-51 (Storage Node)

Overview Hardware Network Storage Objects ILM
1 hour 1 day 1 week
CPU Utilization @
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== |Itilization (%)

Events Tasks

1 month Custom

Memory Usage @
100.00%
75.00%

50.00%

25.00%

%

13:50 14:00 1410 14:20 14:30

w= Used (%)

B MEBIZHUL T, 35 7ICh—VILEZEbEZ L BEOBSICH T3 @RENARTINE T,

Memaory Usage 2]

14:40

100.00% S
2020-05-20 14:08:00
75.00% = ged (%) 44.70%
- Used: 11.30 GB
S0.00% = Cached: 6.55GB
= Buffers: 14256 MB
25.00% o B 7.28 GB
= Total Memory: 25.28 GB
0%
1350 1400 1410 14:20 1430 14445

= {I5ed (%)

4 BEICHLT. BEDBUPERDI S T72RRIBIELHTEFT, /—KR=IJDT—TILT. I3
727400V LEIT EIE nZET7 )Y ILET,

®

A=) = ROA TP I MNET T 2774 A0%Z0 Vv I LETWMZ2I)vIT5
& BRIMBEICHEITEIAET—RIT)DFEHLA TV IDHRTEINET,
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Queries

#

ek

14.43 milliseconds il
19,786 =

Queries - Failed (timad-out) 0

Average Latency

Queries - Successful

@ E

Queries - Failed (consistency level unmet) 0



! Reports (Charts): DDS (DC1-S1) - Data Store

- OIMDD HHEMMSS
Attribute: Average Uuery Latency o hd Verfical Scaling: || Stari Dale: (2020/05/20 14:57-46
Quick Query: | Last Hour v | | Update | Raw Data: End Date: ?2020!{}5125} 15:57:46

Average Query Latency (Micros) vs Time
2020-05-20 14:57:46 MDT to 2020-05-20 15:57:46 MDT
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Object Counts
Total Objects 1
Lost Objects 1 o

53 Buckets and Swift Containers 1



1 hour 1 day 1 week 1 month Custom

F. Y
From: | 2020-10-01 2 | 45 PM | PDT
L L
Eal e
To: | 2020-10-01 03 |:[ %6 PM | PDT m
v v

Lost Object Detected &

=k
on

0.3

12:45 1230 1235 13:00 1305 13:10

== Total

2

5. /= RR=JIZRTFINBVEMDY ZT7ZKRRT BICIE. * Support > Tools > Grid Topology *%#EiR L
9,

6. grid node>*component % 7z1& SERVICE*>* Overview > Main * Z#RL £ 9,



I Overview l\ Alarms Reports Configuration

Wain

L
l_" Overview: SSM (DC1-ADM1) - Resources

Updated: 2018-05-07 18:29.52 MDT

Computational Resources

Semace Restarts: 1 ﬂ
Senvice Runtime: 6 days

Senjice Uptime: 6 days

Service CPU Seconds: 10666 s _
Semice Load 0266 % i |
Memory

Installed Memory 838 GB k-
Available Memory 23 GB i k]
Processors

Processor Number Vendor Type Cache
1 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
2 Genuinelntel Intel(R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
3 Genuinelntel Intel(R) Xeon(R} CPU E5-2630 0 @ 2.30GHz 15 MiB
4 Genuinelntel Intel(R) Xeon{R) CPU E5-2630 0 @ 2.30GHz 15 MiB
5 Genuinelntel Intel(R}) Xeon(R) CPU E5-2630 0 @ 2 30GHz 15 MiB
6 Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
T Genuinelntel Intel{R) Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB
g Genuinelntel Intel(R} Xeon(R) CPU E5-2630 0 @ 2.30GHz 15 MiB

1. 3774 %0 Vy o LEFITMZI )V ILET,

FRIFEHHIC * Reports * > * Charts * R—JICEDD F T, DT F7ICIF. @E 1 HEOBMHDT—
AR RINET,

J 2T DERK

T35 BET—RMENT 71 hILBHEATRRIEINET, T—FE>F2—Ho
fe Uy R/ —R, OAVAR—R2 b, FRIEY—ERIZDVWTOLAR—ZEKTE
x99,
MHERDHD
* Grid ManagerlCIEHR—FEINTWBR TS OHZFERELTH A VA1V T23HRENHD X,
cREDT U RERNUNETT,

Flig
1. Support > Tools > Grid Topology *# 2R L £ 9
2. grid node>*component % 7=|& SERVICE*>* Reports > Charts * &R L £ 9,
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3 [*EBHE* (*Attribute*) ROV IR IVURMDSLER—LITIBEZBIRLE T,

A YEEEONSRBT BICIE. [EERT—1) V45 * (Vertical Scaling*) | FTwIhRy I ADER%E
RERLF 9,

S. TLMEETEERTIBICIE. "ET -2 *FIv IRy IRZFUICT D MIRUTOHEZ &K
3HTET (N—tY MEELTLR—FENLEBURY) AOZITIICE. *ET—F*FTv IRy D
ADERZHRLE T,

6. [*Quick Query] RO 7RI > « UXRMHS. LAR—MTZEEERIRLE T,
ARARLOITIV AT 3 zFRL T FHEOHMZERLE T,
T I7DNRRINZETICO LEEADDD £, HEARVBSIFESICEIDIDZCHHDFT,

L [ARZLIT) | 2BRLISGEIE. [FBEBIC [RTH]IZAALTIZT7OBEZHREZIAXL
9,

DR ZFERAL X9 vyyyy/MM/DDHH: MM: SS IRMEFE, COERIC—ET BICIE. LBICEOZFHOIHNE
D FEd, fcezxid. 12017/4/67 : 30 : 001 CANTBEREICKBMLET, ELWERKIE T
2017/04/06 07 . 30 : 001 T9.

8. [E# (Update) 120 Uv o L%,

TSTHERETNB X TICOLEEADDND £, HENRVGSIIETICEIND B EHHD TT,
JITVTRELEKEORTICISL T ZILLR—HENLR—bOVWTNHIDRTEINET,

9. Fv— FEERIT BBAIE ALY Uy LTPPIEEIRL. BBET Y ZREEEBL T[Pin% 2
)y LET,
THFRAMLKR—bDEAT

THFAXLLR=FIIE NMS H—EXTUEINICEMET -2 DEHTF X FEZRT
RREINE T, LR— bAROHEICKHLC T, ZILLR— M CEBYLR— ~D 2 BEN
EWREINFT, HED 1 BRAKXGEDOHZEIETILLR— b HED 1 BEAZEZ 3581F
g%{] [//_.R—' I\—t\\?o

ZILLR—b
TILR=MCE BRLEBEICET 35 MNRRSNET,

* Time Received : BEDT—2 DY > 7IJUEH NMS —E X TUIB I N-B T & B,
* Sample Time : YV —XTEMM@ENY > T VI FHIEEBESINIRMOHE,
* Value : > FILEOREEET T,

11



Text Results for Services: Load - System Logging
2010-07-18 15:58:35 POT To 2010-07-15 15:58:35 POT

Time Received Sample Time Value
2010-07-19 15:58:09 2010-07-19 15:58:09 0.016 %
2010-07-19 15:56:06 2010-07-19 15:56:06 0.024 %
2010-07-19 15:54:02 2010-07-19 15:54:02 0.033 %
2010-07-19 15:52:00 2010-07-19 15:52:00 0.016 %
2010-07-19 15:49:57 2010-07-19 15:49:57 0.008 %
2010-07-19 15:47.54 2010-07-19 15:47.54 0.024 %
2010-07-19 15:45:50 2010-07-19 15:45:50 0.016 %
2010-07-19 15:43:47 2010-07-19 15:43:47 0.024 %
2010-07-19 15:41:43 2010-07-19 15:41:43 0.032 %
2010-07-19 15:39:40 2010-07-19 15:39:40 0.024 %
2010-07-19 15:37:37 2010-07-19 15:37:37 0.008 %
2010-07-19 15:35:34 2010-07-19 15:35:34 0.016 %
2010-07-19 15:33:31 2010-07-19 15:33:31 0.024 %
2010-07-19 15:31:27 2010-07-19 15:31.27 0.032 %
2010-07-19 15:29:24 2010-07-19 15:29:24 0.032 %
2010-07-19 15:27:21 2010-07-19 15:27:21 0.049 %
2010-07-1915:25:18 2010-07-19 15:25:18 0.024 %
2010-07-1915:21:12 2010-07-19 15:21:12 0.016 %
2010-07-19 15:19:09 2010-07-18 15:19:09 0.008 %
2010-07-1915:17.07 2010-07-19 15:17.07 0.016 %

FEHLAR— b

BHILR—FIIE. ZILLAR-bEDBRVEIE B 18EE) OF7 48X RENET. —EDHBD
BEDORBMED NMS H —ERICK > TEF TN, TORBRISFHESNITFHE. &XE. &LUH/IMED
1D2OIY I ELTRREINE T,

BIYVEUICIE. ROBHEARTINET,

* Aggregate Time : ZEIN-—EDEMMED NMS —E X TREICES (IN&E) Shi-HE (ERHEFR]

) T,
* Average Value : &E£5HHABICH T ZBEDTFIETT,
RIS BT R RIMET Y,

P EFHHAREICE T B ®RAMETY,

* Minimum Value

* Maximum Value

12



Text Results for Attribute Send to Relay Rate

2010-07-11 16:02:48 POT To 2010-07-15 16:02:458 POT

Aggregate Time Average Value Minimum Yalue Maximum Value
20M10-07-1915:589:52 0271072196 Messages/s 0266649743 Messages/s 0274933464 Messages/s
2010-07-1915:53:52 0275585378 Messages/s 0266562352 Messages/s 0.283302736 Messages/s
2010-07-1915:49:52 0279315709 Messages/s 0233318712 Messages/s 0.333313579 Messages/s
2010-07-19 15:43:52 0.28181323 Messages/s 0241651024 Messages/s 0374976601 Messages/s
2010-07-1915:39:52  0.284233141 Messages/s 0249882001 Messages/s 0.324971987 Messages/s
2010-07-1915:33:62 0.325752083 Messages/s 0266641993 Messages/s 0.358306197 Messages/s
20M0-07-1915:29:52 0.278531507 Messages/s 0274984766 Messages/s 0.283320999 Messages/s
2010-07-1915:23:52 0.281437642 Messages/s 0274881961 Messages/s 0291577735 Messages/s
20M10-07-1915:17:52 0.261563307 Messages/s 0.258318006 Messages/s 0266655737 Messages/s
20M10-07-1915:13:52 0.265159147 Messages/s 0258318557 Messages/s 0.26663986 Messages/s

TFAMLAR—FDER

TFALMLAR—=FICIE. NMS H—EXTUEBINTEMET —FDENTFIMERT
RARINET, T—RFEoE2—HA b~ JUYyR/—F, AVKR—F2 b FkiFH—
EXICDVWTDOLR—FZERTEE T,
MERHD
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRELTH A V1V TIRELNHBD T,
*BEDT VL AERIHBETY,
CDRRAIICDWT

WERICT LT B EABESNBIEET—RICDOWTIE. NMSH—E X (V—XZ]) IC&> T—EDRIIR
TT—4ANY > T TENnET, IOV HEVEET—F (REPRTFT—EINEbof- S ICET BT
—ZRE) ICD2VWTIE. BEDEREDLSTEFICNMS H—E RICEETNE T,

RLREINBLR— FOBEIE. RESNTLBHBICE > TERDE Y, T 74/ +TIE HAED 1 BE%Z
BX358IEENLR— bERINET,

JL—DTFIAME BTV IRICH—EIDEELOEBERTELELTVW R ZRLET. BDOTFX
M. U—EXRORENFHATHZ 2R LET,
F&E

1. Support > Tools > Grid Topology *##iRL £ 9

2. grid node>*component % 7=|& SERVICE*>* Reports > Text * ZEIRL £ 9,

B [*BME* (*Attribute*) | ROVIRIVIRADSLAR—FTIBMEEERLE T,

AN R=UHBEDDERBE [*1 R=THBIEODDFER* (*ResultsperPage*) | ROy FH IR
EHSZEIRLET,

S. RAIMHETOMEZRDBICIF (N—tY MEELTLR—FENLEBURY) \ *ET—2*FI v
Ry I ZDFRZERLE T
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[*Quick Query] ROy 74> « UR DS, LIR— T 3HBZEIRLET,
HDRARALOTIVA TS a>%EFRLT. FEOHBZEIRLE I,

LR—bHBRTZENDZ X TICD LEESDDD 9. BHEANRVGRIBEFICHI DN EEHHD E
ER

NARZLIIT | ZBRLIGEIE. [FRAIC[BTH]IZAALTLER-FI28BZ A2 A

XFBHENBD T,

DX EZFERALET YYyy/MM/DDHH: MM: SS IRMEFRE, COFERIC—EHT B ICIFE. EBICFYOZHSIHE
KHDFET, fcezlE. 12017/4/67 : 30 : 001 CAHNTBEHREEICKBMLET, ELWERIE T
2017/04/06 07 : 30 : 00 ] T9,

. [E%71 (Update) 1Zz0UwoL%d,

THEFRALR—EDEREINZ ETICD LEEDDDD 9, BEFPRVSEIIESICHIDDB D
HOET, JIVTRELLEFEORSICHL T, ZILLR=EDEHNLR—FOVWTIhHHRTINE
ER

- LR—bZERIY 3581 G2y I LTPrint|2ZRL. BBLT) VAR EZZEE L T[*Print]z 7

I LET,

THFIANLR—=bFDI U RKR—h

FEXRLE—FEIVRA—RTBE. TSIHOH LV THEE. F—2EER
LTIE—TEET.

CDRRTICDOWVWT

JE—LIeT—2ZHLVWRFa X bk (RFLY RO—RRY) ICREL T, StorageGRID & X7 L®D/N
T+ =XV ADRMICERTEE T,

FIE

1.
2.
3.
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Overview Alarms Reports Configuration

Charts Text

| Reports (Text): SSM (170-1786) - Events

. YO IMMDD HH MM S5
Attribute: Attribute Send to Relay Rate e Resultz Per Page: | H Start Date: |2010/07/19 08:42-09
Quick Query: | Custom Query v Raw Data: End Date: |2010/07/20 08:42-09

Text Results for Attribute Send to Relay Rate
2010-07-19 08:42:09 PDT To 2010-07-20 03:42:09 POT

1-5of 254 I{
Time Received Sample Time Value
2010-07-20 08:40:46 2010-07-20 08:40:46 0.274981485 Messages/s
2010-07-20 08:38:46 2010-07-20 08:338:46 0.274989 Messages/s
2010-07-20 08:36:46 2010-07-20 08:36:46 0.283317543 Messages/s
2010-07-20 08:34:46 2010-07-20 08:34:46 0.274982493 Messages/s
2010-07-20 08:32:46 2010-07-20 08:32:46 0.291646426 Messages/s

2345 » Next

Export Text Report 7« >~ R DRI, LR— bDBRRINFT,

Grid ID: 000000

OID:2.16.124.113590.2.1 400019.1.1.1.1.16896732.200

Node Path: Site/170-176/SSMEvents

Attribute: Attribute Send to Relay Rate (ABSR)

Query Start Date: 2010-07-19 08:42:09 PDT

Query End Date: 2010-07-20 08:42:09 PDT

Time Recerved, Time Received (Epoch), Sample Time, Sample Time (Epoch), Value, Type

2010-07-20 08:40:46,1279640446559000,2010-07-20 08:40:46,1279640446537209,0.27498 1485 Messages's,U
2010-07-20 08:38:46,1279640326561000,2010-07-20 08:38:46,1279640326529124.0 274989 Messages/s,U
2010-07-20 08:36:46,1279640206556000,2010-07-20 08:36:46,1279640206524330,0.283317543 Messages/s,U
2010-07-20 08:34:46,1279640086540000,2010-07-20 08:34:46,1279640086517645,0.274982493 Messages/s,U
2010-07-20 08:32:46,1279639966543000,2010-07-20 08:32:46,1279639966510022,0.291646426 Messages/s,U
2010-07-20 08-30-46_1279639846561000.2010-07-20 08-30-46_1279639846501672.0 308315369 Messages/s U
2010-07-20 08-28-46_1279639726527000.2010-07-20 08-28-46_1279639726494673 0 291657509 Messages/s U
2010-07-20 08:26:46,1279639606526000,2010-07-20 08:26:46,1279639606490890,0.266627739 Messages/s,U
2010-07-20 08:24:46,1279639486495000,2010-07-20 08:24:46,1279639486473368,0. 258318523 Messages/s,U
2010-07-20 08:22:46,1279639366480000,2010-07-20 08:22:46,1279639366466497 0.274985902 Messages/s,U
2010-07-20 08:20:46,1279639246469000,2010-07-20 08:20:46,1279639246460346,0. 283253871 Messages's,U
2010-07-20 08:18:46,1279639126469000,2010-07-20 08:18:46,1279639126426669.0.274982804 Messages's,U
2010-07-20 08:16:46,1279632006437000,2010-07-20 08:16:46,1279639006419168.0.283315503 Messages's,U

4 TEIFLR=FDIVRAR— D4 Y RUDRABZERLTIE-LE T,

CDT—RERXTLYRS—FREDG—RN=FT A DRFaXYMNMIEDMFIFTEIZENATERLIICR
D i L/TCO
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