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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [Decommission Site] R X > = #IRL £9

Decommission Site 7 #'— R ® Step 1 ( Select Site ) KRR NF T, ZDFIEICIE. StorageGRID
SRTLDOYARDTILT 7Ry MBEICEBEINTWETD,

Decommission Site

Select Site

2 2 4 2 6
View Details Revise ILM Remave ILM Resolve Node Monitor
Palicy Referencas Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove: If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites

Site Name
. Raleigh
Sunnyvale

Vancaouver

Used Storage Capacity © Decommission Possible

3.93 MB

387 MB

3.90 MB Ma. This site containg the primary Admin Mode.
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Decommission Site
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eI 3 = 5 6
Seleéi Site View Details Revisz ILM Remove ILM Resolve Node Maonitor
Paolicy References Conflicts Decommission
Data Center 2 Details

A\ This site includes a Gateway Mode. If clients are currently connecting to this node, you must configure an equivalent node at
another site. Be sure clients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixiure of connected and disconnected nodes. Before you can remove this site, you must bring all offine
{(blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

ﬁ#————e’ 3

e
ol

LS

- 6
Remove ILM Resolve Node Monitor
References D'ecommission

Free Space: 475.38 GB
Site Capacity: 475.38 GB

Select Site View Details Revize ILM
Policy
Raleigh Details
Number of Nodes: 3
Used Space: 3.93 MB
Node Name Node Type

RAL-51-101-196
RAL-52-101-157
RAL-53-101-198

Storage Node
Storage Node
Storage Node

Connnection State

Details

1.30 MB used space
1.30 MB used space
1.34 MB used space

Details for Other Sites

950.76 GB
950.77 GB

Total Free Space for Other Sites:
Total Capacity for Other Sites:

Site Name Free Space @
Sunnyvale 47538 GB
Vancouver 47538 GB
Total 950.76 GB

Used Space @ Site Capacity &
357 MB 47538 GB
350 MB 47538 GB
7.87T MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites: 5950756 GE
Total Capacity for Other Sites: 950.77 GBE

Site Name Free Space & Used Space & Site Capacity @
Sunnyvals 475.38 GB 3.7 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Decommission Site

00 0 « & @

Select Site View Details Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

Previous

2. L=IDBRTIEINABWVEEIE. T*Next* ] ZFIRLTFIE4 (ILM BROEIRR) IEAXT,
"FlE 4 : ILM BEZHIBRT B"
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).
Rule Name Tenant Account
3 copies for $3 tenant § 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
W 2 copies for S3 tenant (& 53 (61659555232085399385)

cocs [ oo |

d *@A* ZBRLFT,
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).
« [fone ormore ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Pratection for Two Sites

No ILM rules in the active ILM policy refer to Raleigh

oo
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a[RSITrRIUS—DHIR] ZBIRLET,
b. BEERA A 7O Ry IRT T*0OK*] Z#ERLFT,
2. READ ILM )L=ILHH A FEBBLTWSHESHERRLE T,
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Decommission Site

O © 0 O 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 LS
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted
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Decommission Site

4 ) iy Tk
Select Site View Details Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Mo proposed policy exists
Ne ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage poocls will be deleted v

S. T*RA*) ZFIRLE T,
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Decommission Site
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Select Site View Details Reavisa LM Remove ILM Resolve Manitor

Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StoragaGRID system are connected.
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down (gray). You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for mantering and troubleshooting StorageGRID and the recovery and
mainienance instructions,

Node Name Connection State Site Type

DC1-83-99-193 5 Data Canter 1

Administratively Down Storage Node

1 node in the selected site belongs to an HA group

Passphrase

Provisioning Passphrase €

=
2. g TWV3/ — OB IHEEIF. VA VICRLET,

StorageGRID DEERE S TN a—FT4 VI DFIES IVI VY R/ —ROFIEZBRL T EEL,
PR— EDBRBRIFEIE. TIVZANTER—-FIEBVELELIETL,

BTN TVWBRIARTD/ —RBAVSAVICREST5. FIES5 (/—ROBEERR) OHATIL—TF
ICBEd 3o avERRELETD,

COT—TILICIE BRUIYA MCBBNATRISEU T« (HA) FL—TIBT 3/ —RATA
TRRSNET,
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. RRSN/ —FHHBHEIF. ROVWThhZRTLET,

cHEIBBEHATIL—TZREL T/ — A2 —T A XZHIBRLE T,

c ZOHA DS/ —RDAEZEUC HATIL—TZHIBRL £9, StorageGRID DEEF|IEZEEL TL
2T,

TARTD/ —RFRHERINTUVWT, BRLIEY A FRO/ —RHAHA Y L —TTERINTULRWES
I&. T * Provisioning Passphrase * 1 7«4 —JL KD EMICHED £7,

S. 7O 3=V INRTL—X%=ZANILET,

[* 9fR%FAA * ( Start Decommission *) | REVHEMICHED £,
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. 1 FDERFLLFIE ZFEE T 2 EBNTET 5. " BRFLEZHEB * ZERLE T,

HIFRg 21 b/ —RABHFELTRREINE T, Y1 bZR2ACHIFRT 2ICIE. BB BERE. 58
ICE>TIFEDMADIDB DB ET,
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

7.

34

R LIS, AT 2ERITESS. T*OK* 1 ZFRLFET,

HLOWIT U Y FRENMERTNBZEEICAYE—IDRTEINE T, EREFLTZIUY R/ —FDEA
TEBUICE > TR, COTOERICIFFEIHINBZZERHD FT,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

FLWI Uy REBRENERSNZ . T v 76 (Monitor Decommission) BRI NFE T,

() (A REVIE BRELENRT TS ETENOEETT.

BEIEHR
"IN AT I EERLET"
"JUwy K/ —FOFIE"

"StorageGRID D EIE"
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2. E]/—R
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L=/ —RICIREB» SRR DB HEDHD XT,
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T EHLOWIANUN Y —=SHERIN S, $CICT 7L 2A D> O—RLET,

Decommission Site

i :', A1 '.'_‘.‘ -.'. f.. .-;- A '... )
& A *

Seleét- Site View Iii-etails Hevisja LM Remﬁvé ILM Resol\;r_e MNode Monitor
Palicy References Conflicts Decommission

8 A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to
download it

@ FIE OERFLEFRICEENRELLBEICT VY R UANUTES LS. TTBLEITR
SUANUNYTr—2% 80 A—RFLTLREL,

a Xyt—JRDY VU EERNT 3D, * Maintenance ** System * Recovery Package *%#3#RL £ ¢,
b. #4>O—RKLET .zip 771 )Lo
DANINY =208 70— RFIEBESRBLTLIESIL,

@ DANYNYTr—2T 74 )LICIE StorageGRID & X T LD T—R %5 T 3 -0 DIES
F—ENRAT—RBEENTVWS D, BRIRETIHELHD X,
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2. F—a%EI ST FERALT. COTA MHSMOYA SADA TSI I T —2OBEEERLF I,

T—RD%EIF. FIE3 (ILMARUS—DHET) THLWILM R > =27 071 7T 2 LR
£9. T—XOBHI. FIE OERFELLEORICITONE T,

Decommission Site Progress

Az

Decommission Nodes in Site in Progress = &

Data Movement from Raleigh

1 hour 1 day 1 wesk 1 manth Custom

Storage Used - Object Data (7]

100.00%

75.00%

50.00%

0%
17:40 17:50 18200 1810 18:20 18:30

e Used {%)

3. R—T?M Node Progress £ > 3> T /— RHHIBRINZIHED:ERBLEFIE OETRAEERL F
ER

ARL—/—REHIRTDE. &/ —RT—EBOXAT—IWRRITEINET, TNSDRT—SDIFC A
IR FIEREBNICITHONE IO, BIAPMBRELRT—XDEICH LT MORXT—HETITBE
TICHEDI SHEBRDI DD D HDET, 1Ly —A—T4 I T7—2%BELTILM B
BTeHITEMDOEEANRETY,
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Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name ~

RAL-51-101-196
RAL-S2-101-197

RAL-S3-101-198

Type

Storage Node
Storage Nede

Storage Node

11 Progress

ikl

11 Stage 11
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data

Decommissioning Replicated and Erasure
Coded Data

EHRINTWVWEY A FOZERFLEOETREZERL TVLEHEIE. ROXRZBRELT. AhL—2/—
FOEBRFLERT—JZREBLTSIZEL,

B
REHTT

OvIEN3ETHLEET

2R DA

LDR ZEMAELIEICT S

LTV —hT—=REA LAy

HEE BRF

P2l %N

i)

P2l %N

i)

—d—T4 27T —2DERFEL

LDR hMAREZ BRTE

EBE¥*a2—%Z75v>alEY

EYLELLE

TREICEDCHER. BB, I7c3EER

SR EOMOAY TSV REENREABAIE. COBRBTY A
BRI E— BB TS £ T,

i)

Xyt —S8eRy D —OBEICEDVWT. Boh SR ICEHE

TNE9,
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ExPE ¥ E B RS
REHTY DUTF
Oy oS3 ETRHEET p2)
22D D% FUTF
NEBF—ERZEMILEFT p2)
FEERE DEYDIEL )
/ — R OB EREIR 7
2 L= L— R OERMER 7
A=) —TDHEIER pa)
I>T+ T« DHIFR b2
*FETLELE )

4 IRTD/—RFDRRTRAT—IICH o156, BODOY A FOERFELEUEBARTI2FTHEET,
° StorageGRID (&. * Repair Cassandra* X7 v FHIZ. J'Jw RIZFE>TW3 Cassandra 7 5 X &I

ML TRELREBEZEITLET. JUYRIIE>TVWER ML —U/—ROBICE > TR CDEE
ICHBEXEDD B DB XY,

Decommission Site Progress

Decemmission Nodes in Site Completed

. e,
Repair Cassandra In Progress = =

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

C[ECTAT77AINDIET VT4 TR L —F—)LDHIBR* (Deactivate EC Profiles Delete Storage
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Pools *) 127w 7 Tl&. RDILMOEENITHONE T,

"R EESRL VWA LA D y—O—To 77O 7MIILIEIRTIHT I T4 TILENE
ER

" A R ZERLTVW R ML= T =D IRTHIFBRENE T,

CD S RT LT T #I)LbD Al Storage Nodes X bL—2F—ILdH, TIRTOHA
b1 1 b2ERALTVSTDHHIREINE T,

° RRBIC. *HBROHIFR* XT YT T YA EED/ —FADERD DBEBNT ) v FDFED OB H
SHIFRENE T,

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Preofiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

S EREFELFIENET TS, ERFELEYA FOR—JICHENDO Xy E—IDRESN. HIRLIY 1 MME
RRSNBELBRDET,

Cecommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Monitor
Palicy Referencas Conflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes at the site and the site itsalf are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
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