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/etc/storagegrid/nodes/<node-name>.confo

=R 7AILT BBEOA T TR NL =207 OV I TNARAIYE Y TREEFNTVWSE

o3 ERERLED,

CDOFITIE. BLOCK DEVICE RANGEDB 00 f&7 ! BLOCK DEVICE RANGEDB 03 &, BIFO#4 7o x
JRZAML=YDTOVITNARARYE VI TY,
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NODE TYPE = VM Storage Node

ADMIN IP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00 = /dev/mapper/sgws-snl-rangedb-0
BLOCK _DEVICE RANGEDB 01 = /dev/mapper/sgws-snl-rangedb-1
BLOCK _DEVICE RANGEDB 02 = /dev/mapper/sgws-snl-rangedb-2
BLOCK_DEVICE RANGEDB 03 = /dev/mapper/sgws-snl-rangedb-3
GRID NETWORK TARGET = bond0.1001

ADMIN NETWORK TARGET = bond0.1002

CLIENT NETWORK TARGET = bond0.1003

GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0

GRID NETWORK GATEWAY = 10.1.0.1

8. ZORML—Y/—FRAICEMLETOY IR ML= a—LICHBRT3HLWATS XML
—JOJAvITNARAIVvE I ZEBMLE T,

MDD S58H8TL 728 L) BLOCK_DEVICE RANGEDB nno [E1%ZZEIFEICHET TIREL TS,

o FEROHNCEDVWT. HSHIEL F9 BLOCK DEVICE RANGEDB 04,

c ROBITIE 420TAYI R ML =R a—LHAFHLW/ —RICEMENTULET,
BLOCK DEVICE RANGEDB 04 #87 ! BLOCK DEVICE RANGEDB 07,

NODE TYPE = VM Storage Node

ADMIN TP = 10.1.0.2

BLOCK DEVICE VAR LOCAL = /dev/mapper/sgws-snl-var-local
BLOCK_DEVICE RANGEDB 00
BLOCK_DEVICE_RANGEDB_Ol
BLOCK_DEVICE_RANGEDB_OZ
BLOCK DEVICE RANGEDB 03 /dev/mapper/sgws—-snl-rangedb-3
<strong>BLOCK_DEVICE RANGEDB 04
4</strong>
<strong>BLOCK DEVICE RANGEDB 05 = /dev/mapper/sgws-snl-rangedb-
5</strong>
<strong>BLOCK_DEVICE_RANGEDB 06
6</strong>
<strong>BLOCK_DEVICE RANGEDB 07
7</strong>

GRID NETWORK TARGET = bond0.1001
ADMIN NETWORK TARGET = bond0.1002
CLIENT NETWORK TARGET = bond0.1003
GRID NETWORK IP = 10.1.0.3

GRID NETWORK MASK = 255.255.255.0
GRID NETWORK GATEWAY = 10.1.0.1

/dev/mapper/sgws—-snl-rangedb-0

/dev/mapper/sgws—-snl-rangedb-1

/dev/mapper/sgws-snl-rangedb-2

/dev/mapper/sgws—-snl-rangedb-

/dev/mapper/sgws—snl-rangedb-

/dev/mapper/sgws—-snl-rangedb-
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9. XDOATY Y REEITLT. ARL—2/—RO/—RER 7 7AIILICHN T R3EEZRIILET,

sudo storagegrid node validate <node-name>
IS —NEENBZBEE. ROFIBICECHISHAL T 2T

RDESBIT—DRRAINDHEIF. TERINZ 7OV ITNARADIvETH )
—RER 7 7MIILTHRHITEINTVWE ZZ R L TWE T <node-name> DIHE <PURPOSE>
ZIELICBE L £9 <path-name> Linux7 7 7L AT LI, BHAR IOy I TFNA
ZAZARY YT 7 (FFFTAVITNARARSYILT7LIADY T R VD)
y Y N A

®

Checking configuration file for node <node-name>..
ERROR: BLOCK DEVICE <PURPOSE> = <path-name>
<path-name> is not a valid block device

ELWAARINTVWS & ZREFEL T T L) <path-name>,

10. XYY RERITLT FHLWIOVITNAAIVE VI RRELI./ — REBEFL X7,
sudo storagegrid node start <node-name>

M CHEBEINTWVWBAINRT—REZFEALT. X L=/ —RiZadmine LTOd 1> LET
Passwords.txt 771,

12 H—EZNELKRHBINZ e 2R LE T,
a H—NEDODITRTOHY—EZRDRAT—RAD') A b %EFRRLET + sudo storagegrid-status

AT =R RIFEHICEFINE T,

b. ¥RTOH—E XN I'Running 1 F7=i& T Verified 1 ICHRZEFTHEET,
C AT—RABEE=ZHERTLET,

Ctrl+C
18 AL =2/ —RTERITZHLVWA ML —CZHR/ELE T,
aFHLWRNL—URYa—LZRELEFT,
sudo add rangedbs.rb
FILOWRA L =R a—LRIARTREHSIN, TNSZ 74— Y b T3L5ICKDENFT,

a I*y*] YAAALT. AL=2RUa—LZT+— v bLFET,

b. UEICT7 #—< v hENIR) 2a— LD HBHBRIF. ENSZBI+—I Y hTB3HESHZRDF
ED

"HBI7A-XVbRIBICIE Ty ) EABNLET,
"HBI7A—N Vb XXy TIBRICE T*n* ) CANDLET, ARL—UR)a—LHT7+—I v
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FENFET,
c FOYTZFhHREREINIS. Tyl EAALTRA ML= —EXZEFLELET,

AbL—=2H—EXPMELETN, DMBELETNE T setup rangedbs.sh XZ U T MIBEBIICET
INEd, RJa—Lhrangedb E LTHERATESRLSICHRD . T—EXDBURHKBEINE T,

14 F—EXNELKBIBEINE e 2B LE T,
a H—NEDITRTDH—ERDAT—RADI) A+ ZRRLET,

sudo storagegrid-status

AT—HAIFEHNICEHREINE T,

a. gARTOY—E XN TRunning 1 F7z1F T Verified 1 ICBR2FTHLEF T,
b. 27 —4 AEE =T LET,

Ctrl+C

1. A=) —RBFVSAOTHZCERRLET,
a HR—FrINTWBETZUHZEHEL TGrid Manageric 1> > LE T,
b. Support > Tools > Grid Topology *#% &R L £ 9,
c. I*site*>* Storage Node* >* LDR *>* Storage * | %3&RL £,
d ] 27 Z&ERL. RIC[ A1V 2 TZERLET,

e. [* Storage State-Desired * (R L —JKEE-BW*) [ FOYTEIV I [HGAWMDER] &
T [FT7IAVNICRESNTVWBRERIE. A7 1>* | ZBRLEFT,

L[ ZEEOBER N ZVVvILET,

6. FHLWA TSV P X NTERRT SICIE. ROFIEZEITL
a. J—Rosjte > A ML=/ —R>* ML= FIRLET,
b. Z¥#iZ. * Object Stores* T—JILEZBBL T I,

R
HRLICAL—=2 )/ —ROBEZA TV b T —DRFICHERATES L SICBD F LT

BEIER
"Red Hat Enterprise Linux £7zl& CentOS #1 > XA —JLL ET"

"Ubuntu £7z1% Debian Z#1 > XA =JLL X"

BEOYA FADT Uy F/—RFOEMEFHFRLWT A ~DIENN

COFIE Z2ERBLT. BIFOY A MIT Uy R/ —FRZEMLIED. FILWY A bZE
MLIEDTEETH. MAEDEA TOILKRZRFICKTT S LIFTETEEA

VEZHD
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* roott&PR F 7=ldmaintenanceEE NN E T, SFMICOVWTIX. BEBEEI—FT7HOV LUV ITIL—T
EER LIS AT L7 7 ZADHEICET 2 1BHREEBL TSIV,

* VY FADIARTOEEF/ —RBEIARTOY A S TEHELTLWBHEDDHD X7,
* BIDYER. 7y I L— R EREFEL. FREFVANVDOFIENTT LTVWBIHERDHD X9,
WLERIE. BIDIRER. 7y FI L= UAND, EET7 077« TIEREFELOFIE 232

() FROrSEBETEEtA, L. ABICHL T, SEASLEFIE #—BELE L TIRE
EBATE £,

FIE

1L "Iy Ry FT—=0DH TRy hEBHLTUVET"
2. "FHLWID Y R/ —ROEA"

3. "HLERMD R HE"

gy Ry bT—0DH T2y b ZEHLTVET

Ty R/ —RELEFFHFLVWY A FZEIMLIHZSIF. T2y bOEH. TigT
YRR DT —=OADTF TRy FOEBMHNBEICHRDZ ZEDHD FT,

StorageGRID (. U v KRRy kD=2 (eth0) EDT )y R/ —REOEEICERINZ Y hT—01
TxYy brOURNEEELEYT, COIY FUICIE. StorageGRID AT LDEH A R THT VY RRY D
—JIERINTVWA Y TRy b, BLUPT VY RRY M I—OF - DA BATT A INS NTP.,
DNS. LDAP. X7l3ZONSBH—NIERAINZ T Ty FHASENE T,
MELZHD

* Grid ManagerlC g R— SN TWBR TS OHEFERLTH A VA>T 2HREBELRHD XS,

* Maintenance & 7=I& Root Access MEREDNE T,

s OB IZVINRTL—IHRBETT,

cRETDIHVITRYEDRY FT—UF7RLRX% CIDR REETIEET ZHBENHD £7,

CDRAZICDWVWT

LW TRy FOBMZSCIRT 7T« ET 1 2RTI3561E. HRFIE ZFmET 3a1CHLVI Y
YRS TRy BT ZHEDNHD ET,

FIE

1. [* Maintenance (X> 77+ > X) 1>[ Network (*%w k7—2) 1>[* Grid Network (*'1Jw Rxw kT —
7)
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Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2 TRy bDURNT, 75REEE27)wv2o LT, CIDRRZDHFLWLWH TRy hEEMLET,
7=z, 110.96.104.022 1 EAHLET,
3. 7O I =IO NRTL—X%ASL. *Save*%® o) w o LET,

BELFY TRy A, StorageGRID X T LICK L TEHEMICKRESNE T,

FLWI Uy R/ —RDEA

WERESICHTLWI Uy R/ —RFZEATEFIEIZ. )Y F2RIICAIV R M—ILLT
EEZICHERALIEFIREFLTY, HRZXRTIBEIIC. INTOHLWI VY R/ —F
DEANTT LTVWBIHELNDHD XTI,

1)y REIERT BEIC. BINT 3/ —RHBBED/ —REBEILEZA TTHAIUNEIEHD £H A, VMware /
— K. Linux A>T FR—=AD/ =K., ¥LET7 547>/ —R%ZEBMTEXY,

VMware : J'Jw R/ —RFDEA
IR TEBM S S VMware / — R IZ. VMware vSphere TIRAEY S VHEATINELRH D £,

FIE
1TLHFHLWI DY R —REREIS D LTEAL. 1D EDStorageGRID % kT —2I1ZHEFELE T,

J/—RZBEATEIRICIE. BEICIGELT/—RFRR—=—rZBIVEYT LD, CPURXEVDREZE
PLEDTEFRT,

"RAET S > & L TDStorageGRID / — RDEA"
2. IRTOHFLWLWMware/ —REZEBA LS. XOFIEICR> TILEFIE #R1TLET,
"HAR D EHE"
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Linux : )y R/ —RDEA

Uy R/ —=RlE FHRD Linux R MMZHBIFED Linux RAMIHEATETET, Uy RISEMTS
StorageGRID / —R® CPU. RAM. LU X L= DEHICHET B72OHIZBAND Linux RX MHRE
BIHEEIE. RUNCA VA —IILLTIcC T ERILAAETEBLET, TDHB. 1A M—ILEFOI )y R/ —R
CEILAETHR/ —FZEALET,

BEREHD

* AL TW3 Linux D/N— 3 VRIS L 7= StorageGRID D1 > X b —)LFIBHNHRE TS, £z /\—
ROTT7ERML—COBEHZHEEL TEHBELRHD FT,

*BEFEORIMMIFHFLVWI Dy B/ —FZ2EAT 35513 BIFEORI EHEMD / — FICHIGT 2 +507%
CPU. RAM\ R hL—VBRBZmBATWVWA L ZHALTHETET,

*EERXAVERNBICNZZT-HDHBENINETT, eI, IRTODTF—+rTTA1/—K%Z1D20
YIBRA MMIEBATEZEIFEITTLSIETL,

ABBETIE, 1 DOYIERARR F E3REKRZ R TEROX FL— ) — REEFTLA
() wTKESV BXPL—U/ —RICEROKR MERAT 5 L. SEINEMEE K X1
UHRENET,

* StorageGRID / — RH' NetApp AFF S R T LADSBEIDHTHENIERX ML= FERALTVWEEEIE. R
12— /LT FabricPool BEB1LR Y & —HEMICHR > TLWAWZ 2SR L TL 72 E L), StorageGRID / —
R TEEEY %7K 2— AT FabricPool IC& 2EBILZEMICTE_LCT. bFTINPa—FTaYJRX b
L—0BH Y Y FILICED 9,

StorageGRID %Zf#F L T StorageGRID ICE&E Y %7 — 4 % FabricPool BIXICFEE(L L%
@ WTL 2 &L, StorageGRID & —#& % StorageGRID ICfEB1bT 2. FS T a—FT+
VUCBRNEDEHICHEDFT,

FIg
1. KRR M EFHRICEBINTY 535 81&. StorageGRID / — RDEAICEAT A VXA M—ILFIEZBBLE T,
2 HLWKRR FEEATBRICIE. R FOEBFIBICRKVET,

3. /— R 7 71 )L Z{ER L. StorageGRID DFREZERIET BICIF. Vv K/ —ROEAFIEICHEL
£9,

4. FF LUV Linux "X MZ/ —R%ZEBMY 3551, StorageGRID KX FF—EXERBLE 9,

S. BEFEDLinux KX MMZ/ — R%ZBIY 3355, StorageGRID R X hF—E XCLIZERALTHLL/ —R
ZRIBLE T, sudo storagegrid node start [<node name\>]

TR
TARTOFHFLWIVY R/ —RFOEANTT LIS, HiRZRETET XY,

* BEEIER *
"Red Hat Enterprise Linux £7=(% CentOS =1 > X h—JLL EJ"
"Ubuntu ¥7zld Debian #1 > XA b—JLL XTI

LRSI
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6. StorageGRID 7 7 ZA TV AA VAR =FDKR—LR—=J T, * A= ILOBEB* 0 )vILFE
ER

NetApp® StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Installiation Advanced -

Home
© The installation is ready 1o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

Mode name MNEtApP-SGA

Installation

Current state Ready to start installation of NetApp-SGA into grid with Admin Node
172.16.4.210.

Start Installation

IREDIKAED' T Installation is in progress | ICZH D [ Monitor Installation 1| R—UHRRINEF T,

7. RICEBD T TSAT R/ —RHBAEENTWVWEEEIE. PTXS5AT7 VAT CICLEBOFIEEZEDIRL
£9,

—EBICEBRDTISAT7VRAN L= /) —REZEATZ2REDNH 35HE1E.  configure-
(D) sgapy TIFATYRA YR —LRI U T M EFRAL T VR =L O R % BB
TEFT,

8 EZHDAVRAM—IR=JICFHTT VLRI RIMENDHZIH5EIF. XZa—N—DS*EZLD1Y
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b= o)y I LET,
Monitor Installation R—JIZ41 > X b= ILOETIRANRRRINE T,

Manitor Installation

1. Configure slorage Running
Step Progress Status

Clear exsing confgration &=

Configure volumes Li i ;| Creating volume StorageGRID-ob-00

Configure host seftings Fending

2. Install OS Fending
3 Install StorageGRID Pending
4 Finalze installation Pending

BEODRAT—RZAN—E. IREETFORZIXIVZTRLET, HOXT—F2IAN—F. EBICETLIEEZX
%~ LEI,

Y2 R=5ld MO YR R —LTRT LEZRIABRTENAVNESIZLET,
(D) 1> F—LEBRALTVSHE BRI ALEOEVERSIE REDZT— 2 AN
—ERF—HAB[RF Y TEH | LRRSNET
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COEETIE. ROWTNHADTOLZALETINET,
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ENHBNILEEL. SANtricity VI b7 EBELTRY 2 —LZREL. RAMZERELF
ED

*Y—EXRT7TSATVRADGZE. BFEOREN NS VA =3O Ea—-FTs /a2
A—5ORSATHhS5EEL. A ZRELET,

X 208* EA VA L—JILLET

14>V A~—F7H StorageGRID DR—RXEBBZARL =T 4 VIS RTLARX=SH T T4 TV RICT
E—Li?o
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...
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HLER D SEHE
WERZEITS & FTLWI ) w R/ — RHBEIFED StorageGRID FRIFISEMENE T,

VEZHD

Grid ManageriZ g R— b EINTWBR T SO ZFERALTH A VAV TIRENHD £7,
Maintenance & 7zl Root Access #ERHNHE T,

JOES I ZVINRTL—ADRETT,

COIERTEMTZIRTOI VY R/ —ROEANTT LTVWBHELRHD £,

AbL—=2/—FZEMT 258 VANVDO—RELTRITENE T —2EEREN TN TET LI
SR L TEKHBEDRBDE T, VANV EXYTF Y RADFIROT—R2EED 3 T =23 2FIE
ZERLTLLEET W,

HLWYA b ZEBNY 2581 I5RFIE ZF®B T 380IC ILM JL—)LZzHER L TEH L. HLERNTT T
B2ETHATOTVPIE-—DFHLVT A MIBHEISNBVWLSICTIREDNHDET, ez T7 7
LWEDZARL—=2TF =)L (IRTDRL—2/ —F) Z2EAT2IL-ILOBEIE. BBEOIXNL—2
—FDAZECHLVWA ML =T —ILZE L. EDOFH LWL =T —ILZERTBELSICILMIL
—IEZBHITBIHBENHBDET, €5LBVE. EDOY A FDORVID/ —RBT7 VT4 TIl%BBET<IC
HLOWHA MIATOT I A IE-CNE T, BRIV I7LNERZEAL AT b2 B
TEFIEZBRLTLIEE L,

CDRRIIZDOVT
HARISRD T T—XTITVE T,

1.

LREZRET I FILLWIU YR/ —REFHLWHA bOEESZEMT 3D =i EEL. EBMT Y
Jy R/ —FZERLET,

2. JRERIBLE T,
8. RO ADERITHRIC. HLWIANUNY =T 70220 >vO0—-RLET,
4 )Yy RBERAVDRAT—RAZER/LET, CORXRRAVIEEBNICKRITINET, XDtV b+
& BTV R/ —RODEATESLVHFLVLWG A EDEBIMEINZDNESHNCE>TERD T,
KIFERT )y RIZEWTIE. —EDE XTI DRITICH R D DA N B Zehdh b £
T, e xid. FILWA ML —2/ —RA®DCassandra® X k1) —= >4 |&, CassandraT
@ —BAR—=ZADNEITIEVRETH NS PIEE TR T LE T, 7=/ L. Cassandra 7—32 AN
—RZKEDA TPV P ARZT—RHAFENTVWBRIFEIE. BEEULEINDZ D H
D %9, [Starting Cassandra and streaming data)] X 57— TR S lstreamed) D
257 R5 L. CassandraX b)) — X YV JBOTE TR AZHIMICTE X,
Flg

1.

[* Maintenance (X >33 > ) > Maintenance Tasks (X>FF+ > X4 X%) >Expansion (J53E) *]%iE
RLET,

Grid Expansion R—IHRRENFE T, Pending Nodes 2> 3 Vilid. BT 3E NI TETTLBZIA
TO/—RFHBRRINZET,
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Grid Expansion

Approve and configure grid nodes, so that they are added correctly to your StorageGRID system.

Configure Expansion

Pending Nodes

Grid nodes are listed as pending until they are assigned to a site, configured, and approved.

% Remove Search Q
Grid Network MAC Address It  Name it Type it Platform It | Grid Network IPv4 Address v
| 00:50:56:67-68:1a DC2-ADM1-184 Admin Mode Viware VIV 17217.3184/21
(34 DC2-51-185 Storage Mode VMware VM 172.17.3.185/21
e DC2-52-186 Storage Node ViMware VIV 172.17.3.186/21
53 DC2-53-187 Storage Node Witware VI 172.17.3.187/21
L& DC2-54-188 Storage Node Wiware VI 172.17.3.188/21
= DC2-ARC1-189 Archive Node Vilware VIV 172.17.3.189/21

2. HEEROERE V) v I LET,
[V FDOBR| XA 7OT Ry 7 ZADBRREINE T,

Site Selection

Y¥ou can add grid nodes to a new site orto existing sites, but you cannot perform both types of expansion
atthe same time.

Site % MNew " Existing

Site Mame

3. BIIAT BILERDZ A THERLE T,
CEHLWIA FZEMT BHEIF. T*#FHR 28R, HILLWT A FOBZFRIZADLET,
cBEDOYA MITUY R/ —RZEMNT 355 [ *existing* 1] ZFRL£T,

4 [®7F (Save) 22Uy oILE,

5. _;: E,I;eg_ding Nodes* ] DU X FZMRL. BALTLIRTDOI VY R/ —RBERREINTWVWBR I %

BEICIGL T, /—FO* VY RRXY FT—=TJDMAC 7RLR*IZA=VILZEhEZ L. ED/—
FICEAT 25l ZHR TSI X9,
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FE
®

Grid Network MA:

00:50:56:87:68:1a
00:-50:56:87:54:1e

00:50{56:87:6f.0c
00:50:56:87-b6-83

SYREE CnEEH O

(D RonrsBLTUY R/ —kDBEBAR. ERICEATNEC LERBLET,

DC2-S3-187

Storage Mode

Hetwork
Grid Metwork
Admin Metwork:
Client Metwark

17217.3.18712

10.224.3.187121
Hardware
Vidware ¥ S CPUs B8 GB RAM

Disks
10768 107vGEB 107 GB 107 GB

1F247.01

10.224.0.1

167 GB

6. REFD/—RDJRALT., COMWLEHADT )y R/ —REERBLET,

a. ARIBIRMDEREFDT VY R/ —FOBICH BT FRF V2 ERLET,

b. [#&E2 (Approve) ]ZZUwVILET

gy R/ —RDHE

E7A—LDRREINET,
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Storage Node Configuration

General Settings

Site Site A r
Mams DC2-53-187
MTFP Role Automatic r

ADC Service Automatic r

Select ™Yes" if this node will replace another
node at this site that has the ADC service.

Grid Network

Configuration  STATIC
IPvd Address (CIDR) AT27. 3187121

Gateway 172.17.0.1

Admin Network

Configuration  STATIC
IPvd Address (CIDR)
Gateway

Subnets (CIDR) o

Client Network

Configuration  STATIC
IPvd Address (CIDR)

Gateway
e
C MEICIGLT. — MR EZZEELE T,

AR Ty R —RHABEEMITONZ YA FDEE, BHO/ —REEBMT3EEIF. &
J—FRICBLEEYA P ZEFBIRLTLIETV, FILWLWH A FEEBIMT3BEIE. IRTO/—KH
LW A MMIEBMESNET,



CCZE* L/ —RICEIDYTSNE KRR MY Grid Manager ICRR S 3580,

**NTPRole* : Uy R/—RFRDRYy cT—024L7OI)L (NTP) O—JL, AF>aviE
* Automatic * . *Primary *. *Client* T9, [*H®1 Z:#RIZc. BE/—F. ADC F—
EXZRATEZIANL—S/ =R F—brTz4/— R BLUBHRIP PRLATHRVWI Uy
R/—RIZTZAUO-IDEDHETOENET, IOIRTDIT VY R/ —RIZIEISAT >
FO—ILDEIDHETENET,

@ Primary NTP O—J)LIZ. T4 FTORCEH2DD/ —RICEIDHTTLREE
W CHUCED. ABBEAZI VTV —IADYRT LTI IBRARILETNET,

= *ADC Service* (AL —2/—RDH) : TDR ML —T/— R T Administrative Domain

Controller (ADC) H—EX&ER{TIZINESIHEIRELEFT, ADCH—EXIE. Uy RHF—

EXDGFREARAMZEHLET, E M FTORCEH I DDA ML -/ —RICADC H—E

ADEGENTVWBIRELRHD FT, EARD/—RICADCH—EXEZEBMITZCIEITEEE

Ao

" CD/—RZEEMLTRA ML=/ —REXBET ZHE1E. X935/ —FRICADCH—EX

NEENTVWBIEEIE N*Yes ] ZFEIRLEFT, BODDADC H—EXDEMN D BRTETZER
fL—2 /) —ROERAZELETERV O, VWS —EZXDBIBRENSEI1ICH L L ADC H—
EXDFBRIEEICARD £95,

* FNLADIBEIZ. *Automatic* ZEIRL T, CD ./ —RICADC H—EXDBRREHE S H%E

PRATLICHEREIEE T, VANV EAXAYTFUADFIEDADCY +— 35 LICET 3BHRzE

LTSSV,
d RBICELCT. JUyRRYy FT—0, BEBEXYNI—J, BLVIFATORRYNT—0D
HZELEXT,

K

E

* *|Pv4 Address (CIDR) * : Xy bhJ—0A4>RZ—T A ADCIDRXZY FT—TF7RL R, 7=

EZIE 172.16.10.100/24 DL D ICED FT

**Gateway* JUY R/ —RODTIFIET—bDTA, TLERIF. 17216101 CASILFT

* *Subnets (CIDR) * : BERXY cJ—JHD 1 2ULEOY TRy FT—2,
e [1R7F (Save) 1ZVUvILET,
BREBT Y R — R [ BREH/— R U CBBLET,

Approved Nodes
Grid nodes that have been approved and have been configured for installation. An approved gnd node’s configuration can be edited if errors are identified.

Grid Network MAC Address It Name It Site It Type It Platform It Grid Network IPv4 Address
DC2-51-185 Site A Storage MNode ViMware VIV 172.17.3.185/21
DC2-53-187 Site A Storage Node Vilware VM 172.17.3.187/21

Passphrase

Enter the provisioning passphrase to change the grid topology of your StorageGRID system.

Provisioning Passphrase sssessss

s | oo
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*EARBEATVYR/—ROTONTAZEETBICIE. EDIOFREIVZERL. HR&E =20
v L&ET,

s EERBADT )Y R —REFREBRO/—RDIMIRTICIK. ZYETR2AS>a>yihRad nz
ERL. Dy bMEIUYILET,

* EEGREADT Uy R —REZLICHIRTBICE. /—FOERZATICLET., RIZ. £DZ
VARZZBERL. HIRZ2o )y I LET,

f ZRITIRBPOIT )y R/ —RICIS. LROFIBEZEDIRLET,

@ A THNIE. REPDIT VY R/ —REIXRTHEEL. 1 EOHRZRMBL T LS
W RIELHRZ EHEIRET 5 &, SOICKEANDDD FT,

1. gRTOIVYy R/ —REFELIS. OBV INRTL—X1 CAAL. LR 20V
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v L&ET,

BABICR—UNEH SN, BRFIE DR TF—ZANERINET, BLDT Uy R/ — RICHET 34
RIBETRDBAK. TUy R/ —RORF—2RE5>a &I Uy B/ — FOREDRAT— 4 X
NEREINET,

TTISATADBEE. A VA= RAT—I 3NS5 XT—2 4 Finalize Installation
()  EBfILTLBC L &R StorageGRID 7751 7Y X1 Y2 b— 5 DIBARITE N E
To AT7—J 4P RT IR, AbO—H)T—FLET,



Grid Expansion

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

Expansion Progress

Lists the status of grid configuration tasks required to change the grid topology. These grid configuration tasks are run automatically by the StorageGRID system
1. Installing Grid Modes In Progress
Grid Node Status

Lists the installation and configuration status of each grid node included in the expansion.

3 Q

Name It Site It  Grid Network IPvd Address « Progress It Stage it
DC2-ADM1-184 Site A 172.17.3.184/21 I H Waiting for NTP to synchronize

DC2-51-185 Site A 172.17.3.185/1 iy = Waiting for Dynamic IP Serice peers
DC2-52-186 Site A 17217318621 J;_;’ Waiting for NTP to synchronize

DC2-33-187 Site A 1247318721 s | Waiting for NTP to synchronize

DC2-54-188 Site A 172.17.3.188/21 5. Waiting for Dynamic IP Service peers
DC2-ARC1-189 Site A 172.17.3.189/21 B Waiting for NTP te synchronize
2. Initial Configuration Pending
3. Distributing the new grid node’s certificates to the StorageGRID system. Pending
4. Starting serices on the new gnd nodes Pending
5. Cleaning up unused Cassandra keys Pending

@ 4 ~DIRERICIE. FTLWH A R Cassandra 2R ET3-HDEMERIBEENE
XS

8. [Download Recovery Package* | J Y I DRREINT=H. TSICVANUNYT—=2 T 7 )0V EE >0
- I\ ing-o

StorageGRID X7 LTIV y R MROPZEELIBEIF. TETBRFECVANUNYT—=IT 74

)L@Eﬁ%ﬁ]lf 2RO O—RIBBEDNDBDET. VANUNYT=2T 700G BEDNEELLS
BICVRATLZYZA T TBIOICERLET,

a ZdoyvO—RUYIZ0 )y I LET,

b. 7O 3= INRTL—X=2AAL. *HorO—- RO zs Vv LET,

C AIYO—RMPRETLES., ZHTET .zipZ771I)L. DEENTVWER 2R LEXT gpt-
backup 74 L2 M) ¥ SAID.zip 771 ). RIZ. ZEBEAL XY SAID.zip 77T, I8
E1LX Y /GID* REV* mRIE. BERLE Y passwords.txt 771 Lo

d #5>O0—RLEVANUNY =T 7a0)L (zZip) 2. 2 BRFAORERIGFRICOE—LE T,

@ DANYNYTr—T7 74 )LICIE StorageGRID Y X T LADS T—RZEE T 370D
EEXF— Y NRAT—RHAEENTVE O, BLICFRETIBELNHBD X,
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9. 1DUEDR ML=/ —RZBMT 358I1F. AT —RAXYyE—JICRTENZEEZREL
T. [Starting Cassandra and streaming data)] X7 —C DETRREERL £,
4. Starting services on the new grid nodes In Progress
Grid Node Status
Lists the installation and configuration status of each grid node included in the expansion.

A\ Do not reboot any Storage Nodes during Step 4. The "Starting Cassandra and streaming data” stage might take hours, especially if existing Storage Nodes
contain a large amount of object metadata.

Search Q
Name It Site it Grid Network IPv4 Address ~ Progress It Stage it
DC1-S4  Data Center1  10.96.99.55/23 Y | Starting Cassandra and streaming data (90.0% streamed)
DC1-S5  DataCenter1  10.96.99.56/23 I complete
DC1-S6  Data Center1  10.96.99.57/23 I complete

CDEIEIZ. FERRIEEZR Cassandra T—RXDEETEE . FILLW/ —RICEFIAABADEICEDOWVT,
Cassandra DR M) — IV MIBOEHSRED SEELI-HD T,

Flg4 FrLWI Uy R/ —RTH—EXRZBIRT D) OFRTHIE. ARL—2/—R%Z )
@ T—hLBWVWTLEETV, FIZ. BBFEOA ML=/ —RICKEDA TV U M XEZT—

AHBREENTLVWBIHEIX. [Starting Cassandra and streaming data] X T—JH#F LWL R

fL—2/—RIUICET T2 ETICHBFEBEINZ e HD £7,

10. IRTODEZXINTET L. *HEROFRE * REVHBRIEINS X T, HEROBERERITE T,

I’
EBIMLET VY R/ —RFDRZATICEL T, MECKEDT-DHDEMDFIEZERITT 2HBENDHD T,

REEER
WM EZFERLTAI Sz b BB S"

"}15E% D StorageGRID & X 7 LDEEE"

¥L3E#% D StorageGRID > X 7 LDERTE
LERHATET LT2H. MECREDTOHDEMDFIEZRITI ZIHENHD £,

CDRRATICDWT

R TEMT BT )y R/ —RICIEL T, RORDBERX XV ZRITIBBBEDHDET, YATLDIVR
F—ILCEEDOERTEIRLICA T a >0ED. HERTEMLIET )Y B/ —FOREREICE>TIE. &
BREJREBR X XTI HHD T,

FIE
1. AbL—=2/ —RZEBMLIIGEIE. RDOBREXRVEZRITLET,
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A=Y/ —RFORERRY ZERLTIEETL

ILM IJL=ILTHERINTWVWA I L ==L BESREL T TILWR LM ZFEALTA TV o b %
FL—UDMERSNEESICLET, EEg 3"

* B hZEMLISEEIE. TOYA EDRX ML =T =)L ER
L ILLWA ML =T - ZERTS ILMIL—I)LZEHL X
ER

*BEFEOYAMIX ML=/ —FZEMLIEEIE. FILL/ —
FHAELWARL—YTL—RFZERLTVWS 2L &
ER

A TI7HIETIE FILLWR ML=/ — RHAIl Storage

NodesX hL—TJL—RIZEIDEHTHN, 20T L — FZFEH
TBRIAML—UTF—)LICEBMENET, FILLW/ —FTHREL
DAL= JL—RZEETIHERIE. HRFZLTL—RIZF
FTRDHTBIBELRHDET (M>>I L—JFL—R)

ARL—S/—RAFTOLY FERDRAATVNB S LERRT 30 "ARL—Y )/ —FHT7 0517
THBZICEBBLTLET"

ALAPY—0—FTAVIT—RDIUNZ VT ZTVWEY (#E "I L—2U )/ —FOENEICE
BOZALL—2 /) —FZEMTERD STHBEDH) - 323 y—0—Ta 20T
—ZDIUNZI T

2. e kY IAJ—REBMLEESR. ROBELR I ERFTLET,

T—hUzA /) —ROREFE ZERLTIREEL

DIAT Y MERICNATRASE) T4 JI—THMERTNBIHE "StorageGRID DEIE"
lF. HA L= — o1/ —RZEMLE T, BEEDHAY )L

— 7DV LZEELTHLL —RZEMTBICIE *

Configuration > Network Settings > High Availability Groups *% &R

LEd,

BB/ —RZEEMLIEESIE. XOBERXRAVEZETLET,

BB/ —ROREXRY ZzBRLTLEETV
StorageGRID S R T LTI Y IINGA VA UDRBMIH>TWSRE "I TA A2z ELT
&1&. Active Directory Federation Services (AD FS ; Active wxd"

Directory 7 T 7L —>3 % —ERX) THLWVWEER ./ — RDIEER
BECEZENT Z2HVELHD £9, COIMAEFBEEEZERT
B2FT. /—FRICHA2A42FTB3ETETIEEAS
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b. Prometheustf—E X% 1ZIEL £ J o service prometheus stop
C.SSHI—Y x> hICSSHMWERZEMLET. ANNTSIY > Nssh-add
d (CEHINTWBSSH7 VL RNRT—R%Z AL FT Passwords.txt 771 )b,

e. V—XXE®E/ — FDOPrometheusT —ZR—XZHLWER/ —RICOE—-L &7,
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

. 7O 7 e REEINIS. *Enter* ZHL T, FILLWEIE/ — R EDFH L L) Prometheus 7 —4 AN
—2EWEITDZI =R LET,
TTD Prometheus T—ANR—XEEFDEET—2HFHLUVWER/ —RICOE—hEzd, JE—NIE
MNRTTDE FILLWEE —RART U T hICL-TiRRBIEINE T, KDRT—XIAVRKRRINE
ER

Database cloned, starting services
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a oY —/NICNRT—RABALTT IR T ZIUBN R A2 BEIE. SSHI—Y Y M SHWER
ZHIFRLE 9, AT BITUR

ssh-add -D
.Y —BEE / — KT Prometheus —EXZ=BiE&H L £ 9,

service prometheus start

BEEOJZIE—-LTVWET

IEEFIE ZERA L THLVWEIERE ./ —RZEMLEESE. €DOAMS H—EXTOJICE
EINBDIE. PRATLANDEMEBICKRELIARY FEMBOHICED £, LLEIIC
AVAM=ILENTWVWEEE/ — 5 FHLWMLEEE/ —FICEEOJZOE—L
T. D DStorageGRID X7 LY BEHIENB L SICT B ENTEEXT,
NERHD

cBIE/—RZEMTBILERFIENT T LTVWIBRERHD XY,

c ZHAEBELTHELMENHD £9 Passwords.txt 771 o

CDRRAIICDWVWT

HOEE/ —FOBEBEXYE—VOBREZILEEE./ — FTHERATE3L5ICTBICIF. TSATUEER/ —
FERIIROBIFOER ./ — FHSIRER ./ — RICFHTHEEOV 7712 -9 3R ENHD T,

=2}

1. 7543 VERB/ —RICA1 >V LET,
a XNIAYYREASILET, ssh admin@ primary Admin Node IP
b. [CEBEHINTWB/NRT—FZAALEXT Passwords.txt 771 J)lo
CRMDAYY RZEANL TrootiCIDBEZX £F9, su -
d (CEBHEINTVWEINRT—RZAALFT Passwords.txt 771 )L,

root LTOT A>3, JOAY TR SEZEDLDET s#KRT @ #

2. AMSH—EZXZEFELELTHLLWI 7AIUDMERINBWVWESICLET, service ams stop

3. O&HIEZELET audit.logfileZiEELF T, CHICED. HEEE/ — RICOAP—LET7AIILHY
FEIFEINEFHFA.

cd /var/local/audit/export[]’ls-I'[[mv audit.log new name.txt
4 IRTOBEEAYV 77 ZHREE/ —FICIE—-LET,
scp -p * IP address:/var/local/audit/export

S. 7OV RHRREINIS. DNRTL—XZAALET /root/.ssh/id rsa T ICRRTINTULS
TISARIVERE/ —RDssu7 VL ANXT—RZANLEY “Passwords.txt 771/l

6. TOXETLF T audit.log 7 71IL:
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mv new name.txt audit.log
7. AMS H—EXZRIL £,
service ams start
8. H—N\Hh50J7TRLET,
exit

9 IREE/ — ROV LET,
a XDIAYYRFZANLEFT, ssh adminGexpansion Admin Node IP
b. [ZEREHINTVWB/NZXT—FZANILZET Passwords.txt 771/l
C. DAYV RZASL TrootitIDER £, su -
d |ICRHEINTUVWBNRT—RZANLEY passwords.txt 771/l

roote LTAJA>T2E. 7OVTEDBHOBLEDD FT s 7T #o
10. BEEOV 77 LOA—H I IN—TOREZEHLEF T,
cd /var/local/audit/export [+] chown ams-user:bycast *
N H—nN\Hrs6o0J7oRLET,

exit

A=Y/ —RFROEMRICEITZANLADYy—0—T 12 I T7—2DIUNZ> 2T

BEICE2TIE. ILWARA ML=/ —REZEBNMLIEHEICALASy—0—FT 10 >0
FT—=RDIUNZ VTR RBICRDZZEHHD FT,

NEBDHD
*FHLWIRbL—2 )/ —RZENY BILEFIEDNTT LTVWBIBRELNBD T,
LAY —A—T A I T—RDINT VI VIR EREEZHIED L TEKBERHD T,
"M ASYy—A—TFTa4 I T7—R2DINZ I VJICEAT 3EREE"
COFIEIFE. 1D 1 DODUEDRI ML —2/ —RIZH L T * Low Object Storage * 75

— AR UA-—EN, HEEHOFLWA ML -2/ —RZEMTERD 2HEICOHARE
TLTLRE LY,

c EHELTHELHUENHD £ Passwords.txt 771 o

CDRAZIZDWT

ECOUNT YOV IFIEHEITEINTVSBHE. ILMAUIEBE S3E LT Swift 7541 7> MUBD/NT % —
RURCHETBARMEDIDD ET, DD, COFIRIFROSNIBEEICOARITL TSI L,
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®

FIE

ECOUNZYIUTICE>T. FIED—RHICKBOR L —2Z)HF—TLET. AL
— VTSRV A-—CNBBEDRBDITH. UNSTUIUINTTIBEHRLET,
FRICTRBRA L =D WNEE. ECOUNT VIV IFIRIBRBLET, AAL—TF
E. FIE DKM DB L IeMCBRE <. ECOUNS YOV IFIRMNTET LIt &I
BBRENE g,

ATz (FEA Tz bN—=Y) 27 v TO—R$37=HIC S3 H KU Swift API 4L
BAERTIDE. ECOUNT I VIHIC 24 BEUEDID B BEICFIBOUNZ VOV

WERETBERHD FF, %YHT 3 ILMIIL—ILDOED IAHIC Strict £ 7=1% Balanced BZEH

FATNTVSIEE. REBEO PUT LEBIZEBLE T, DI S—HREINEFT,

500 Internal Server Error

1. [[review_object_storage] ] UINZ > > $2H 4 CDIREDA TSV R MLV OFFMZREREL £

o

a. [/—FK (Nodes) |Z#RL

b. 4 FTRHDA ML -2/ —RZFRLET,

C[*RML—I 2 TZBIRLFT,

d. Storage Used - Object Data F v — MMZA—VILZEHET. A L=/ —RFEDL TV —hT—

BEALADvy—A—T 1 VI T—2DREDEERTLET,

e FALFIEZEEDERLT. 1 OO L -2/ —FRZRRLET,
2. 754 VERB/ —RICOJ1>LET,

a XNIAYYRZEANILET, ssh admin@primary Admin Node TP

b. (CEBEINTWBINRT—RZASALET Passwords.txt 771 Jo

C.RNDIAY Y REANL TrootiCIDEZX £, su -

d ICREEINTVWBENZXT—REASNILEFT Passwords.txt 771 Lo

root& LTAJA>T3E. FAYT B SEDLDET $ 8T 1 4

3 OAR > REANDLE T,

rebalance-data start --site "site-name"

DIBE "site-name" &® ) v L. FILWA ML=/ —RZEMLULERIOY T FEIEEL X T,
FH XY “site-name 5|BAFTHAET,

EC Rebalance FJE h'BAgE . a7 IDHBEREINET,

4. >3JID#IJIEK—LZET,.
5. EC Rebalance FE DX T—2 XA =8BEHR/LEJ,

o BB—@ EC Rebalance FIl@ DR T—H2 X% XRT3ICIF. ROFIEEZEITLET

rebalance-data status --job-id job-id
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DIHE “job-id T. FlE OEEFEFIRENZIDEIEELEFT,

° IR7ED EC Rebalance FlE . MURICTET LIEFIBORXT—R XA ZRRT BICIE. ROFIEZEITL
9,

rebalance-data status

®

6. RENIRT—RRZEDWVWT, BMOFIEZERTLET,

° AT =R ZANDHZE "In progress’ ZETL TWVWBIHEE. ECOUNT VIV JMIBIZFZETH T,
Flg &, BT I2FTEHRNICERTI2HRENHD XTI,

° AT —AZADDIGFE Failurex o) v o L. #ETLFEFT LHDOFIE,
° 2T —ARAANDIFHE Success v L. ZEITLET IO RT Y 7,

7. EC Rebalance FE IC& > TAEDEFHERINTUVNDS (EDAANIBICEENRHDIRY) BEIF. F
B = —B=IEL £ T,

rebalance -data <> K DAL TEZRRTBICIE. ROFIEEERTLET,

rebalance-data --help

rebalance-data pause --job-id job-id

B ECOUNSVIVIFIE Z T T2HENH3HBE (StorageGRID YV 7 M I F7DT7 v T L—R%
KITTEFBRLSICTRHBERLE) 1. RDELSICAHDLET,

rebalance-data abort --job-id job-id

@ ECOUNT VI VIFIEZRT TR BENBEADT—RT T X2 MMIFTLWISFRIC
§§D i_g-o ?_a‘iﬁwi%ﬁﬁt:ﬁéhiﬁho

9. [[rebalance _fail]] EC rebalanceF|8 D X 7—X XD DIHE Failure. KROFIEEZRITLE T,
a A rDIRTDAML—U/—RBT Dy RICEREINTWVWS CZRERELET,

b. ZNSDR ML=/ —RICHEELTVBAREEDH 27 5— bHABVWHESHERRL. BRLT
<TETLY

BEDTZ— FOFMICOVWTIE, BERE ST a—To VI DOFIEZSRL T LT,

C. EC Rebalance¥FI|E : +=HBiEE L £ rebalance-data start —--job-id job-id

d ECOUNS YO VIFIR DRAT—RIANEEDIHFE Failure. T7ZAILYR—MIBBVEDE
<TETLY

10. [rebalance _succeed ]] EC RebalanceFIE D X 7—3R AN DIHH "Success BEICIGL T ATV R
FL—C%FRT2 200w o938 U1 FORFOFHEIRRIINET,

ILADPvy =0T I ENT -2 A O L=/ —FRETEDHEFICEREL X T,

(D)  L7ur—hEnEFIUss bF—2i EC RebalanceIE 1ok > TEBIENER Ao
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N BHOTATALAPY—O—T 1 VI ZFEALTVBRHRIE. REEZRITBZMOINTOY A MK
LTIOFIE Z2ETLET,

BEIEHR
"MADY—A—T A I T—RDINZ VI VTICET 3 EZREE"

"hSTNTa—T 1 VI EERLET
TOZALYR-BMIBEVWEhELEETV

)y RIGEETOF XA TERTEAVWIS—DRELEISZEYPI VYRR TICEKREL
1235 81E. TOZAHILYR—KMIEEVWEHELTEEL,

CDRRAIICDWT

TOZAINGR=-MIERAVWEDEWLLECEIZ. RELEIS—DO ST a—Ta Y JICREROT T
FAILEEED LIV,

FIE
1. BEELFEE LR/ — FICERLE IS

a XOIARYRZASNILET, ssh -p 8022 admin@grid node IP

@ R— l\8022£\5t/_\‘—ZOSOD§SH7J'3— k. R— ~22(ZStorageGRID #3417 L TL)
%Docker 1> 77 MDSSHR— LTI,
b. |[CRHEINTWVWBE/NRT—FZANLFT passwords.txt 771/l
C.RODIARY REANL TrootiCIDERX £, su -
d (CERESNTUVBNRT—RZANLEY Passwords.txt 771 Lo
root LTOJA>F2L. AT EBHSEDDET $#T 1 #

2. AYZAM—ILOBREICEC T, Uy R/ —RFH5ROVWTNAAOOJZEIRL £9,
T2y bhTH—L4 mEsg
VMware * /var/log/daemon.log

* /var/log/storagegrid/daemon. log

* /var/log/storagegrid/nodes/<node-name>.log

Linux DHE * /var/log/storagegrid/daemon.log

* /etc/storagegrid/nodes/<node-name>.conf (BEHHFE
FLIE/—R)

* /var/log/storagegrid/nodes/<node-name>.log (&=
PEELEE/—F BVWEELH D)
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AN ZHERFLET
Ry R T4y REBEAT BHE. BENRELI Uy R —REVANUT S
B TV R/ —RETA NOERZELET3HE. AT LEENRELILBRICA
Tz VANV TBZHEICOVWTHABLET,

* "StorageGRID D) ANY E X > T+ > ADOBE"

* "StorageGRID "y k7 1 w2 XF|E"

gy R/—=FDU AN FE"

C"TFUOZANYR—MCEDTA NI AN)DEITHE"

* "FIE OERZFL"

"Ry RT=TDXY TV RFIRE"

*"RAMLARILE LUV RILT 7 OFIE"

*"JUwy R/ —ROFIE"

"V ITSATVAR/—RooyO—Z=>J"

StorageGRID O ') A/NJ E X VT F 2V ZADHE

StorageGRID D AN EX VT F Y ADFIEICIFE. VI NI TRY STV T RD
WA, JUy R/ —FD)AN), BEIRELIYA DU ANY, Uy R/ —R
X3 H 1 F2ROEREFELE. RYNT—OXVTFURADET. RARRNILEKXY
SRIUNTDZTDAYTFUAFIBDOERIT. Uy R/ —ROFIEOETHEFENE T,

DANDEADTF RO TRTOEZEICIE. StorageGRID & X 7 AICEA T B IBLVAHEDNRET
9, StorageGRID X7 LD FROVEREIEL T, JU Y ROREXIMEL THELBELRHD X9,

IARTOIETRICEEICEL. IRTOEFISTFEITIHELNHD XTI,
CCTHIALTWARWX YT F Y XFEIF. YR—FENTULLBVWFIETHZH. T3V —EXEZRHIUE

N—=RIT7DFEIBICOVWTIX. AL TWS StorageGRID 7 ISA 7Y ADA VA R=ILEXYTF VR
DFEHEBBL TSIV,

Linux 1 ¥I&. Red Hat® Enterprise Linux® . Ubuntu® . CentOS . F7:i& Debian ® ®
BEZIELET, YR—bFINTLBIN—320—EIZDWTIE. NetApp Interoperability
Matrix Tool ZBBR L T 72T L\,

B
"Iy KAPY

"Xy NTD—=TO AR
"StorageGRID DEE"

"SG100 SG1000 —ERT7 517> X"
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"SG6000 R L —F PS4 T7 R
"SG5700 A L =TSS4 TR
"SG5600 A L —CTFFSA TR
"NetApp Interoperability Matrix Tool THEER TIF £ 9™

Web 7SO DEH

YR—bEENTWVS Web TS5V T ZERTIHENHD FT,

Web 75 Y- R ENBBIN—Da Y
Google Chrome 87
Microsoft Edge Di%& 87
Mozilla Firefox 84

T2 04 RUDEEHREINBEICREL TLRE L,

A AL EotwIl
&)y ( Minimum ) 1024
25 1280

DANINY =254 O0—RLTVWET

DANINY =T 71002 ERT 3 8. BEERLERIC StorageGRID Y X7 L% X
7 TEET,

NERHD

* Grid ManagerlCIdHR— FEINTWBR TS OHZFERLTH A VA VT 2HRERHD XTI,

c JOEDIZVINRTL—ADRETT,

*REDT Ut AERNUETT,
StorageGRID R TF LTIV Yy R RO OEEZITOREI. £FV I 0727 v 7L — KT 3H
I IREQVANINY =T 740 %2X T O—RLTLES W, Uy RNROPZZEETZIHY T +
DITETYTIL—RLIzHEI. VANINYTF—COFHLVWIE—%24Do>O0—-RLET,
FIE

1. [* Maintenance * (X>F+>2R) ]>[*System* (X7, *) ]>[*Recovery Package] (JA/\U/N
V=)

2. 7023z NRITL—XZAAL. * Ao O-RORM®E* 2FBRLET,
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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade

StorageGRID Hotfix

SANTfricity OS

3. StorageGRID Hotfix *# &R L £ 9

StorageGRID Hotfix R—UHFRREINFE T,

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hotfix file @

Passphrase

Provisioning Passphrase @

Browse

4. NetApp Support Siteh 5 X T > AO— R LRy b 74w IRT7 74N ZHERLET,

a [*BR*]ZBERLET,
b. 771 ZHRLTHERLEY,

hotfix-install-version
c. M*RA<C ) Z&#ERLFS,

774D 7y FO—RENET, 7y IO—RNETITH L.
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FENET,
(D) 77 LBRBETOE R THRESNBLHEBELANT LS,

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.
When the primary Admin Node is updated, services are stopped and restaried. Conneactivity might be interrupted until the services are

back online.

Hotfix file

Hotfix file @ Browse + haotfix-install-11 5.0 .1

Details @ haotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @

S. 7O IZYVINRITIL—X%EZTFHFAMRYIRICAALED,

6.

M*Start* (RZ—k*) 1] REVHEHITEDET,

StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file
Hoffix file @ Browse " hotfix-install-11.5.¢.1
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @& | «ereee q

]

M*Start (FA%R) 1 ZFIRL XS

T77ARVER/ — RO —EXZzBEHTIRICT SUHTOERN—FNICKRDON S AIREMNH 2 &
ZRIEEVRIEINE T,
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A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ

7. [OK]| %#BRLT. FSAXUBE )/ —RADKRY b T v I 2ADOBER%ZBLET,
Ry b 70 v O 20BRAAHIBEINZ . K

a Ry b T4 v I ROBIEHLEITINE T,

C) IS—MRESNIBEEBBRL. Ry b7 v I RT 7L EB7Yy7O-RFLT,
* Start * ZBEERLF T,

b. Ry T4 VI RDA VA F—LOETRREORDPERRINE T, CORICIE. VY RFADIART
D/)—Re. RY ST v IADA VA M=IDOREDRT—HN /) —RIEICRREINE T, T—
TILAD/ —RIFEZA TN IL—FLTNTVWET,

rEE/—R

*F—bUzTA/—F

*XAhL—=P/—F

*F—hA4T/—R

@ EBWN—DRT TR TSATVER/ — RDBRUICKREIN' X7 T
complete | ICRD FT

Hotfix Installation Progress

A Admin Nodes - 1 out of 1 complated

Q

Site 11 Name IT Progress L1 Stage 11 Detalls 11 Action

Vancouver VTC-ADM1-101-191 _ Complate

8 MEIZIGELT. BYIL—TAHAD/ =KD X +% *Site*. *Name*. *Progress*. *Stage*. %7z
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o

R—ULEO * TRTER REVEIU v I TBE, R—UIURFEHTLBTA
TO/—RHBERENET. —F. F—ININ—TO LRI HS * TRTER " KA

() 22U sF3L. ZOUL—TROTARTO — ROBHERINET. /— RO
7y 7Y L— RIEFHEBLFEE. /—RELIE/—RIIL—T% 1 0¥ OEAL.
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74w XFa—ICEBMLET,

MDY T b U T 7EHERRIAT BHIIC. StorageGRID Ry b7 4 v I R%EFTRT T B4
() BranEv, FvbTqvsRERTTEEVEER. FOZHLTE— MCBEL
abt T,

10. Ry h T4 wIRFa—h5/—REFLIFTRTD/ —REZHIBRTIHNERDHDHESIE. ™ Remove
F7-1% TRemove All *] Z=&ERL X,
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A Sorage odes 1o of 8 compte

Q
Site I Name 11 Progressli Stage 11 petails IT Action
Raleigh RAL-S1-101-186 Quaved
Raleigh RAL-52-101-197 | Compiste

Ralaigh RAL-53-101-198 Queued
Sunnyvale SVL-51-101-199 Queued
Sunnyvale SVL-52-101-83 Waiting for you o approve m
Sunnyvale “SVL-§3-101-94 Waiting for you to approve | Approwe |
vancouver VTC-§1-101-193 Waiting for you to approve
Vancouver -VTC-52-101-194 Waiting for you o approve m
Vancouver VTC-53-101-185 Waiting for you to approve m

N BRSNBT VY R/ —RIZKRY b T4 v I ZDBERATNZ EFTRHEE T,

RY T4 v IRBNIRTD/ —RICEBICA VA —ILENBZE. RY T4 v IRDAV A =ILD
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"Ry b7 BERDEE & EEE"
"StorageGRID DEE"
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JUy R/ —=FD)AN)FE

)y R/ —=RTERENRELILBZRIG. BENRELLYIETIXEREY — N\ 2
L. StorageGRID V7 b x7ZBAVAM—ILL. UANVUARBT—2%Z )X LT
B3 TUANIUTEES,

)y R/ —ROBREIRE. N—FUxz7, Rk, ARXL—FTo4 VI XT L FFYV T FT T T7OREIC
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DEI,

VEZHD

c AML—=2/ —ROERFELNEIETHR TRV . £RiF/ — FOFIE OEREFEILELEN—RHEIES
NTWBZ xR LTHTFET (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#IRL £7) o

* ERMETHR TRV E E#EL THEE£ET (Grid Manager T. * Maintenance * Maintenance Tasks *
Expansion *Z#RL £9, )

CDRAZIZDWVWT

ARL—=U/—=RIZIE 772020 M XART—R%EE Cassandra T—EAR—ZADHD £, DAL —
O/ —RE 15 HUEBETETCVWARWA ML —2 )/ — R Cassandra 7 —X2RX—X(d. StorageGRID IZ &
S2THWEABRETNET, DX L=/ — RO 5DIEHR%EERL T Cassandra "BBEIND X T, £
DAL=/ —=RIEFT)y RICBEMTE XA

COFIEIF. 1 DDA ML=/ —RHMEIEL TWVWBIBEICDA Cassandra = BIBER T 3 7-0OICFEBL £
To BMODRARL—S/—RBF TS 0DFER. 15 BURICHID R L —2 / — KT Cassandra 'EB1#
LINTWVWBBEIE. TI7ZAINTER—MIBEBEAVWEHDELLTEETV, Tz xiE. BEX ML =R 2—LD
DANVYFIBXIIEEI L=/ —RD U AN FIEO—IRE LT Cassandra h"BEEINTULSAEE
MHRHD ET,

BHOR R L—0 ) — FTEENRELLSE ($134 751V 0H8) [ F7=hlLY
(D A-rcBmLaDEET V. ROUANUFIRBRFLAVT RSV, F—2HEDR
BEREMNBD E T
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Z L= — KOEEETIEU AU 15 BURIC 2 DEOX FL— ) — KOBEN S
(D ELrBal. /NP E- FEsBLADE V. ROUANYFIE FRFTLEL
TRE W, F—EHEDNB AN DD 7,

@ YA EDEBDIA L=/ — RTEENRELBEIE. Y1 MVANVFIEDPBEICES
AR B D T, TV ZAITR—MIEREVEHDELL T,

"FOZAIINYR—=NMIKBHA M) AN DERTHE"
Flig
1. RBICIELC T VANUDRBRINL -/ —ROER=AICLED,

2. )y R/ —Ricagd1>LEd,
a XDOIAXYRZANLEXT, ssh adminRgrid node IP
b. ICEEHINTUVWBNRT—R%ZASILET Passwords.txt 771 o
C.ROIAY >V RZASL TrooticIDEZ F9, su -
d |[ZEBEINTVWBNIT—REASILZXT Passwords.txt 771 Jlo
root LTOJA >3, AT EDBDBEZEDLDET s#R7T ¢ 4.+

Sy EJ—REOF1 Y TEEWEAIR. ¥ X7 LT 1 RIHHIELTLB AN SBD &
() . FEITILALT, SRFLESATHENBDUNNUERGFLES, "> 257 L~
SATBENSDYUANY"

1. A=/ —RTRDF TV IERITLET,
a. @YY R ! nodetool status
HADIC > TVWBHRENBH D £ Connection refused

b. Grid ManagerT. * Support ** Tools * Grid Topology *Z&RL £,

C. _site AL—Y/—R SSM*H—EX*ZFERL FJ, Cassandratf —EXNRRINTVWE L%
HE8 L £9J Not Runninge

d. Storage Node * SSM * Resources *ZEIRL £T, A a—LEI>aVICIZT—AT—2IANHBWVC
CEMERELET,

e OV VK ! grep -i Cassandra /var/local/log/servermanager.log

HAICRDX vy E—IHRRRENE T,

Cassandra not started because it has been offline for more than 15 day
grace period - rebuild Cassandra

2.  ZOOR Y REMFERALT. X2V TrOEH%ERLE S, check-cassandra-rebuild
C ARL=UH—EXNRRITEINTVWBRERIF. TNSZEFELETEILSICKOSNET, *y*1 CA
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LY. BEY—EXRFLIIHERY—EXHDFEIBIND T CIEBENEENICITD
@ NEI, RZUTLDOHAICIE. Treaper ) F7=I& T Cassandrarepair | S ENT
WBZEDHBDET, BEINKBMLIEIEEZRT IS —XyE—IWRRINES
F IZ7—XwE—JITRENOY Y RZRTLET,
B VEIRIET LIS, "ROF v I ERTLET,
a. Grid Manager . * Support ** Tools * Grid Topology *Z &R L £,
b. site *VANIVEAARL—Y /) —R*SSM*H—E X*ZFIRL £,
C IRTDOY—ERDRTINTVWREERERLET,
d. DDS*7T—R R~ 7*ZFEIRL £7,
e *T—R - ARTPDRT—RRA*N 7y T THOH., *T—R - ALTORE*N EE] THBC
CERRLET,
RIS R
"SRATLRSATEEINSD) AN

StorageGRID 7 75 A 7Y RAA L=/ —RD U AN

FEENFE LI StorageGRID 7 TS A7V RAA ML=/ — R AN BFIE 3.
SATLRZATDEENSDANDTEHEED. ANL—UR) a—LDAHDIEED
S5UAN)TBIFEERELC T,

CDRAZIZDWVWT

TI2ATVRZ#E G LTV T I TZBAYAM=ILL. /—RBTUY RICBEMT 3L DICHREL.
AbL=VZBI A=V bl ATV T 22V RNTIBIHENHDFT,
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Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.

BHOR R L—Y ) — FTEENRELISE (1A T51088) d Fo=AILY
(D A-rcsBmLuabECRET V. ROUANUFIRFRFLAVNT RSV, F—2H%EDR
BRI D D T

ARL—2/ —RFOEERIEUANIER 15 AURIC2 DEDR L —Y ) — FOREENHE
(D ELEB8E. FOZRLTE— FEBBOADE T, 15 BURICEROR bL—2
— R T Cassandra ZBIBRI B . T—IDNKONBIEHHBODFT,

CD YA EDEBBDIA L=/ — RTERENRELIIGZEIE. Y1 VAN UFEDIBEICES
AN B D T, TIZAILTR—MIEBEVEDELL LT,

"TOZANGR=BMIELBZ YA ) AN DERITHE

CD LZVr—hOE—Z 1 DREFMRERETELIICILMIL—ILZREL TVLWBHEIC. £0IE—
RHBZRASL—IRYa—LTRENMRET SR . 7T b2 VANUTEXREA
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1) AN H(C Services . Status - Cassandra (SVST) 7o —LWEEL-EEIE. BERE

CD FSTIN>a—Ta VI DFIEEZESBL T, Cassandra EBEELT7Z—LhBUANIL
TL72E\, Cassandra #BIBETZ . 7I7—LISERINET, 77— LDFEBREINAEL
BEIE. TUVZAILYR—=MIEZLTLLETL,

OY FO—Z ORHEX SANtricity OS DB A VX M—IILOFIEHE. N—RITT7DAVTF

() CRFEOVTH. CEROXL—UT TS TYROREL X VTV ROFIEESE
LTS,
RS IR

"WIIONa—Ta I ERLET"
"SG6000 A L —F 54 T7 R
"SG5700 A AL —F7 PS4 7R
"SG5600 A AL —TF S A7 R
FIE
CBAYVAMN=ILNDEODT TZAT AR L= ) — RO%ESFE"
* "StorageGRID 7 7S A 7V ADA VA =)Lz LTWVWE "
* "StorageGRID 7 75 A7V ADA > A F—ILDEER"
* "Start Recoveryz#EIRL T. 77547V RA ML=/ —RZHRELFT"
C"TISATUR A=Y - R a—LOBIYIY BT -y b (FEIFIE) "
C"TITSATUVADANL—=UR) a—LANDA TSI b T—2D) R KT
C"FTTISATIURANL=/—=ROUANIEDZ L — DIRREDHESR"
BAYAM—IIDEEODDT TZAT VAR ML=/ — R O%ESi
TISATVRA ML=/ —REYAND §3BE1E. RHIC StorageGRID V7 kD
IT7ZBAYVAN=IIWNTBET7TS2AT7 VA2 /T IHERHD £,
1 EENRELIEANL—Y/—RICAJTI >V LET,
a ROIAVYRFZANILEXT, ssh admin@grid node IP
b. ICEBEHEINTWVWBNRAT—REASLZEY Passwords.txt 771 J)ls
C.RDIAYY REANIL TrootiCIDEX £, su -

d |[CRBEINTVWBNRAT—REASALZET pPasswords.txt 771l
root LTOSJA>$28. ZAVTIEBDSEDLD FT 18T 4o

2. StorageGRID YV 7 F Uz 7HA VA R=ITERLSICTIIAT7VRA ML=/ —RZ#EHELE T,

sgareinstall

3. KT IBhEShZEERONTS. EANILET, v
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StorageGRID 7 75 A 7Y AA VA =S DHR—LR—=IHRRINET,

- TSARVER/ —RFOEREI>a>T TS3ARVEBE/—FOIPT7RLAZEETZ3HENDH S

NESHZERELE T,

TSATVERE /) —RXLIZFADMIN_ IPOARESINDBCEH 1 D2DT Uy R/ —RABFLY TRy
MCHB%HEIE. StorageGRID 7 7 S5A TV AA VA R—=SHIDIP 7 RL A%=BEHICHEREL 95

CDOIP7RLADRREINGWVZERCETEITINELNHZERIE. PTRLRAZIEELE T,

FFoar FIE
IPZFBITANLET a. Enable Admin Node discovery * F T 7 7R v 7 X D#EIR% &R
L%,

b.IP7RLRAEZFETANLET,
C.[1®7F (Save) 1&#ZUwoILET,

d FLWIP 7 R L XDEHFIRRED Tready | ICHRBFTHEHEELE
XS

o

BHRINfEIRTOTZAIVE Enable Admin Node discovery * F v oK v o X% FRL *
EE/_ F@E@Jﬁﬂj 3-0
b. BHINIZIP7RLRDU I MHS, COT7FSATVRA R
L=/ —RZBATEZT VY RDTSATIEER /) — RZER
LF¥d,
C.[fR7F (Save) 1 &ZZUvILZET,

d FHLWIP 7 RL XDIFEFARED Tready | ICHDETEHEELE
IR

4 [ /—FR&ENTa—ILRI'VANUT B/ —RICERTN TV RRIZANL [RENZI7V v I LE
+

3. Installation (1> k—JL) £ 3> T, WEDKED I Ready to start installation of node name into

grid with Primary Admin Node admin_IP 1 (54X UEE./—FK admin_ip IC&3 ./ —FR&HDT )Y R
ADA VR M=I)LERIBT ZE B TETE L) THO. *Start Installation * (1 > X ~b—JLDFALR) K
RO BEMMIR->TWVWB %

[Start Installation* (- > X b—JLDBHIR) | REZVHEMIHR > TVWERWESIE. Xy NT—UREF
BR— FPRECDEENMMBBICHZZEHHBDE I, FIRICOWVWTIE. FHLTWB T IS4 7D Y
A= EAXYTFHFUVRADOFIEZEBRL T ETL,

6. StorageGRID 7 7S A 7V RA VA =SDKR—LR—=J T, *AVA=)LORAW®B*%20) v LZE
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

IRTEDIRED T Installation is in progress | ICZ1H D T Monitor Installation 1 R—IHRRINET,

CD EZRDA VAR =IIR=DICFETT I/ LRATIHBENHBZHEIE. XZa—N—-H5*
EZEDA VRN ")y I LET,

RS
"SG100 SG1000 —ERT7 IS 17> X"
"SG6000 R L —2F FSATUR"

"SG5700 A L =7 FSA T VR
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"SG5600 A L —TF T SA TR

StorageGRID 7 /54 7>V ADA VX h—)LDEEHR

StorageGRID 7 /S A 7V AA VAR —=5Tld. 1V AF—IDNRTTBETRAT—X
ADREEINE T, VINTITDA VA M=IDPRTITRE. PITSAT VAN T

—FEINET,
L AYZ =L OETRREERTBICE. XZa—N—D* YA M—ILOER* 2TV v I LET,

Monitor Installation R—J |21 > X b= ILOEITIRANRRRINE T,

Maonitor Installation

1. Configure slorage Running

Step Progress Status
Clear sisting configuraton — e
Configure volumes Li i i Creating volume StorageGRID-obj-00

Configure host settings Fending

2 Install OS Pending

3 Install StorageGRID Pending

4 Finalze instaliation Pending

FEORXT—2AN—IF. BEETPFORZIXIEZTRLET, BOXT—2IN—IF. EEICETLEEZX
%R~ LEI,

YR b=Fk UBIOA YA =)L TRT LIEZRINBRITENBVLSICLET,
(D 1> F—LEBRALTVSHAE BRI ILEOEVERSIE REDZT -2 AN
—LRTF—RAN[RF Y THEH]| CRRENET

2. AVZAM=ILDRIID 2 DDAT—SOETRRZRERLET,
°o* 1, ANL—SDFER

A== bO-3ICEK L. BIFORENDHNILHEE L. SANtricity V 7 b
7 EBELTR) 2 —LZREL. RRAFEZRELFT,

° 208 AV AR—ILLET

A4 >R ~—F7H StorageGRID DR—RXERBRBZARL =T A VIV RTLAAXA=SH T TSA4T U RIC
.| t.o_ in—a_o
3.1V F—)LOJL?‘_ﬁlk/R(D SRR T MHAIAAD Y —)LIC Tinstall StorageGRID * | X 7—H

—BHELEL. VY RIR—PvZ2EALTEE/ —FLETZD/—RZHERITELSICKDBZ A vtE—
VHRRENBZETHLET,
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4 FIEBICTF VAL TTFIAT7 VAR M=/ —RZERELE T,
Start RecoveryZz #IRL T. 7547V RAA ML=/ —RZHRELFT

BEENRELL/ —FODRDODELTTTISAT7 VAR L=/ —RZRET BIC
I¥. Grid Manager T [Start Recovery] Z IR Z2UREBLH D £,
HEHHD

* Grid ManagerlCIEHR— SN TWBR TS OHZFERLTH A VA VT I3HRERHD XTI,

* Maintenance % 7z|& Root Access 1&ERHDHE T,

s JOEYIZYINRTL—IDBRETT,



CUANVRBT7IZATUVRAM L= —RZEALTHELSBELRHD XY,

CALASYy—A—T a4 T—2DEES I TORBAEZIBEL TEKHBELRHD £,

C ARL—=/—RFHBEIS AURICBEEINTULVAEAVWI EZBELTEKHBELHD £,
Fig

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TFVXR R
7*)ANY)) ZFEIRLEFT,

2. yAN)T3B51)y R/ —R% Pending Nodes 'J X h TiEIRL £9,

J—RIBEEVEETZE )X MIEMEINETH. BAYIAS—ILENTUANYDERFNTESET
IFERTET I A

3. O I ZINRITIL—X*E#ZAHNLET,
A [DANVDRBIZo) v I LET,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 1T IPv4 Address IT State It Recoverable I
* 104-217-51 10.96.104. 217 Unknown
Passphrase
Provisioning Passphrase | sesess

Start Recovery

S. UANVURDT Iy R/ —RF—=TILT. UAN) OETRRZEHRLE T,

g1y R/ —RAH T Waiting for Manual Steps | XT7—JIEATRES. XD MEYIDFIEICRE>T. 7
TZ2AT7VADRA ML =R a—LEFETHIYIV ML B74—<Y vy bLET,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps
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UHURDEROBET, [ Uty &2y LTHLWI AN ZBATS &
() 7. BERECTOIRYIZABRRIN, FIEEULY FTBL — RATRERRED
FFHICBB LD TREINET,

O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

FIEZz)Ey bLIeHEIZU ANV ZBRITT25H81F. ZRTLTT7IZAT7VR/ —RzA42VA M=
JLBIDIRREICU A R T §RIHNEDHD £9 sgareinstall Iy I LET,

Do you want to reset recovery?

PIZATVRANL—=UR) a—LOBIYO Y BT +—< v b ( TFEFIE )

2DODRAV ) TR EFHTEIFTLT FRESNTVWEI AL =R a—LZBIT Y
L. BEXISL—CARVa—LZB7 44— Y MNIBI3RMELRHD X, DTV
7 hiE. StorageGRID R L —UR) a—LE L GEYICT +—<y bEINTWBAR
A—LZBYIYRLET, 2BEHORXID ZME. YO RENTULWARWARD 2—LA
FHI74—<wv bL. BEICIHLC T Cassandra T —4R—X=BIEEL T, Y—EX%
R L 9,

HBERHD
*EEPEELILANL VR a—-LD55. BBCHBLIBERN-FU T 723 L TELHED
HHET,

#FETLEXT sn-remount-volumes XU T hE2FEHETZI . BEIML—UR 2—L%ENTHE
TE358DHDET,

* AL =2/ —ROEBRFELENIENEITHR TRV . £RlF/ — ROFIE OEREFEIELEN—RHEIES
NTWBZ xR LTHTET (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#RL £9) o

* EERAEITR TRV E EHESR L THE T £9 (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *Z:#RL 9, )
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BEDANL— /) —RBF TS0 205G, £LIEZOTVY RADIANL—2 )/ —RANE

@ E 15 HURICBBEINTWVWRFEIE. TI7ZAILTR—MIEAVWEHLELEETV, &%
TLABRVWTL TV sn-recovery-postinstall.sh XZ Uk 115 HURICEHD I ML
—Y/— R T Cassandra ZBEIERTI L. T—EADNKRDODNZ LD HD T,

CDRERIIZDOVT
COFIE 27T I BICIE ROEEZITVET,

*UANUShEA ML=/ —RICOJ1 > LET,

* #FE1TLET sn-remount-volumes BYIC T A —<I v b ENA ML=V AR) a—LEBIYOV RT3
201) T b CORVVT+ZRITTDE. ROUEBENTONET,

c BRAML—URYa—LEIYIVRLTTZIURTIYEL. XFSSv—FIILE) LA LET,
*XFS 771 IILDBEMF T vIERITLET,

7AW AT LICEEMEDRH35EIE. ARL—2R) a—LADEYIC T +—<y Eh:
StorageGRID AML=UR)a—LTHZIDESHZHERLET,

c AML=YRYa—LHBYNCT =y TN TWVWBBEIE. AL—URYa—LZBIYU> bk
LEd. RUa—LLEOBIFEOT—2IEZDFEHRINET,

* A7) T hOENEER L. BMEZERLET,
* ZRITL XY sn-recovery-postinstall.sh AZ UL CORV )T ERITT 3. ROMNIEH
RITEINF T,

DAN)DOERTHRIEA ML=/ —REDT—=FLABEVWTLEEV sn-recovery-
postinstall.sh (FlE4) BEIAL—JHRYa2a—LOBI7+#—<X v beFATPxo b+

@ XRAT—=AD)ART7ETENICA ML= /) —R%Z1)T—KrLTWXT sn-recovery-
postinstall.sh completesZiEE TR T—EXDFBL LI TR EITT—HELE
L. StorageGRID 7 S A7 >R/ —RHBMRFE—REKRTLE T,

e THRELEAML—VARVa—LEBI74—<IY MLET sn-remount-volumes AT &I
VETEBD oD FRIERIZVTITROEAINELLHD FHATLT

AbL=UR)a—LZEBI7+—X v bd3L. TORVa—LEDT—RIFINTE

@ ODhET, BROA TV bAE—ZRINTBLSIC ILM L—ILARESNTWVS
BaE. Uy FROMDIBAANSA T I T =22 VXTI B1OHITEMDF

B #RTITEIHNELNHD £,
c MBIZIG LT, /— RO Cassandra T—2N—X=BEREL T,

c A=Y/ —FOY—EXRZHBLET,

FIE
T UANYLEERML—=2/—RICOd1> LES,

a XDIARXYKRZANLEXT, ssh adminRgrid node IP
b. [CEEHINTUVWBNRT—R%ZASILET Passwords.txt 771 Jlo
C DAY REASIL TrootiCIDEZ X9, su -
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d |[CRBEINTVWBNIT—REASAILZET Passwords.txt 771 o
root LTAYTA>F2. 7AVTEHBHDSEDODET s T 1 4

2. GIORZ )T hERFTL. BYNCT+—<I Yy bINFRANL—SRY a—LEBITVNLET,

FRTDR L —IRY 2= LOFHRTT 5 =T v FHUBLHE, FLETRTOR
() L-oURUa-LTEENRELLHAR. COFEEEBLT2 OBORSUT FEE
Lo XUV PEATUANR FL—IRY 2—LEFTRTHET #—< v bLET,

a X)) T h%EFETLEI, sn-remount-volumes

T—ADBRRAESNIEA ML =R ) a—LTIDRI VT ZRTTHL. BERHINBZehHD
9,

b. X7 1) 7 rOERTEIC. HABZ 07O &R LE T,

BEICIGL T, ZFEATEET tail -t A7V 70O T771IILOREZERT S
AV Y R (/var/local/log/sn-remount-volumes.log) o AZ 77 JLICIE. O
RYRSAVOHNEDHFHRBERNTENTULET,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number O in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
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making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the

rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or 1if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.



COBENFTIE. 1 DDA PL—=IRY a—LARERBICBYVY FEN. 320X ML—IR) a—
LTIZ—hAEELTVET,

* /dev/sdb i& XFST 7ML R T LOEEEF v 7ICEHR L. R a—LBENERRT

@\

EBICBRYIYEENE Lo RTVTMIE>TEIYTY FENTNAZDT—RIFR

BEINTLET,

* /dev/sdc iF. AL =R a—LAWSIRELISRIEL TWelc®. XFST 7 1LY AT LD
BEMFIVvIICERTEEFEATL

* /dev/sdd T4 RVHBEALETNT VARV, T RIVDX—N—=TOv I MIEL TV

&

PAN

ERS

ZYIVVRTEEEATLIe RTZUTME A ML= R 2a—L%ZIRTY b TERWVE
T7ANS AT LOEERTF IV I ZRITIBNESIDZHRTEIAvE-—C%ZRRFLE

* A=Y e R a-LBFHLVWT « RTZICERETNTVABEIR. @E*N*Z7O0Y 7

ICRRLET FILWT A RIDT 7AWV AT LZF TV I TBHEIFHD FEA.

* ML= - AR a—LDBEOT« AZICESRESNTUVWEESIE. BIE*Y*HA7OV Tk

ICRAREINET, 770N RATLADF v IDERZFEAL T WBOERZIFETE X
o FBRVIHEREFESINET /var/local/log/sn-remount-volumes.log A 7 7L :

* /dev/sde & XFST 7ML AT LDEBEEF T v IICEE L. R a—LBERERTL

7o

2L OLDR/ —RIDTY volID 77 IO L=/ —RDIDE—HLFEAT

L7 (configured LDR noid EBEBICERR) o COXvE—TF. CORY a—LDFIDR ML
=2/ —FRICBELTWAZZzRLTWET,

3. RUVT DN EHERL. BEZBRLET,

®

ARL=URY a—LWXFS 77 AN RTLOBEMF Ty IICERTE R o125
By FREAML—=—UR)2a—L%EI T M TERDTHBEIE. HIIDIS—XvE—
D EKHERBLTLETV, ZRITLIEBEOXEZIER L TEBENRHD XY sn-

recovery-postinstall.sh CNEDARI 2 —LICRI VTR ZHREL XY,

aBELTWVWBRIARTDAR) 2a—LDITYMIDBRICEENTVWA L ZHERLE T, RrcnTw
BROWRY 2a—LHEH 35681 RV =BEITLET,.

b. YTV REINIEIRTDTNARDAYE—2PZHRLET, APL—2RYa—LRZDR ML —
P/—FRICBLTVWAWI 2RI IS DBV e zBRBLE T,

ZDFITIE. /devisde DHEAIC. KOIS—XvE—IHREFNRTUVET,

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

O

HBZARL—=UR)a—LDRDA L=/ —RIBELTWR EHRE SN HEIE.
TOZAINYR=FIBEERVWEDLELLTEEV, ZXTITIHEIE. ZRTLET sn-
recovery-postinstall.sh AZU T LTIE. ARL—=HR) a—LHABET7+—<T Y
fEnFIH BER OTF7—2BRHON3ZehdHdb 9,

C.RXUVKTEBDOIERAML =T NAZRDBBHZEIF. TNAREBEAXAEL. TNA X2 EEFL
FHRLF T,
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() IV PTEBDORR LU AT NTERE L BTAT SXBHBD &
ER

FTNARE%=FEALTR) 2a—LIDERELE T, ZDIDIF. 22T IT3ERICHERANBHRTY
repair-data 77TV b F—R%ZRYa—L CROFIE) ICUARNTTBERI) Tk,

d IV FTERVTNARZIRTEBEZIEEBLEZS. #R1TLET sn-remount-volumes H
S—EXIVVTrEEFTLT. BYIYRTEZIARTORNL=UR) a—LDBY I MENT:
CCEESRELED,

AbL=YR)a—LZERTY FTERWVGE. LB ASL—IRY 2—LDNEY)IC
@ T 4=V hENBHSTSZRICROFIBICELC L. RUa—LEEDR) a—LED

T—RDEIRENE T, ATV I bT—2OAE—DN2 DH-THE. ROFIRE (

TP RT—2DOURET) HNRETTBETIAE—IE 1 DRIFICHED FT,

ZERITLABWVWTL IV sn-recovery-postinstall.sh XU Tk (BEI L=
R a—LIlE>TWET—2%Z7 Uy RROMDIBFAD SEERTZ A TIHLL

(D Zzx5n388 (MKUS—TIE—EIDRHERT B L —LABRAINTNZHE
P BHO/—RTR)2a—LICEENRELILBERY) - KODIZ. TZAILGR
— MIBWEDETT—2D) ANUFEEREZELTLLIEEL,

4. ZRITLET sn-recovery-postinstall.sh A7k ! sn-recovery-postinstall.sh

CDRIVTRIE IOV RTERD ST ANL—=UR) a—LA FHRIEBYICT -y TN TULA
WXRL—=UR)a—L%xBT74—<v L. BEIZIGL T/ — RO Cassandra T —XRX— X% BiEE
LT ARL—=2/—ROY—EX%ZRBBLETD,

RORUITTERLTLIESE L,

° A7) T FOETICIZHEEEHI DB EHHD XTI,
o —fRIC. ATV T FDETHRIF. SSHE YD aVIFBEBTITOBRERHD £,
*SSHEy> a7 o714 TICB>TVWBREIE. *Ctri+C F—ZHTHUVTLREL,

c CDRIVTHRE Xy b T—JDHFMHBEELTSSHE Y a VR T LICERICNY TS
FTRITESNEITH ETKRRIFVANIR-THERETEE Y,

o AL =Y/ —RTRSMHY—EXZFEHALTVWAESIE. /—RY—EXOBRHHEICZIY
N5 REELEL TVWBELSICRRABZEDAHDEFT, D5 BDEEIE. RSM H—EZXIHHH T
BEETHIEIICEELEFT,

C) RSMH#—E Zif. ADCH—ERASENBZANL—/—RIcHD £7,

—EBD StorageGRID ') 72/\1) FETIL. Reaper Z £ L T Cassandra DIEEZLIEL £
T BEY—EXFLIBBELRT—EXNFABIND LT CICBENBFNICITONE

@ To RV T rOHAICIE. Treaper ;1 F7zld I Cassandrarepair | EENTWVWE L
KHDFET, BEIEKRLIEZEZRIIST—XytE—IhKRRINEERIEF. T5—X
wE—JICRENOY Y FZERITLED,

5. £ LT sn-recovery-postinstall.sh X7 ) 7 cHERITIN. Grid Manager® ') 71/N1) R—IHESHR
INE9,
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DRAT—RADBEIE. VANIR—ZOESRKREN—E X T—IFTHRTEEXT sn-recovery-
postinstall.sh XUk :
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14:03-35 PDT . O O N Recovering Cassandra

6. ¥ AZ7LT. StorageGRID 7 754 7> XA > X k—Z DMonitor Install R—JICED £
“\http://Controller IP:8080° A>Ea—7+4>F 2> O—5DIP7RLAZFEALTEDODHTET,

Monitor Install R—(ZI&. AT ) T RDERITHDA VX b= ILDEITREDRREINE T,

DHEIANLEXT sn-recovery-postinstall.sh ATV T MIK>T/—RTH—EXNFHBEINE
L7co RDFIE TEHATEIELOIC. ATV TRTI =Y FENEEBDRA ML =R a—LICATY
IV T—RZVIANT7TEXT,

BEISER

"ANL= /) —=RDIVRATLRZATDY AN ICET Z2ESDORHER"

"TISATVADA L =R ) 2a—LADA TPz b T—2D )R LT
TIZATVADASL =R a—LADA TSI bT—2DI)R T

VISATVRANL=Y/—=RORL—=UR)a—L%Zz)AN) LTS, RbL—
P/ —ROBETEKONIA TSI T =22 )X TEET,

RERHD
c DANDEINIEA L=/ — ROEFIRED * connected * THBD X R L TH < BEHLRHD X
9 Grid Manager®* Nodes > Overview *4 7,
CDRRAIICDWT

JUYRDIMIIL—ILHBA T bAE—ZFRIT B LS ICRESNTUVIIGE, O L -2/ —
R, 7—=HAAT /=R FTRBISORIML=2TF—IUDSF TPz T —REZVIRNTTEET,

L7 — R ENIE—% 1 DRWRET 55 IC LM L—LARESATOT, 203
()  —PRFL—URU2—LECBENRELLSE, ATV MEUANUTECLETEE
£ Ao
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ATz rOAE—DISTRI L =T —=)LICLD TR > TLWRWES. StorageGRID

@ lE. ATz T—RE VR NTSRDICERDODEREISTRIANL—JF—I)LI VR
KA MIEE 38BN HD FT, COFIE ZRITI BRI T7ZHIILTER—MZEHWVWE
HET. UANVEECBEEIX NDORBEH D ZMEEL TSI L,

720 QA= T—HAT /= FIZLHFERS>TVLWEWESIE. 7—h1T/—Fh5
@ FITPz O T mAEINE T, AT —HA TR L= XT LA SDFHAHH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J/—=RADAF TP bT—2DU X+

I MO L =2/ —RA5IE—ZU X T T B3G5RICHRTERELDDD X7,

ATz T—RZVRNTTBICIE. #FRTLET repair-data AZV T I ZORT )T RE 7
IO =20V M77O0X%Z@BL. IIMXAF v EEHLTILMIIL—ILZEBALEF I, Tl
SEIERATOaEFERALET repair-data ROAZET. LIV r— b FT—RA LA y—0—FT
AT T—=RADEESZ)ARNTTEINMEICRIIVTSRTT,

LIV bT=R LTV T —RZ VAT IBZARV . /- F2FZBETZION. /—
FED—EBDR) 2 —LDAHZEETZDOMIGLT22HD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALASy——FT4>7 (EC) T— X AL APy —A—FT«4 VI F—2% VA T7$3IAIYVER
&, /— Rz BETZION. /—RLEO—EDOR) 2 —LDAEEETIONMNIGLT22HD £
XS

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

TLADPv—0—T4 2T —2DEEIZ. —BOIXLL—2/—RFHRATS5A4 VIRETHIBTEEX Y,
BEIETANTD/ — FHIMERTREICH > TcHEICTETLET, ROAR Y FZFEALT. 1LY vy—1
—TAVIT—EDEEREEHTETET,

repair-data show-ec-repair-status

ECEEZaTICE>T REDRML—IH—BNICUHF—-TEIhET, X L—IT7 35—
@ AR UA—ENBZCEHDHDEITH BEDPTTIBEHRLET, FRICHERI L —

IDRFELTWVWB L. ECOEESITNREMLEY, AbL—JUHFR—-232id Y37

MERBMLUTD I LIcMCEERAE L. ECEBEY I TNRET IH EBRENE T,

HERATB3HEDEFMICOVTIE. 2BBLTLEE VW repair-data A7) T hEAHNLET repair-
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data --help 754X VUEE/ —ROOTVRSA U EFERLE Y,
FIig
1. 72547 VERB/ —RiCOJ1>LEY,
a XNIANYYR%ZANILET, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—RFZAALEXT Passwords.txt 771 Jo
C.RDIARXY RZASL TrootiCtIDEX £, su -
d (CERESNTUBNRT—RZANLEY Passwords.txt 771 Lo

root& LTAOJA>T 3. FOYT B SZEDLDERT $#K7T 1 4

2. #ERALFET /etc/hosts URARTEINRML—=SR)a—LORNL—2/ —ROKRI NEERTE
237710 JUYRHDIRTD/ —RFRDIRAMERRTBICIE. RDESICAALET, cat
/etc/hosts

3. IRTDRML =R a—LTEEDVRELIIGRI. /—F2EZzBELET, (—HORUa—L
RIITEENEELIISGEIE. ROFIRICEAFT) o

@ HRITTEFFEFHA repair-data O/ — RICH L CREICMIBERITI R, EH
D/ —REDVANIVTBZHEIE. TI7ZAILYR—MIBEEVEHE LTV,

c gy RICLTIVT— b T—2hH235E1E. ZFHALE T repair-data start-replicated-
node-repair ANV RICZIBEL XY --nodes AL =2/ —REFE%ZEETEZIF T3> T,

ROIAXY RIE. SG-DC-SN3 WS A ML—U/—RIZHBZLTVT— b T—2%EBELET,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

AT RTF—2D) X NTHE. StorageGRID Y X FLHL TV r—raSnfcA47
U TF—2%ZBOIF5NAEVEEIX. *Objectslost* 77— hH MU H—ENhZF

() 9. SRFLEBORIFL—U/—RTFS— M RUA—SNBCEHBD T, 1A
KORER . JVANUDAIEENE DD =R T IHNENH D £9, StorageGRID DE:
BERSTN a—TFTo VI DFEZBBL T,

)Y RICA LAY —OA—T a2 T7—32WH35E1F. ZFERAL XY repair-data start-
ec-node-repair AX YV RICZIBEL XY --nodes ANL—2/— R %EETZ2ATFT 3T
ER)

ROARX Y FIE. SG-DC-SN3LWS R ML =2/ —RIZHBZBALADv—O—T 1 VI T—R%=ZER
LET,

repair-data start-ec-node-repair --nodes SG-DC-SN3

—BDHRINET repair ID CNZFHAIL FT repair data #fFe CNZFERALEXT repair
IDZEIZVwI LT, OEFIRAEHERZENL XY repair data . VAN 7OELINZETL
TH, TNUANDT 1+ — RNy IIHREINEE A,
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(D ALAPY—0—FT 4 I T7—2DEEIZ. —BDIL =/ =R TS RET
FIETE X T, BEIIIRTOD/ — RHIMERRIREICA 2 TcH EICTKT LE T,

c Uy RICLTVT—bT—REALADYy——T 4 2T —2OMANHZHEIF. MADIT
YREERITLET,
4 —EDRY 2a—LRITTEENRELIISGEIZ. REEZRITR) 2 —LZBELET,

R)a—LIDZ16ERTANILET, fl: 0000 & FHDKRY2—LETY 000F 16EBHDR) 12—
LTYo 120K a—L, —EORY a—L, FLFEHLTOVBVEROR) 2—-LZBETER
ERS

TRTORY 2a—LHRLR ML=V ) — RICHZUBLBD £ T, ERORML—Y/ —RORY 21—
LEUZ T EUBELHZHER. TOZALPE— MCBELEDECET L,

c gy RICLFVT—bT—2H0H3581E. ZFEHAL X9 start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZHBATEIA T3> RIS, ZEBMLEXT --volumes
F7cld --volume-range XDBUIRT LSS AT a>zBELEFT,

B—RYa—L:LFVTr—brENcT—RZR)2a—LICUXST7LET 0002 SG-DC-SN3& LS
BHIDA ML=/ —RTROELSICHELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

AR a—LEHRH: LTV T— b INT—2%ZHHERROIARTOR) a—LICURXRZLET 0003
27 : 0009 SG-DC-SN3EX WLWSLRDA KL -/ —RTHROELSICEKRELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHELTULWEEA . COOYVRIF. BRINT—2%FR)a—LICURNT
LEJd 0001, 0005 BEKY 0008 SG-DC-SNILWVWSEBIDRA ML —2 /) —RTHRODESICEHREL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITSzUVTF—2D) X NT7H, StorageGRID X T LD L FUr—hEhicA4T
STV T—R2%ERDOIF5NABVESIE. *Objectslost* 75— hHMUH—ENIZE

() . YRFLEKORFL—U/—RTFS— b RUH—ENBCEHBD ET, 18
KOFERE & VANUDEIGEEMNE SHZHERTIHNENDHD £, StorageGRID DEE
RVELTZ TN a—TFTa VT DFIEZBRL TV,

N RICALASYy—A—T 4 20T 2D H 3551 ZFEALZXT start-ec-volume-
repair AX Y RICZIBELET --nodes /—RERANTZA TS 3>, RIC. ZEBMLET
--volumes £7zl& --volume-range XDFUIRT LS. AF>a > EEBELE T,
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HB—R)a—L AL y—A—TFT oI Nl7—2%R)a—LICUXM7LET 0007 SG-
DC-SN3E WS HRIDA KL=/ —RTROELSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—L&E A LA y——TFT I NcT—2FHBERNDOIARTOR) 2 —LICURMT
LE9 00047 : 0006 SG-DC-SN3E WSHZRIDARL—/—RTROELSICEKRELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BEORY) 2a—LHNEHLTVWERA : COOAXVRIEALAPy—O—FT oo nf-7—2%R
)a—LICYZXR7Z7LET 000a. 000 H KXY "000E SG-DC-SN3X WLWSEBIDA ML —Y/—R
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data —EDMERINFT repair ID CNZHWAIL £ repair data . ThZzfd
FALZXY repair 1DZI U v I LT OESKRTEERZENLEXT repair data #fE. JAN
D70 AR TLTH. ENUADT s — RNV TIEREINEE Ao

@ ALAPYy—0—T1 VI T7—2DEEIF. —BDRX L —2/ —RB T 7514 VIRET
FIETE X T, BERIIIRTD/ — RHIMERRIREICA > TcH EICTET LE T,

Uy RICLTVT— T —REALADY—OA—T 4 VI T—20OWEANHZHEIE. mADIT
YREEITLET,
S LFVT—hT—2DEEZERLET,
a. ™ Nodes > Storage Node being repaired > ILM *] %Z3#RL £ 9,
b. TFHEL Lo/ a>DEEEFERALT. BENRT LEDNESHZHIML £7,

BENFTT T3 L. Awaiting - AEMIFOEDA Tz b ZRLET,
C. B1EDHM%EEAR T B ICI1%. * Support > Tools > Grid Topology *% 2R L £,

d. T grid > Storage Node being repaired > LDR > Data Store *] Z#ERL £,

e ROBMUZMEAEODET. LTVT—bT—2DEBENTT LIchESh 2 nE DHFIL E
ERS

@ Cassandra [CREENELCTVBAEMLH D . £/, KR LIBEITEHSNEL
Ao

* * Repairs Attempted (XRPA) * : LU — b T—RDEEOETREZEHLET, CORE
Mg, ARL=2/—=RBDBNAVRIATO U COEEEHAABZVICENESLET, D
BHEOEHIIRED X+ v > HIE (* Scan Period - - Estimated * B TIEE) O HEVHIREICH
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7o TEELAVES. ILM AF v UIEIARTD ./ — RTEERMRELGNIIVRIA TS T
FEEHLTWEEA.

C) NTVRIAT U held. BRICKDNZGEAHZ AT TY, ILM
REEWELTLWAVWAT SV MIEFENEFEAS

v VAR - #E (XSCM) * L CoBMEFEAL T UEICEDAEFNA T U MMIR
)O—BENBRINDIZAIVIZRBBEHD FT, [ *Repairs Attempted * 1 BHEDIRED X
Fv UHBEEDBRL A>TV ARWVEEIF. BREENETEINTVIHEENHD £, X+
v VHEIIEZE DL B EREMD H B D TERE L TL L\, * Scan Period - - Estimated ( XSCM ) *
BEE. Uy R2EROERE ZRLET, ChUE. IRTD/—RDIXAF v VEIEDRAKET
Yo J') v R®D * Scan Period - - Estimated * BMtEBEZRa L T. BY)HBZHHTEE I,

6. LAYy —0—TaIT—2DEEZERL. KELALARMOHZEREZBHITLET,
a ALAYy—A—TA VI T—2DEEIAT -2 XZzMHRL £ I,

"REDDDRAT—RAZRRTBICIE. COAYY REFERAL XY repair-data 121E :
repair-data show-ec-repair-status --repair-id repair ID

" IRTOBENIEZRRTZICIE. ROAT REZFERALET

repair-data show-ec-repair-status
HAICIE. BEDBRHARTIINET “repair ID LFIIC. IRERITHRO IR TOESE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LB L BB SNTEEIE. ZFEALEXY —-repair-id BEZBHITI A4 T3> T
ERS
COOT Y RIE. BEIDZFERLT. BENMRELLE/ —RFOBEZEBHITLEY
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83930030303133434

repair-data start-ec-node-repair --repair-id 83930030303133434

OOV RIF. BEIDEFERLT. BEARELEARY 2a—LOBEZBRITLET
83930030303133434 .

repair-data start-ec-volume-repair --repair-id 83930030303133434

BEEIER
"IN a—Ta I ERLET"
FPTISATVRAANL=/—=RDOUANVEDR L —2 DIREDRESR
PISATVRAANL=D /) —RZUANI LS, PTSAT7RAML—2 /=R
ICHBEEINDIKED T Online J ICRESNTWVWBRZZMEBL. A bL—2/ —RY
—N\HBEETIICRICA YT VREICBDIELDICTIVENHD T,
HERHD
* Grid ManagerlZ I3 R— TN TWVWBR TSI EFERALTH A V1 VT I3BEBELNHD X,
cARL—=C/=RHBUANIETH, T—RUANIVDET LTVWIHELRHD X7,
FlE
1. Support > Tools > Grid Topology *%* R L £ 9,
2. JANYSINIA ML —2/—R*LDR * Storage * Storage State - Desired *3 & U} Storage State -
Current *DfEZ R L £7,
mADEMEDIED Online THINENHD £,

3. Storage State --Desired H' Read-Only ICEREINTWVSHEIF. ROFIEZETLE T,
a Bl 275V )vILET,

b. [* Storage State] — [Desired *] (FERE —FL TS *)] ROy LT 1) X MH5S [*Online] (A>3
1Y) ZERLET,

C[EEDER VU vILET,
d P"#BEBE1X27E207)vo0L. [ AL —0KEE --Desired * & U * X kL —JIREE --current | DIED
[AVSA V] ICEHTNTVWB I e ZRELET,

SZATLRZATICEENBZVWEEDOI ML =R a—LEEHNSD Y /N

A=Y/ —=RT1EUEDR L =R a—LICEENRELEEDDOD. T
LRZATICBEIBRVGEEIF. —EDRRAVZRITLTY I I T7R—IDR ML
—J/)—=REDANIVTEIBRELHDEFT, AML—UR) a—LARRITTEENREL
a8, AL —Y )/ —R%Z5|E#Hi & StorageGRID > R TLTEHEATEEXT,
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CDHERTICDOWVT

COVANVBFEEREY IR IZITR—IADANL—= /) —RDHe PTSATIVR A ML= J—
RTREL—=T 7R a—LICEE b‘%ibtiﬁAC& FIE %#ERAL T lStorageGRID 7 7514 7>V + X
L= J—RDUAND )] ZFRITLTLES

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

REIE R

"StorageGRID 7 FSA 7V RAA ML=/ —RD Y AN

F&E
C"ARL=UR) a—LDUANIICETRIESZHR L TUVWET"
*EEIASL—UR)a-LEFEL. TRV ELET
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£9, e zxIE. 0000 IFRFMDARY 2—L. 000F (16 EEDAR) 2 —LTT, FAML—C/—RD&
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RKATB DAR—ZAZFEALEFT, COR)2a—LDKDDAR—RIFA TV bT7—RIERINE
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T—AR—ADBEBEIPVEICRZZEHHDEFT, XDKKETH. Cassandra "BEHEBEINZZeHHD
£9,

c ZAbL—=U /=R 15 BUEATSAVICHETHE. FVFAVICEDE T,

* VRTLRSATE1DUEDA ML —UR) a—LTEELRAREL. VAN TN,
Cassandra DE#ERE. XA TLIZMMOINL -/ —RASOEREFEBLE T, 775171V DXA ML —
C/)—RHZITFB . —BD Cassandra 7 T—REFERATIHVABEMENHD £9, wiL Cassandra H'B1E
LINGEIE. Cassandra T—XD—EMHNET VY REATHERERINTLWEREVWZ EAHDEFT, 7

FAYDALL=I) —RAZTEZHEPEMROI L -2/ — P15 BURICBERINTVI5E
& TRIERNRET BAREED DD X,

BEHOR FL—Y ) — FCRENRELLSE (3751 0B8) 1§ 7oALY
O F-PEaMusht CESL. ROUA/FIRERFLENT RSN, Fosh%N
DB D £ 7,

Z L= — FOREETEU AU 15 BUAIC 2 DEOR FL— / — K OBEAS
(O ELrgaiE. 77270 F— MCBELADE LT, 15 BURICEROR hL—2
— RT Cassandra zBHBREIT 3. T—4DBKRDONBZ LB ET,

@ Y1 hOEHMDR ML -2/ — FTRENRELLIZEIE. ‘U"r MU ANDFIE NBEICES
AN HD T, TIOZAILTR—MIERVEDLEL T

"TOZAINYR=MIEBIYA MU ANYDERITHE"

@ LZVr—hOE—Z 1 DIEFRETEZELIICILMIL—ILZREL TVLWBHEIC. £00E—
RHBZASL—IR)a—LTERENEETSE. T2z bZ2)VANUTEEEA,

1) A/NRIC Services . Status - Cassandra (SVST) 7S5—LNDRELI-BESIZ. BERE

@ ESTIN>a—FTa>0D0FIE%=EELT. Cassandra ZBBELTT7S—LDS5UANUL
TL BT\, Cassandra #BIBRERTZ . 7I7—LIIBRINET, 7o —LHEERINERL
BaIE. TUVZAILYR—=MIEZLTLLETL,

BEIEEHR
"IN a—Ta T EERLET"

"JUY R/ —ROUANIICET ZES L EREIE"
BEINL—IURVa—LZREL. TNV RLET

AML=URYa—LICBEPRELICA ML=/ —RZ2UAN) 3581 BE
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Grid ManageriZ g R— b SINTWBR TS0 ZFERALTHA VAV TIRENHD £7,

CDRRAIICDWT
FEENRELEANL—=UR) a—LIETEBRRITES VAN TRIREAHD X,

TR BRERINTICRY 2a—L PRI Y MDBREGRRY 2—L FRFNVOIZ—HEELTL
ZR)a—LZERELET. BERY2—LHBSUALICKIBLIET 7L AT LZE ATV SIRE TS
SNTVBHEIE. T+ AT DKRERID XICIIRED BTERDOBIRZ > AT LDRETERWVWZ LB HD
9,

T a4 AUV DEMYEES. /—RFDELE. /—FROREtE. VI7—rRE. RUa—L%xUAN
@ 230D FHFIEZRITTDEIIC. COFIBZRT LTEKBERHD FT, #NUHND

BElE. ZEITLIZC EIC reformat _storage block devices.rtb XZUTFRTIT 71l

SRFLIS—DEEL. ZTU TNV T LIEDEREBLIED T3EENHD £T,

@ HEETITBE0IC. N—FRITT7EBEL. T4 X7ZBYNIEFHL EF T reboot AV RER
TLET

WERX b L—URU 21— AFEEICREL T RSV, COBBEBRALT. B74—<v b
(D PREAERU2—LERRLET, KU1-LEBI4—Tv FT3L, ZORY21—LOT
—RIFU NN TE F Ao

BEINL—IUR)a—LZELLUANITBICIE BEIML—JRUa—LDTNARBEZDRY) 2
—LID ODEAZIBELTELBEDR DD £,

A VA R=ILERC. BEA ML= FNA RUSIET 74V 2T LD Universal Unique Identifier (UUID ) AY
FOHTHN, ZOUUD ZFEHALTA ML=/ —RdDrangedb T4 LI FUICRT VY NENET, 77
T2 2T LOUUIDErangedbT 1 L7 IS, ICEEHESNTWET Jetc/fstab 771 )bo T/N1 2%,
rangedb 74 L7 U BLUVYT Y FTNR) 2a—LDYH 1 XiE. Grid Manager ICRRENE T,

IROFHTIE. deviceTd /dev/sdc ICIFATBORY) a—LDBY T REINTUVWET
/var/local/rangedb/0 T/N\A X%ZFEAL XY */dev/disk/by-uuid/822b0547-3b2b-472e-
adS5e-elcf1809faba ZEBRL T TV fetc/fstab 771 :

! fdrusade Feicisiab (e extd FEFOCAsTeROURE-Eo bartl

——var - fdevsadd Fuarflocal XT3 ErCoES~renunt~eo barri
flew/ade KWAQ o L1 defaulca n
7 local idevisde — pECE fpEos pEGS decaulies 0
rangedb _ ayatla feys =ysla noALTO o
s Dl—-’"/ debugEa foys/kcenel fdzbug debugfs noauto ]
Idev/sdd | devprs Fieuiprs devprs wode=0820, gid=s o
11——-“ Fdev/Edn Fredia/r loppy s HOELTO,UIET, STND ]

_rd:me_ Sdev/cdrom sodoom 1309860 o, mosuts 0 0
\ | fdev/diak /by-uaid/IE4c4eET-8E11-4TaT-37T00-Tb31b45 5a0b8 Syar/local/nyagl_ibda
Sdev/zappersfegug-Lagly flzg xfs dwepl mipre/f2g,noalign,nobarcier  dieep 0 2

[Fdcvidias oy uaid/Beabi 5] - doan-41ec-ndbe-c Lol La0atabn /var, local/ rangedb /o]

Volumes

et Foint Owvica Samm  Size  Space Avalabhy  Toisl Emiies - Enivies Svalible _ Wrie Cache
crect  Ondne 5918 10468 15368 B S0 e & Unirown 5
A TR B85 BIG Unknown 5
Fralcalianged/l secc  Crdne [ £396 GB 4TSGR 1 PSALA08 B50.900.655 @ Unsvalatle 5§
Tentioealmangecti 1 sad | Onbna Uf by £ GB 292 GO (1) Sy S5A.0U3400 BSHOTYEN0 S8 Unsvailible |54
femfeealmngedlsl sde  Onde S8 4256 GE 43006 W@ ESAWOME BEMINS N Unavaltlhe 5
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FIg
1. XOFIEEEFTLT. BEINL—SRYa—LEEDTNA RELEZEBH]LET,

a. Support > Tools > Grid Topology *% &R L £ 9,

b. T* site * failed Storage Node LDR * Storage Overview ** Main *] Z3&RL. 7S —LHDEELTWL
BPATST ORI NTEELET,

Object Stores

1D Total Available Stored Data Stored (%) Health

0ooo 96.6 GB 96.6 GB Fg823 KB E5 0.001 % Error = s
0001 107 GB 107 GE OB 0% Mo Errors @ﬁj
0002 107 GB 107 GB 0B 0% No Errors 59

C. T*site * failed Storage Node SSM * Resources * Overview Main *| %&RL £9, BIOFIETHE
LEBBEEIML =R 2a—LDI TV MRA Y MER) a— LA XEBRBLET,

TPV FRETICIE. 16 EREOFESNMIITSNTUVET, fcezxid. 0000 IERADARY 12—
L. O000F (X 16 FEBDHR) 2 —LTY, TDHITIE. IDH0000DA T U b X L TIEITHHIGL T
WX T /var/local/rangedb/0 T /N1 X%&HsdcT. 1 XH107GBDIFE.

Volumes

Mount Point Device Status Size  Space Available Total Entries Entries Available  Write Cache

/ croot Online &) 104GB 417GB [H & 655360 554,806 & Unknown B
Ivarflocal cvioc  Online =% 966GB 96.1GB FE &) 94369792 94369423 E & Unknown

Ivarflocalirangedb/1  sdd  Online 2% 107 GB 107 GB 1§ %) 104857600 104856536 {9 &) Enabled

=
ivarflocalirangedb/0 sdc  Online B %) 107GB 107 GB 9@ 104857600 104856202 [H @) Enabled 5
3
ivarflocalirangedni2  sde  Online =% 107GB 107 GB [F5 @ 104857600 104856536 [ @) Enabled 5

2. BEARELLANL—S /—RiICOJ1 > LET,

a XRNDIAYYRZANILET, ssh admin@grid node IP

b. [ZEEEINTVWB/NZRT—FZANILET Passwords.txt 771/l
C.RDIAXY REASNIL TrootiCtIDEZXE9. su -

d (CEBHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
roott LTAJA>TBE. FOVTEDBHBEDLDERT s 7T © 4

S RDRVI) T ERITLTA ML= —EXZEFLEL. BEX ML =R 2a—LZ2T7IIVMLE
ER

sn-unmount-volume object store ID

o object store IDIF. BEX ML —IRUa21—LDIDTY, fc& X CBEL X 0IDH0000D
FITTTORARTDIARY R,

A4 FOVTERRREINTES, *y*ZWLTRAML—2/—REDR L —CH—ERZRFELELEFT,
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(D AL —=SH—EXIDRITTICELELTWBRBEEIE. 7O MEIR-EINFE
Ao Cassandra —E XiE. R a2a—L OIS LTOAMELELET,

sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.
Storage services must be stopped before running this script.
Stop storage services [y/N]? y
Shutting down storage services.
Storage services stopped.

Unmounting /var/local/rangedb/0

BHBICZAFL—SH—EZXPMELEL. R a—LAT7IRIV rENEFET, 7OCRODERTY %R
TAYE—IHBRTIINET, BREOXAvE—2F R a—LDA 7o SNl xERLTUVE
XS

BEIRL—HR) a—L0Y AN ECassandraT — 2 N— X DEIER
EENEELIEAMNL—RYa—LATAML—C2ZB 74—V Y MNLTEYDOVRT
BRIV T %ZFETL. DATLDRETHD EHILIEERICIEFANL—2 /) —RO
Cassandra T —AN—X = BIEBRITINEHLHD X7,

cHHAELTHERMELNHD £ Passwords.txt 771 ),

cH—NEDIRATFLRSATICEENBTVWI EHNRETT,

cEEORR #H/EL. MBI TKIBAINL—UN—FRI 72 AFLTELHRELRHD FT,

c XMARX ML —CODEFHT A XIE DAL —JEELUTHINELHD F9,

* AML—2/ —ROERFEILEBAETR TRV . £iE/ — ROFIE O:ERFELELED—EEIEE
NTWBZ xR LTH T XY (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#IRL £7) o

* ERMETHR TRV E #SEL THEEET (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *Z#RL £9, )

c AML=UR) a—LDVANIJICETZIESZHERL TEIBERHD £,
"ARL—=URYa—LD)ANDICRETREEEREEL TULWET"

a. MEBICIGL T, ARDOFIETHELT7 I IY FLEBREXI ML =R a—LICEE[MIT SN
foo BEMRELIYEBERICIBREBISL —22HLET,

AbL=2%3daLTcb. ARL =T VIV AT LICE>TERBINDELIICA ML —DZBI*
vOERLREVT—bLET, Tl RU2—LRBBIYTYFLBVTLREEWL, X FL—UHEY
DY RENTISEMENET /etc/fstab BOFIETERITLET,

b. BENRELIRA ML=/ —RICOZA>LET,
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L ROATY RZASALET, ssh admin@grid node IP

i. [CRBBEINTWVWENRT—RZANLET Passwords.txt 771 )L,
ii. ’XOAT> REAFL TrootiIDEX T, su -

V. (CEEEETNTUVWBNRT—RZAALFT Passwords.txt 771 )b,

root LTOTA >33, FOAYTEODSEZEDLDET sKRT © #

C FX¥AMIT«4&R (vifzldvim) ZFEALT. HSEERY 23— LZHBRLET /etc/fstab 77
TILEERL. 77171 ERELE T,

TEEARVI—LZOAXY T IRLET /etc/fstab 7 71 IUDBR+D T, R

@ aA—LEDSHIBRTZHNELNHD XT tstab BFERALTY ANVMIEBERITT B .
DIRTODITIMRIESNE T fstab NIV NN T7AMIL AT LE T 714 ILD—
BLTW3,

d EEILL—YR)a—LZBT7+—<v bL. BEIIGL T Cassandra T—AN— 2 BEEL X
To ANJTBIY VR reformat storage block devices.rb

* ARL=UH—EXDERITEINTVBEHEIF. TNSZFELETELSITKOSNET, T*y* )
EANDLET

" BREIZIS LT Cassandra F—AR— X2 BEETILS5KDENET,

s BEEERELET, WITNORREHZY LAWVWESIE. Cassandra T —XERN—XEBEBEL
£9, M*y*1 CAHALET

FEBEORANL =YD FTSADBE. TRBRIDIL—2/ —FH 15 BURICE
BRERINTWVBEHEEIF. T*n* 1] CANLET

X71) 7 k& Cassandra #BHEBEETICKRTLET, 77ZAILNYR—MISEVWEDHLEL
EE

* L=/ —=RLED&rangedb R 1 JICDWTERSNTETIE. RDKLSICHEDET,
"Reformat the rangedb drive <name> (device <major number>:<minor number>)? [y/n]?" T. XD

WINHDEEZANLFT,

'*y* IS—DRELIERSATEBI+—IVvbLET, ANL—=SRYa—LDB T +—
Iy bhEN, ICARL—=URY) a—LDEBIMEINET /ete/fstab 771 Lo

n*RSATICIS B K51 TEBT 42—y FLAEVEAS

n*ZBRIBE. RTVTRHPRTLET, FSA4T2I0 252D (K
@ SATEDT— 22 RIFITIHENRHD. RSATHR->TT7UIIY TN

eHmB) « RIATZROALET, RIS, Z2FITLET

reformat storage block devices.rb ANV RZHS—EETLET,

—EB(D StorageGRID ') #1/\1) FJETIE. Reaper Z{EF L T Cassandra DEE%
MIBLET, BEY—EXFLIIHERY—EXDFEIRIND ETCIEBENEE
@ HIZIThnExd, XU T bDEAICIE. Treaper ) £7:z1&  Cassandra repair
1 DBENTVBRLHBHDET, BENKBMLEZELERIII—XvtE—IH
§E TNFEBEIF. IS —XytE—JICRENZIOT Y RERITLEY,
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ROEHETIE. RSATHRRINTUVET /dev/sdf BT #—< v FHKBET, CassandrazH
BRIIVEBIEIHD FEATL

root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **xy*x*

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

REIEEHR
"AML=2RY a—LD)AN)ICETEESZHEELTVET"

SRTLRSATIEEDNRVBGEDIA ML =R ) a—LANDA TPz I b T—2DUX T

SATLRSATICEBEDN VWA NL =) —RTRAML—=SR Y a—L%FUANDL
fcb. ANL—=YR) a—LOBEETERKONIA TSIV T—2% XN TEE
ER

MEREHD
cUANUSINR L=/ — ROEFARRED' * connected * TH B Z EZ R L THEHELHD £
9+ Grid Manager®* Nodes > Overview *% 7,
CDRAZIZDWT

JUYRDIMIL—ILB AT bAE—ZFRT B LS ICRESNTUVIGE, O L -2/ —
R 7—=HhAaT /=R FLBIZIVRIML=IT =AW ATz T —2Z)RNTTEET,

LT U= hENEAE—% 1 DEHRET 54 51C M L—LARESNTNT, ZOIE
(D) —PREL—URU2—LICEENRELIBE, ATV PEUANUTBC LTSS
Ao
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ATz rOAE—DISTRI L =T —=)LICLD TR > TLWRWES. StorageGRID

@ lE. ATz T—RE VR NTSRDICERDODEREISTRIANL—JF—I)LI VR
KA MIEE 38BN HD FT, COFIE ZRITI BRI T7ZHIILTER—MZEHWVWE
HET. UANVEECBEEIX NDORBEH D ZMEEL TSI L,

720 QA= T—HAT /= FIZLHFERS>TVLWEWESIE. 7—h1T/—Fh5
@ FITPz O T mAEINE T, AT —HA TR L= XT LA SDFHAHH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J/—=RADAF TP bT—2DU X+

I MO L =2/ —RA5IE—ZU X T T B3G5RICHRTERELDDD X7,

ATz T—RZVRNTTBICIE. #FRTLET repair-data AZV T I ZORT )T RE 7
IO =20V M77O0X%Z@BL. IIMXAF v EEHLTILMIIL—ILZEBALEF I, Tl
SEIERATOaEFERALET repair-data ROAZET. LIV r— b FT—RA LA y—0—FT
AT T—=RADEESZ)ARNTTEINMEICRIIVTSRTT,

LIV bT=R LTV T —RZ VAT IBZARV . /- F2FZBETZION. /—
FED—EBDR) 2 —LDAHZEETZDOMIGLT22HD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALASy——FT4>7 (EC) T— X AL APy —A—FT«4 VI F—2% VA T7$3IAIYVER
&, /— Rz BETZION. /—RLEO—EDOR) 2 —LDAEEETIONMNIGLT22HD £
XS

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

TLADPv—0—T4 2T —2DEEIZ. —BOIXLL—2/—RFHRATS5A4 VIRETHIBTEEX Y,
BEIETANTD/ — FHIMERTREICH > TcHEICTETLET, ROAR Y FZFEALT. 1LY vy—1
—TAVIT—EDEEREEHTETET,

repair-data show-ec-repair-status

ECEEZaTICE>T REDRML—IH—BNICUHF—-TEIhET, X L—IT7 35—
@ AR UA—ENBZCEHDHDEITH BEDPTTIBEHRLET, FRICHERI L —

IDRFELTWVWB L. ECOEESITNREMLEY, AbL—JUHFR—-232id Y37

MERBMLUTD I LIcMCEERAE L. ECEBEY I TNRET IH EBRENE T,

HERATB3HEDEFMICOVTIE. 2BBLTLEE VW repair-data A7) T hEAHNLET repair-
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data --help 754X VUEE/ —ROOTVRSA U EFERLE Y,
FIig
1. 72547 VERB/ —RiCOJ1>LEY,
a XNIANYYR%ZANILET, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—RFZAALEXT Passwords.txt 771 Jo
C.RDIARXY RZASL TrootiCtIDEX £, su -
d (CERESNTUBNRT—RZANLEY Passwords.txt 771 Lo

root& LTAOJA>T 3. FOYT B SZEDLDERT $#K7T 1 4

2. #ERALFET /etc/hosts URARTEINRML—=SR)a—LORNL—2/ —ROKRI NEERTE
237710 JUYRHDIRTD/ —RFRDIRAMERRTBICIE. RDESICAALET, cat
/etc/hosts

3. IRTDRML =R a—LTEEDVRELIIGRI. /—F2EZzBELET, (—HORUa—L
RIITEENEELIISGEIE. ROFIRICEAFT) o

@ HRITTEFFEFHA repair-data O/ — RICH L CREICMIBERITI R, EH
D/ —REDVANIVTBZHEIE. TI7ZAILYR—MIBEEVEHE LTV,

c gy RICLTIVT— b T—2hH235E1E. ZFHALE T repair-data start-replicated-
node-repair ANV RICZIBEL XY --nodes AL =2/ —REFE%ZEETEZIF T3> T,

ROIAXY RIE. SG-DC-SN3 WS A ML—U/—RIZHBZLTVT— b T—2%EBELET,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

AT RTF—2D) X NTHE. StorageGRID Y X FLHL TV r—raSnfcA47
U TF—2%ZBOIF5NAEVEEIX. *Objectslost* 77— hH MU H—ENhZF

() 9. SRFLEBORIFL—U/—RTFS— M RUA—SNBCEHBD T, 1A
KORER . JVANUDAIEENE DD =R T IHNENH D £9, StorageGRID DE:
BERSTN a—TFTo VI DFEZBBL T,

)Y RICA LAY —OA—T a2 T7—32WH35E1F. ZFERAL XY repair-data start-
ec-node-repair AX YV RICZIBEL XY --nodes ANL—2/— R %EETZ2ATFT 3T
ER)

ROARX Y FIE. SG-DC-SN3LWS R ML =2/ —RIZHBZBALADv—O—T 1 VI T—R%=ZER
LET,

repair-data start-ec-node-repair --nodes SG-DC-SN3

—BDHRINET repair ID CNZFHAIL FT repair data #fFe CNZFERALEXT repair
IDZEIZVwI LT, OEFIRAEHERZENL XY repair data . VAN 7OELINZETL
TH, TNUANDT 1+ — RNy IIHREINEE A,
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(D ALAPY—0—FT 4 I T7—2DEEIZ. —BDIL =/ =R TS RET
FIETE X T, BEIIIRTOD/ — RHIMERRIREICA 2 TcH EICTKT LE T,

c Uy RICLTVT—bT—REALADYy——T 4 2T —2OMANHZHEIF. MADIT
YREERITLET,
4 —EDRY 2a—LRITTEENRELIISGEIZ. REEZRITR) 2 —LZBELET,

R)a—LIDZ16ERTANILET, fl: 0000 & FHDKRY2—LETY 000F 16EBHDR) 12—
LTYo 120K a—L, —EORY a—L, FLFEHLTOVBVEROR) 2—-LZBETER
ERS

TRTORY 2a—LHRLR ML=V ) — RICHZUBLBD £ T, ERORML—Y/ —RORY 21—
LEUZ T EUBELHZHER. TOZALPE— MCBELEDECET L,

c gy RICLFVT—bT—2H0H3581E. ZFEHAL X9 start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZHBATEIA T3> RIS, ZEBMLEXT --volumes
F7cld --volume-range XDBUIRT LSS AT a>zBELEFT,

B—RYa—L:LFVTr—brENcT—RZR)2a—LICUXST7LET 0002 SG-DC-SN3& LS
BHIDA ML=/ —RTROELSICHELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

AR a—LEHRH: LTV T— b INT—2%ZHHERROIARTOR) a—LICURXRZLET 0003
27 : 0009 SG-DC-SN3EX WLWSLRDA KL -/ —RTHROELSICEKRELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHELTULWEEA . COOYVRIF. BRINT—2%FR)a—LICURNT
LEJd 0001, 0005 BEKY 0008 SG-DC-SNILWVWSEBIDRA ML —2 /) —RTHRODESICEHREL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITSzUVTF—2D) X NT7H, StorageGRID X T LD L FUr—hEhicA4T
STV T—R2%ERDOIF5NABVESIE. *Objectslost* 75— hHMUH—ENIZE

() . YRFLEKORFL—U/—RTFS— b RUH—ENBCEHBD ET, 18
KOFERE & VANUDEIGEEMNE SHZHERTIHNENDHD £, StorageGRID DEE
RVELTZ TN a—TFTa VT DFIEZBRL TV,

N RICALASYy—A—T 4 20T 2D H 3551 ZFEALZXT start-ec-volume-
repair AX Y RICZIBELET --nodes /—RERANTZA TS 3>, RIC. ZEBMLET
--volumes £7zl& --volume-range XDFUIRT LS. AF>a > EEBELE T,
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HB—R)a—L AL y—A—TFT oI Nl7—2%R)a—LICUXM7LET 0007 SG-
DC-SN3E WS HRIDA KL=/ —RTROELSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—L&E A LA y——TFT I NcT—2FHBERNDOIARTOR) 2 —LICURMT
LE9 00047 : 0006 SG-DC-SN3E WSHZRIDARL—/—RTROELSICEKRELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BEORY) 2a—LHNEHLTVWERA : COOAXVRIEALAPy—O—FT oo nf-7—2%R
)a—LICYZXR7Z7LET 000a. 000 H KXY "000E SG-DC-SN3X WLWSEBIDA ML —Y/—R
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data —EDMERINFT repair ID CNZHWAIL £ repair data . ThZzfd
FALZXY repair 1DZI U v I LT OESKRTEERZENLEXT repair data #fE. JAN
D70 AR TLTH. ENUADT s — RNV TIEREINEE Ao

@ ALAPY—0—FT 4277 —2DEEIF. —BDIL =2/ —RBF TS5 RET

IR CTEE T, BEIIIARTO/ — FHMERARICE 2 Tch EICTETLET,

cJUYRICLTVT—bT—REALADY——T 4 VI T—2OMAENHZHEIF. MADIT

VRERITLET,

S LIV —bT—2DEEZERLET,
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* Nodes > Storage Node being repaired > ILM *] Z3&RL £7,
MFHE €02 a>0BMZFERAL T, BENET LI SHhZHL £,

BENFTT T3 L. Awaiting - AEMIFOEDA Tz b ZRLET,

C. BEDFMEER T BICIE. * Support > Tools > Grid Topology *%# R L £ ¢,

I grid > Storage Node being repaired > LDR > Data Store *] Z&ERL £7,

e ROBMUZMEAEODET. LTVT—bT—2DEBENTT LIchESh 2 nE DHFIL E

ERS

@ Cassandra [CREENELCTVBAEMLH D . £/, KR LIBEITEHSNEL
Ao

* * Repairs Attempted (XRPA) * : LU — b T—RDEEOETREZEHLET, CORE
Mg, ARL=2/—=RBDBNAVRIATO U COEEEHAABZVICENESLET, D
BHEOEHIIRED X+ v > HIE (* Scan Period - - Estimated * B TIEE) O HEVHIREICH



7o TEELAVES. ILM AF v UIEIARTD ./ — RTEERMRELGNIIVRIA TS T
FEEHLTWEEA.

C) NTVRIAT U held. BRICKDNZGEAHZ AT TY, ILM
REEWELTLWAVWAT SV MIEFENEFEAS

v VAR - #E (XSCM) * L CoBMEFEAL T UEICEDAEFNA T U MMIR
)O—BENBRINDIZAIVIZRBBEHD FT, [ *Repairs Attempted * 1 BHEDIRED X
Fv UHBEEDBRL A>TV ARWVEEIF. BREENETEINTVIHEENHD £, X+
v VHEIIEZE DL B EREMD H B D TERE L TL L\, * Scan Period - - Estimated ( XSCM ) *
BEE. Uy R2EROERE ZRLET, ChUE. IRTD/—RDIXAF v VEIEDRAKET
Yo J') v R®D * Scan Period - - Estimated * BMtEBEZRa L T. BY)HBZHHTEE I,

6. LAYy —0—TaIT—2DEEZERL. KELALARMOHZEREZBHITLET,
a ALAYy—A—TA VI T—2DEEIAT -2 XZzMHRL £ I,

"REDDDRAT—RAZRRTBICIE. COAYY REFERAL XY repair-data 121E :
repair-data show-ec-repair-status --repair-id repair ID

" IRTOBENIEZRRTZICIE. ROAT REZFERALET

repair-data show-ec-repair-status
HAICIE. BEDBRHARTIINET “repair ID LFIIC. IRERITHRO IR TOESE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LB L BB SNTEEIE. ZFEALEXY —-repair-id BEZBHITI A4 T3> T
ERS

RO RiE, {EEID 83930030303133434% AL T, BENKE LT/ — ROEEEZHERITL
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£,

repair-data start-ec-node-repair --repair-id 83930030303133434

RDAT Y RiE. {E1EID 83930030303133434 =z A L T, EENKEELAR) 2 —LDEEZHBH
1TLET,

repair-data start-ec-volume-repair --repair-id 83930030303133434

BEEIER
"StorageGRID D EIE"

"N a—TFTa I EERLET"
ZARL—=R) a—LD)ANIEDR L —JDIREDHESR
AML=URDa—LzZ)ANI LIS, ARL=2 )/ —RICBBEESNBZRED T
Online | ICREINTWVWBRZREL. R ML—2/ —RG—N\DEBEESTZ 72U
FUTAREBICBDEDICTIMERDHD T,
NERHD
* Grid ManagerlZ I3 R— TN TWVWBR TS UHEFRALTHA V1 VT I3HRELHBD FT,
c A=/ =RABUANIETH, T—RUANIDAET LTVWIHERHD X7,
FlE
1. Support > Tools > Grid Topology *% 2R L £ 9
2. YyAN)EINFA ML —2/—R*LDR * Storage * Storage State - Desired *$ & U} Storage State -
Current *DOfEZFEEEL £ 9,
A DEMDIED Online THZIBENHD £7,

3. Storage State --Desired H' Read-Only ICEREINTWVWBRIFEIE. XOFIEZRITLET,
a [l R2IzoVvILET,

b. [* Storage State] — [Desired *] (RFIREE—FL T2 ") ROV FE TV X D5 [*Online] (4> Z
1) ZERLET,

C[EEDERZIUvILET,
d PHEEIXTE7)v oL, [ AL —0KEE --Desired * & U * X kL —JIREE --current | DIEH
[AVSA YV ICBHETNTWA I e ERRLET,
SATLRZATEENSDY ANV

VIRIITR=RADACL =) —RDIVRATLRSATTEENEETDE. FD
AML—Y/—RId StorageGRID > R T LATHEERETERLEBDFT, YATLRZA4T
DEEHNS ) ANDTBICIE. HEDRZR IV EERTITIHRELRHD T,
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CDRRAIICDWT

COFIEEFEALT. VIRITITR—IADAML =S/ —RTUYRTLRSATEENRELIIBEEICY
ANV LET, COFIBICIE. BEIRELILAMN SR 2a—LPBEIYTY R TERVWIML—URY
A—LWHBIGEDFIEHZTENTVET,

@ COFIBRBEYISIITR—RDA ML=/ —=RDHe PTIATVRARANL—D ) —
FzUANIYTBICIE BIOFIE IS BEDRDBD I,

"StorageGRID 7 FSA 7 RAA ML=/ —RD Y AN
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FIE

Prepare for node
recovery.

v

Replace node.

VWiVlware Linux

Mo Yes
Linux host?

—force flag
or force-recovery

Comective

actions taken when

restoring node?

Yes

No See the
Recoveryis
Y "What next?”

complete.
section for details.

New or changed

v

Select Start Recovery to
configure the Storage Node.

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

block device

Recovering from
storage volume
failure

C'ZARL=P/=RDYRTLRZATDOUANIICET BZEEDRER"
*"ZA ML=/ — RO
* "Start RecoveryZ#ERL T. AL -2/ —FRZHZRELZFIT"

"ML= ARV aA—LDBEIYVYNEBT7 A=<y & (FEFIE) "
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C"WMEBICIGLTER ML =R a—LANDA TSI bT—RZDU R LT
*"AML=P/=RIRTLRSATDOIVANVEDR b L —2 DIREDHEED"

A=/ =RODYRATLRSATDOIANIICET ZESORR

AbL—=2 /) —ROBEEZATLRZATZ)AN) TBHIC. ROEEZMHERT 20
EWHD T,

ARL—=2/—=RICIE ATV TV MAET—R%EY Cassandra T —ER—IADHD 9, RDOKRRT
l&. Cassandra T—AR—IHWBEBREINZIZEHAHD FT,

* A= /=R BUEFTSA VB s TcH . FVFTAIVICED T,
* ARL=URUa-LTREENMEEL. VANV SN,
*VRATLREZATEI DUEDR ML =R a—LTEENMREL. VANY ETNhT,

Cassandra DBEEE. Y XTLIIMMOI ML=/ — RO 650EREERALET, 77531 VDA ML —
C)—RHLZLIEFB L. —ED Cassandra T—RXZEATIT QL VAIERMEDH D £, =T Cassandra H'E1E
LINTEEIE. Cassandra T—XD—EBMN XTI )y REATREERINTULWARVWZ EAHDFET, 47
SAYDRAML—S ) — RS ITEFREERERDODRANL -/ — R 15 BURICBEEINTULIES
&, T—RIBEDRETZEEEDHD £,

RO L — ) — KTEENRELLHE (3T T5120H8) & FI=HLY
(D F—resmMusbE SV, ROUDAUFIR BRIFLAVT SV, F—ah%bR
BARMNB D E T

ARL—=2/ —ROBEEXIGFVANUEZ 15 BURIZ2 DEBOR ML=/ — ROBEDH
(D ELeBaE. FOZRLTE— FEEBOADE T, 15 BURICEROR bL—
— R T Cassandra ZBBRIT I L. T—EHKDONZEHHD FT,

@ YA EDBEBBDODI L=/ — RTEENRELIIBZEIE. Y1 MVANVFIEIBREICES
AR B D T, TIZAILTR—MIEBEVEDELL T,

"TOZANGR=BMIEBZ YA ) AN DERITHE

CORPL—U ) —EH, BEZFL—YRY 21— LABBRDR FL— ) —RIZF T T
UL EFBEEE &S ICHEARDEAR 7> RE— RICH>TLBHAIE. BER b L—

(D) oRU2—LABEEOR -/ —RTRU2—LEUANYLTHS, COMER L
—UJ—FRUDNULET, YAFLEST TICRENBVBEOR FL—IK ) 21— LA
SNSOUNNYFIBEBEL T,

@ LZVr—haE—Z 1 DREFMRETELSICILMIL—ILZREL TVLWBHEIC. £0IE—
DHBZRAML—IRYa—LTRENMRET S . 7T b2 VANUTEZEA

1) A3/N) HRC Services : Status - Cassandra (SVST) 7 5—LNERLELIEEIX. BERE

@ SIS a—TFTa > DFIEZER LT, Cassandra #BBELTT7Z—LhS5)ANUL
TL7ET\), Cassandra ZBIBREITZ . 7I7—LIIBRINET, 7o —LHEERINEZL
BElE. TUZANLYR—MIEKLTLIEEU,
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B
"WITINTa—Ta I ZERLET

"Gy R/ —ROYUANDIICEET LS r EZEEIE"
"W RTFLRSA TIHEENBRVEESOR ML =R a—LEEAMASD A/
2L — ) — RO

SRATLRZATTRENEELIIGEIE. RUICR ML =2/ — R 2T 308D
HDFEI,

EALTWE TSy b7 4—LICHISY 2/ — FRATFIE 2 &R 2BENBD T, / — FOTIBRTFIR
iE IRTDEATDI )y R/ —FTELTY,

@ COFIBEREYVIMIZITR—RADA ML=V /) —RDHo PTTISATVRAAML—=D ) —
RzUANIYTBICIE BIOFIE ICESBEDRDBD £,

"StorageGRID 7 7 SA 7Y ARA L=/ — DY AND"

*Linux @ * Y RTLRSATTEEDEELLHESHDRARBRIE. / — FOIEFIRICKE> T, &
BRUANIFIEZREEL TIEE L,

T3y bTH—L FE

VMware "VMware / — R D"

Linux D& "Linux./ — R DA #E"

OpenStack DHEEE% 5 AN AIRE R E LTz OpenStack BDIRET S VT4 R T 74

IWELUVRT) T HE REFRBEESNTULWEE A, OpenStack IRiE
TRITINTVWE/—RDOUANI)DRBRIBEIL. EFHLTWS
Linux ARL—F7 4 YIS AT LD 7 7420 >O0—RLTLE
TV, D%, FlE ICE> T Linux /—REZHELE T,

Start RecoveryZ i ZERL T. A L=/ —RZRELET

A=/ —RERZMELTIS. Grid Manager T Start Recovery &R L T. BEEN
BELLE/—FORADHDDELTHLWLW/ —RZRETIHLERHD F£T,
BELHD

* Grid ManagerlZ I3 R— TN TWVWR TS U EFRELTH A VA VT I3HRELHBD FT,

* Maintenance %7zl Root Access 1&ERDHE T,

s JOEDIZVINRTL—ADRETT,

c R/ —RFDBALKRENTE T LTVWBIRELRHD XT,

CALADY—OA—T a4V T—RDEESITORBEZIEEL TERBENHD £7,
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c ARL—=/—FHBEEIS BAURICBEEINTULVAVWI EZBELTEKHBELHD £,

CDRATICDWVWT
ARL=2/=RALnux RAMZIOAYTFELTA YA M=ILENTVWRESIE. ZOVWITNMNMIEZET D
BRICDACDFIEZRTIBIHENHD XTI,
cZHEIIBENHD E LI ——-force /—RZAVR—bTRREODT T, FrEERTLE
storagegrid node force-recovery node-name
* J—RDTFEBRBA VA M—ILEETITBH. Narllocal ) A NTITIHELRHD £ LT
FIE

1. Grid Manager®* 5. * Maintenance * Maintenance Tasks * Recovery * (XY T F Y Z* AV TF VXA R
g*)ANY)) ZFEIRLEFT,

2. )ANYTBT Uy R/ —R% Pending Nodes U X R T:&EIRL £7,

J—RIIBEEVEETHE VI MIEMENEIN BV A —ILENTUAN) DEFENTETEET
IFERTET XA

3. O a I NRTL—X*Z#ADLET,
A [DANVDRB I Zo) v I LET,

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

& Q
Name 1T 1Pv4 Address I1 state It Recoverable I
® 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sesess

S. UANVRDT )y R/ —RF=TILT. UAN) DETRREZERLET,

DANVFIEOERTHRICH VLY b 20Uy o338 HILWIANI ZRIBTSEE
() 7. BRACTOIRYIABRRSN. FIEEULY FTBL ) — RATRERRED
EFEICHBCEHRINET,
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FIEZUty bLEEHBEICUANU ZBRTT 255 ROFIET/ —RZA VX ~—ILEIOIREEIC)
AT TRRENDD ET,

Do you want to reset recovery?

e *ymware * [ EBALREI VY R/ —RZHIBRLET, T0HE. VANV EZBRATIERBHI TS
5. /—FRZBEALZET,

° *Linux * : Linux RRA R TXRODOAY Y FZRITLT. /—RFRZBEHL XY, storagegrid node

force-recovery node-name

6. X kL — « /— KD Waiting for Manual Steps 27— ICEATES ' U ANDFIE DRODE RV ICHER'
A=Y R a—LEBIVYMLTEB7+—< v bLET

Recovery

Select the failed grid node to recover, enter your provisicning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT N Waiting For Manual Steps
s
BEIEHR

"BAYVRAM=ILDEOOT TSATURADESR (FS5Y b T +—LOKTHDH) "
AL—UR)a—LOBIY IV BT —< v b ( TFEBHFIE] )

2 DDAV TR ZFHTEITLT. FRHEINTVLWEIAML—R) a—LZBIYT Y
L. BEILL—SARUa—LZB74—<IYNTBIUELRHDFT, RFIODXT Y
7 &, StorageGRID R L —JR) a—L L TEYICT A=<y bEINTWVWBARY
A—LZBIYIVELET, 2BBDODRI) T RE. IOV FEINTULEAWR) 2—LA4
EFEHI7A—Tv bL. BEICHLC T Cassandra #BEBELTH—EXEZBBALET,

BEBZHD
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*BEVEELLEANL—IUR)a—LD55. BECHWLIBRRIN-—RFU T 72X LTELLED
HHET,

Z#FEITLEXY sn-remount-volumes AV T 2RI L. BEIML—UR) 2a—L%ZENMTHRE
TEB3HGEaHD XY,

* A=/ —RFOEBRFELENIENEITHR TRV E. £lF/ — ROFE OERFEIELEN—RHEIES
NTWBZezERLTHTET (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#RL £9) o

* ERAEITHR TRV E EESR L THE T £9 (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *#Z#iRL 9, )

CARL—= ) —RDIVRATFLRSATOYANVICEHTRIELEZHEIL THE<HBEAHDET,

"=/ = ROV RTLRZATDOUANIICEAT B ESEORER"

BEDANL— /) —RBFT7S5A0 DG, £LIEZOTIVYy RRADAML—Y /) —R
HIBE 15 BURICBBEREINTWVWRERIE. TI7ZAILYR—-MIBBAVWEHhELL T
@ Wo ZERITLABVWTL IV sn-recovery-postinstall.sh XZ Uk 15 HURIC

BHOANL—Y /) —RTCassandra #BIBEIT DI . T—EAHEEbN3ZehHbh %
ER

CDRRAIICDWT
CDFIE #ZTTBICIE. ROEEEXITVWED,

*UANUSHEA ML=/ —RICOJ1 > LET,

* #E{TLEX T sn-remount-volumes YU T #—<I Vv hEINFA ML —JR)a—LEBIYIVETS
A0V T b CORTV)TERITTBE. ROMEBHITHNET,

o BAML—=URYa—L%EITOYRNLTTZURIYVRL. XFSSv—FILEDY LA LET,
°XFS 771 IILDEEMF v I ZzETLET,

c T F7AIN AT LICEBEMNHZ5EIE. ARL—=—2RU a—LA0EYICT7+—<y 3k
StorageGRID A AL —U 7R a—LTHIHESIHERELE T,

c AML=2RYa—LHA@EYNCT =y FTNTWVWBHBEIE. A L—URYa—-LZBIV> b
LEYo R)a—LEOBIEDOT—RIFZDOEIHEFINE T,

* ROVT O EREL. BEZBRLE I,

* Z#R{TL XY sn-recovery-postinstall.sh AU TL I CORV )T ERITT 3. ROMNIEH
ERITEINEFT,

DAN)DOERTHIEA ML=/ —REDT—=FLABVWTLEEV sn-recovery-
postinstall.sh (DFIEEZBBLTLIETVW A VA N=ILEDRT) T ) BEX~

@ L=YAR)a—LDBI74—XY b EFATP I MAERT—2DIRANT7ZITVWET, £
TFEICA ML=/ —R%Z1D)TJ—FLTWETY sn-recovery-postinstall.sh
completesZiEE T D . T—EXDBFBLEIOIETBHEIT T —HELE L. StorageGRID 7
T2AT7 VR —RDRMRFE-—RZRTLET,

°c THELEAMNL—YR)a—LEBI7 44— Y FLXT sn-remount-volumes X7 Frh&ETD
VRTERD oD, FRIERIVVTROEAHLIELL HD XFHEHATLT
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AL=R)a—LZB74—X Y rT38. TDOR)a—LEDT—RIEFTANTEK
(D ONET, BROA TPV FAE—ZRINT DL SIC ILM IL—IILHAREINTWV S
BEIE. 7)Yy FROMDIBFADS A TS I T —2% ) AT 30HIZEMDF
g #RITTIHELNHDFT,
c MBICIHEL T, /—RD Cassandra T —EZR— X% BHEEL X,
c ARL—=C/—ROY—EXRZHBLET.

FliE
L OANDLIEER L=/ —RICAJA Y LET,
a XRNDIAYYRZANLET, ssh admin@grid node IP
b. [ZEEEINTWVWB/NZRT—FZANILET Passwords.txt 771/,
C. DAY REASNIL TrootiCtIDEZX £, su -
d (CEBHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
roott LTAJA T2, FOVTEDBHBEDDEFT s 7T 1 4

2 RHDRVV T ERITL, BUNCT -y bENIcA ML —PRY a—LZBIYVYMLET,

TARTDRAL =R a—LPFFRTI A=<y FHBERIFES. RIFIXRTOI b+
() L—oRUa-LTEENRELLHAR. COFEEEBLT2 OBORSUT FEE
Lo XUV PEATUANR FL—URY 2—LETRTHET +—< v bLET,

a X)) h%EETLET, sn-remount-volumes

TSN A L =R ) a—LTIDRIIV T ZRTTHL. BERINBZZehHD
9,

b. 27 )7 ~ORTEIC, HhrEE 07OV Tz L EI,

MEIZIHLC T, ZFATEEXT tail £t A2V 70O 771 IILORBZERT S
AV > R (/var/local/log/sn-remount-volumes.log) o AZ 77 JLICIE. O
RYRSAVOHENEDHFHRERNTENTULET,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
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Attempting to remount /dev/sdb
Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,
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this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

COEDBITIE. 1D2DRAML—2RYa—LHAEBICBIYYY FEN. 3DOXML—2R) a—
LTIZ—HEELTLET,

* /dev/sdb &« XFST 7ML AT LDEEGEF T v 7ICER L. R a—LBENBH BT
. ERBICBYIYAENE Lo RV TMIEL>THEIYVY FENETNA RDOT—2IER
BENTLERT,

* /dev/sdc lF AL —=URY a—LDFRIFIIBIE L TWelcd XFST 7ML R T LD
BEMTFIvIICERTEEEATL,

* /dev/sdd T A RIVDEMETNTVAWVWD. T4 XIDIA—N=T Oy IHHIEL T
H. EXTVFTEEFEATLe ATZUTHME ARL=UR)2—LZITY b TERWVE
By T7MINSRTLDBEETF vV 2RITITEDESIHZEHERTEXA v E—J%2RRLE
ER

" AbL—=2 AR a—LDHLWT « AZICEHREINTULRHREIR. BE*N*Z27O0Y7
ICRRLET FILWT A RIDT 7AWV AT LZFT VI TBHEIFIHD FEA.

" AbL—=2 - R a—LDBHFEDOT « AVICEREINTULRIESI. BE Y *HT7OV T
ICRTENET. TF7MIIWIRTLOF TV I DERZFERAL T, WEORAZRETE X



o BERNMRFREFESINET /var/local/log/sn-remount-volumes.log AF 77 )L :

* /dev/sde l& XFST 7ML AT LDEEUF T v IICEK L. R 2a—LBENEMTL
fzo 7272L. vOIIDTZ 71 JLOLDR/ — RIDRZDRX L —2/—RDID () E—HLTWEEA
configured LDR noid EEBICERTR) o COXvE—TF. CORYa—LHRORXNL—2 )
—RIBELTWBZtZRLTWVWET,

3. RV VT rDH Nz L. MEZEALEX T,

AML=R) a—LBRXFS 771NN AT LDEBEEF Ty IICERTE RN o5
@ By FRERAML—=UR) 2a—L%ZI T M TERDTEBRIE. HAODIZ—XvtE—

TEELCHERLTLIETVY, ZETLIEGEOREZIER L TEKHBENHBDXT sn-

recovery-postinstall.sh CNHEDHR) a—LICRI) TR ZRELE T,

a BELTWVWBRIRTDARY 2—LDOITY MIDRBRICEEFNTVWAR I ZHERLET, RndnTWL
BWARY a—LDHB581F. A7V E2BETLET,

b. IOV REINIEIRTOTNAADA Y —C%RERBLET, ANL—UR)a—LDRZDR ML —
C/—RICBELTLWAWCEZRIIS—DA VW e ZzERLET,

COBITIE. ODEIETRLET /dev/sde ICIEF. RDIS—XytE—IJHEFENET,

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

HBZARL—=UR)a—LDROR ML=/ —RICBELTWR EHRESNDIHEIE.

@ TOZAILYR—MMIBBEVEHLELTEEV, 2RTT35HE1F. ZFRITLET sn-
recovery-postinstall.sh XZUFrTlE. AL—=2R ) a—LDB74+—<T Y
FEINEITH. BER DOT—XDBEKDONZHhHD XY,

CYXIVRTERDSIAML=FTNAZADHZH5EIE. TNAREEXEL. TNT AEEBEET:
IF33;L £,

@ ROYETEBDSTA ML —ITNARRF IR TEB XIS IHNEDNH D F
ER

TNAAZ%ZFEALTAR) 2a—LIDZRFRELET, CDIDIF. ZRITTIBRICHBERANBHRTY
repair-data A7V bTF—2%ZR)a—L CROFIE) ICURRTTERIU T,

d IOV RTERVWTNARAEIRTEELIIBELIES. #ETLET sn-remount-volumes H
S—EXV)TrEERFTLT. BYIYVEFTEBZIARTORML—UR ) a—LHDBY T Y SN
CCEESELE T,

AbL=YR)a—LZERTY R TERWVSEE, FLBASL—URY 2—LDNEY)IC
@ T+—=X Y bETNBD S IBRICROFIRICEC L. RUa—LEZDR)a—LED

T—RNEIRENE T, ATV bT—R2OAE—N2 DB o1HZE. ROFIE (

ATV bT—2DI)ALT) DT IBETIE—IF 1 DRIFICBED XY,
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#RITLABWVWTL TV sn-recovery-postinstall.sh XU~ ([EEI ML —
R a—LIZE>TWET—2%7 )y RRODMDIBFAN SBEHERTZCHTIHLL

(D Zzx5h388 MEUS—TIE—E1DRHERT B L—LABRATATEHE
P, BHO/ =R TR 2—LICEENRELIHZGERY) - KDDIZ. T7ZAHIYR
— MCEWEDETT—2D) AN EEEZREREL TILEIW,

4. ZzEITLET sn-recovery-postinstall.sh X7 Fk ! sn-recovery-postinstall.sh

CDRTY)TRE YOV RTERDSTERAML—=UR) a—Ay FREIGEYIC7A—< Y FEINTULER
WRARL—URYa—LZBI7+—< v bL. BREICIGL T/ — RO Cassandra ¥ — X N— X = BIEHE
LT A L= /=R —EXZRBLET,

ROB[UTFEFRL TS L,

° 2V P RDOERTICIIEERHI DI DZ LB £,
o —fi%IC. RV FDOETHIE. SSH LYY 3 VIFBEMTITSOSMELHD £9,
°*SSHEY > a W 70T 4TIl >TWVWARIE. *Ctrl+C F—%IBIHVTLIETL,

c CDRIVVTHE Xy hT—JDFMHBEELTSSHE Y 3 VR T LISGRICNYITST Y
FTERITShE I EITRRIFVANIR-DTHETEX T,

e AbL—=Y/—RFTRSMHY—EXRZFERALTVWEREEIE. /—FY—EXOBEEKICXIUTH
NEPEMFLELTVBLIICRZZIEDHDET, TD 5 DEDEEIL. RSM Y —EXDHHT
EETHESICRELE T,

@ RSMH—E Zif. ADCH—EZASENBZIANL—/—RICHD £7,

—&RD StorageGRID ') A/V) FETIE. Reaper Z{EF L T Cassandra DIEEEMIEL £
T, BEY—EXFRIEMVELRY —EXDFHEBINS T CIBENABFNICIThNE

@ o RV T rOHAICIE. Treaper ;1 F7zld [ Cassandrarepair | EENTWVWE L
BPHDET, BENKRRLIEIEERIIT—XvE—IRRRINLFBEIE. T57—X
wE—JIOREINEOT Y RERITLED,

5. ZYLTHERALETY sn-recovery-postinstall.sh X7 U T EHEITEIN. Grid Manager® ') 73/8
R=IHERINET,

DRAT—RADOBE(L, VANIR=SOESIRREN—ERT—VF THESETE XY sn-recovery-
postinstall.sh XZ Uk
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

DHEICANILET sn-recovery-postinstall.sh AT FRCE>T/—RTH—EXDREBINE
Lfco ROV TR TT 34—y FEINTEEDIX ML =R a—LICA TSIV T—2%2 )X NT7TEE
o FMICOVWTIE. EDOFIE ZBRLTLIEEL,

ESPEN
"AL=2 /)= ROIRTLRSATD)ANVICET 2 EH DR

"BEBICIGCTEA ML =R ) a—LADA TSz bT—2D) R ST

BEBIZBLTEZA ML =R a—LADF TSI T—2DVIT

HKRICHC T sn-recovery-postinstall.sh X7 FhiE. BEXNL—IRD 2

—LDIDUEZBT74A—NX Y b IB3LDIBETY, DAL —2 /) —RET7—hA
J/—RHh5BI7A4A—<Iv brENEAML—CR ) a—LICA TSz T—2%21) X

E7T23RENHD T, CNSDFIEIF. 1 DUEDR ML =R a—L%ZEB7

—X Y rLBVWHAETDOREDLD FEA.

RERHD
cUANDEINIEA L=/ — ROEFIRED * connected * THBD X R L TH < BEHLRHD X
9 Grid Manager®* Nodes > Overview *4 7,

CDRAZICDWVWT

JUYRDIMIIL—IDAF T bAE—ZERIT B LS ICRESNTUVIHZE, O L -2/ —
R. 7—=HAAT /=R FTBISTORIML=TF=IUDSF TPz bT—REZVIRNTTEET,

LZVr—hENcOE—Z 1 DREFRETSELSICILMIIL—IILARESATVWT, £01E
()  —PRFL—URU2—LECBENRELLSE, ATV MEUANUTECLETEE
Ao

A7z bOAE—DISTRIAML—=JF—=)LICLDE > TLWRWES. StorageGRID

@ lF. ZT O T —RZEZVRA NP SR1OICEROEREZIVSTRAMN L= =)L VR
KAV MCHEE T2HEDNHBD £T, COFIE ZEITI IR0, T7ZAILYR—-FCEVWE
HET. UANVEBCBEEIX MDRBHD ZMHKEL TS EEL,
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ATV bOAE—DT—HAT/—RICLHFERS>TVWRWEEIF. 7T—h1T/—RFH5
(D FTIOT UV bT—EHTAHEEINE T ALT DA T L=V S X T LD S5 DFRAH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J /) —RADAF TPz bT—2DU X+

TICIF MO L—2 /= RS AE—Z U X T I BEEICHANTEEADDD 7,

ATV MT—REVRNT7TBICIE. 2RITLET repair-data RV I ORIV VT NI 7
Tz bhTF—20) 770X %ZRABL. M AFX ¥ D EEFHLTIMIL—ILZEBALET, Tl
SEIFERA TV EMFALET repair-data ROAET. LTV TF—bT—REA LA y—0—7F
AT T—R2DEEEZ AT ETEIMNMEICRAIVTITY,

LIV bhT=R LTV T —RZVRANTIBZARVRIE. /—FeEZzEETZION. /—
FED—FRDR) 2 —LDAHZEETZDOMIGLT2OHD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALAy——FT4>%Y (EC) 7—R A LAy —A—TFT 440 T—2%&)AMF7IBIATUR
lF. /—ReFE%2BETZION. /—RLED—EDOR) 2a—LDIHEEEETZIOMNMIGLET22HD £
XS

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

MLADYy—O—TaVIT—2DEEIEE. —FOISL =/ —RBEF TS VRETHEBTETE Y,
BERIETANTD/ — FHIMEREREICHR > TcHh EICTET LET, ROAX Y FZFEALT. 1LYy —1
—TA VI T—HDEEZEBHTETEY,

repair-data show-ec-repair-status

ECBEYaTICL>T. REDR ML —UH—BMICUY—TEhFEFd, XAL—275—

@ EARUA—ENBZIEHDHDEITH. BEDPTETIBEHRLET. FRICBERI L —
DHRBLTWVWB L. ECOEEYaTHRBMLET, AbL—2UHFR—=2a3viE a7
PR LD LEEMCEFRAEL. ECBES I TNRET IB LB ET,

ZERT3AEDFMICOVWTIE. ZBBLTLLEEV repair-data A7) T hEANLET repair-
data --help 7ZAXVEBER/ —ROOAVYV R4V EFEBHALE Y,

FIE
1. 7247 VEEB/ —RicOJd1> L%,
a xXDIAXYRZANILET, ssh admin@primary Admin Node IP

130



b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo
CHROIAT>YREAFAIL TrooticIDEZXFT, su -
d |[ZRBEINTVWBNIT—REASILZXT Passwords.txt 771 Lo

root& LTAJA >3 TAYT OB SEDLDET $ 8T 1 4o

2. ZERALET /etc/hosts UARTPINTRAML—=SRYa—LDRARL—2 ) —ROKBRR NEEEE
2771 VY RRDIRTD/—RFRDIRXERTTBICIE. RDODELSICAHANLET, cat
/etc/hosts

3 IRTDRML—URYa—LTEENMREELIIGEIF. /—F2fFzBELEZT, (—HBORU1—L
RIITEENEELIIGEIE. ROFIRICEAFY) o

C) HERITTEFEHA repair-data O/ — RICH L TRABFICMIBZRTIZZ X, EH%
D) —REYANYTIESIE. TI-AILYR—FcBBEVEHLELE I L,

c gy RICLTIVT—bT—2hH23551E. ZFHALF T repair-data start-replicated-
node-repair ANY Y RICEIBELEXT --nodes AL =Y/ —RE(K%EBETZA T 3>20TY,

RODIARY RIE. SG-DC-SN3 LWS AL =2/ —=RIZHBLTIVT—bT—2Z2EBEELFT,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

FTSTORTF—2DY) X MT7H. StorageGRID > X T LML U r—rENfctd
IV TF—R2%ERDOIF5NABVEEIE. *Objectslost* 75— hHMUH—TNZE

() . SRFLEGKORFL—U/—RTFS—MRRUA—SNBCEHBD ET. 1A
KOER . VANIDAIENE SHZHRT IHNENHD £, StorageGRID DE
BRI TINoa—FTa VT DFIEESBLTLIEETL,

N RIZALADYy—A—T a4 20T —32DH35HEIE. ZFEALEXT repair-data start-
ec-node-repair AV Y RICZIBELEX YT --nodes ANL—2 /) —ReF%ZBETZF T3 0T
ERS

MDAV RIE. SG-DC-SN3LWSZA ML=/ —RIZHBZB AL AP v—O—T14 VI T7—2%EE
LETo

repair-data start-ec-node-repair --nodes SG-DC-SN3

—ROMREINETT repair ID CNZHAIL X repair data #fFe CNZEALEXT repair
D7)y I LT, ODEFKREERZENL X T repair data #fF VAN TOEIDETL
TH. TNUAND T+ — RNy VIFREINEH A,

@ LAYy —0—T1 VI T7—2DEEIE. —BDANL—2/ BT TS5 VRET
IR TEE T, BEIRIRTO/ — FHMERARICE > Tch Il T LET,

VY RIELTVT— b T—REALADYy—O—T 4 VI T—ROMANHBHEIF. mMADIT
Y RERITLET,
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4 —EOR) 2 —LEITRENRELIISGEIZ. KBZRITIR) a—LZ2BELET,

132

R)a—LIDZ 16 EHTAILEI, Fl: 0000 & RFIDAKRY2—LETY 000F 16EBDRY 21—
LTYo 1 D2ORYa—L, —EDRY a—L FEIHEHRL TOVRWVERDR) 21— LZIEETETE

ERS

TARTORY 2a—LHRALA L =2/ —RICHIBEDHDET, BEOANL—J/—FDRY 12—
LzVZA T TR2HEBENRDHBHEIF. TIZAILYR-MIEREVEHDELLZTEL,

o

o

Ty RICLFVT— b T2 H 35518, ZFEAL XS start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZEHHTEZF T3>, RIS, ZEBMLET --volumes
F7cld --volume-range XDBUCRT LSS, AT a>ziBELEFT,

HB—R)a—L: LTV 5—brENT7—2%R)2a—LICYJZXMTZLET 0002 SG-DC-SN3& LS
ZEIDA ML=/ —RTROESICERELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

RYa—LEE: LFUTr— b ENTF—2%28EROIRTORY a—LICUR M7 LET 0003
87 : 0009 SG-DC-SN3X WS LFDA ML —S/ —RTADESICHELE T

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHLTUVEEA  COOTYRIF. BRINfT—42%ER)a—LICUR T
LF9 0001. 0005 KU 0008 SG-DC-SNIXWVWSLBFIDA L -/ —RTRDESICETEL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITST I RTF—2D) XA N7, StorageGRID Y XF LML TV — kAT
PV M T—RZBOIF5NABVESIE. *Objectslost* 77— AU AH—ENZF

() 3. SRFLREORPL—U/—RTFS— MRUH—SNBLABD 7, 1A
KORERA . JVANUDAIEENE DD\ R T IHNENH D £9, StorageGRID DEE
BVEESTNoa—To VT DFIEEBRL T,

TJUYRICALADYy—OA—TFT 1 I T7—3hH 35813, ZFERALET start-ec-volume-
repair AX¥ Y RICZEIBEL XY --nodes /—RERATEAF T3>, RIS, ZEMLET
--volumes 7zl --volume-range XDBUIRT LSIC. AT a>EBELET,

B—AR)a—L AL y—A—FT oI Nlc7—2%R)a—LICUXF7LET 0007 SG-
DC-SN3Z WSEZBIDRA L —S/ —RTROELSICEELE T,



repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—LER A LASvy—dA—FT4 I ENT—2%2&EEROIARTOR) a—LICUR LT
LE9 00047 : 0006SG-DC-SN3IEWVWSERIDA L=/ —RTROLSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BHORY) 2 —LHNEHLTVWERA : COOXRYRREBALASYy—dO—F oo nfic7—4%R
)a—LICYRXRR7ZLET 000a. 000 H KXY “000E SG-DC-SN3X WLWSEBIODA ML — /) —FR
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data —EDMERINET repair ID CNZHAIL £ repair data . ChZfd
FALEX Y repair 1DZI UYL T OESKAEHERZENL XY repair data #fE. VAN
7O XANRRETLTH. ENUADT s — RNV TIEREINEE A

@ ALAPY—0—FT 4 2IT7—2DEEIFZ. —GDIL—/ =R TS RKET
FIETE X T, BEIIIRTD/ — RHIMERRIREICA 2 7cHEICTKT LET,

c gy RICLTVT—bT—REALADYy—A—T 14 VI T7—OMALHZFEIE. MADIX
YRZEEITLET,
S LFVT—hT—2DEEEZERLET,
a. ™ Nodes > Storage Node being repaired > ILM *| ZZERL £7,
b. TFHEI Lo/ a>DEMEZFERALT. BENRET LENESHZHIML £7,

BIEMNTT 5 . Awaiting - AEHIFOEDA TS U b ERLET,

C. BEDFHME BRI BICI&. * Support > Tools > Grid Topology *%Z IR L £9,
d. T™*grid > Storage Node being repaired > LDR > Data Store *] %#RL 9,

e ROBHZMAEODET. LTVT—bT—2DEENTT LI ESh e nE DHFIL F
ERS

@ Cassandra ICAREEHDELTVWBEREELH D . £/, KB L-BEITEHFSINEL
Ao

* * Repairs Attempted (XRPA) * : LU —rT—R2OBEOETREZENRLET, CORE
Mg ARL=/—RBNAVRIOATS U bOBEZHADT-OIEHNERLET, COD
BEOELIRED X+ v > HIR (* Scan Period - - Estimated * B TIEE) LD HEVHIRICH
7m>TERELAWVSE. LM XX v I3 IARTO/ — RTEENMRELRNAIVRIATS U+
ZRHELTVWEE A
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(D NTVRIFTI I held. RRICKONBBRYEHZ24T I T, ILM
BREZBLLTVWARVWAT DT/ MEEENEE A

" X% UHAE - #E (XSCM) * I COBRMZEFRAL T UEHCEDRAEN A TS U IR
)O—BENBRINDZAIVIZRBBEHD £T, [ * Repairs Attempted * | BHEDIRED X
Fv UVHEILDDBRLCB > TVARWVGEIE. BREENRITINTVWAAEMELAHD £, X+
v VHIIEZE D B EEMD H DD TEEREL TLZE L\, * Scan Period - - Estimated ( XSCM ) *
BlElZ. )y R2EDEEB #RLET, Chid. TRTO/—RDRXF v VHIBODRAET
9o ') w KD * Scan Period - - Estimated * BItBE%#BS L T, BYIGHRZHITET £ 9,

6. MLY%y —0—Ta I T - 2DBEZERL. KMLIATREOHZERZBHITLET,

134

a ALy —A—TAVIT—2DBEIAT IR ZMHRL T T,

" BEDDDRAT—RAZRNRTDICIE. COATYYREFEAL XY repair-data 121E .

repair-data show-ec-repair-status --repair-id repair ID

- TATOEENEERTRT 3ICIE. ROATY REFRALET

repair-data show-ec-repair-status

HBAICIE. BEDBEHRNARTEINET ‘repair ID'UBTIC. RERITHDO IR TDEE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LM L 7-BEEBUENE A INIBEIE. ZFHALEY ——repair-id BEXBHITIZF S>3 T
ERS

RDAR > R, E18ID 83930030303133434%Z fFA L T. BEDVHEEL/ —FOEBEZBHITL
9,



repair-data start-ec-node-repair --repair-id 83930030303133434

RDAT Y RiE. 181D 83930030303133434 %A L T EENKELAR) 2 —LDEEZBH
TLET,

repair-data start-ec-volume-repair --repair-id 83930030303133434

BEISER
"StorageGRID D EIE"

"WIINY AT ERLET"
A=Y/ =RIRATLRSATDIANIEDR b L —2 DIREDHEST

AML= /) —=ROIRATLRSATHZDANI LS. A L= —RICBEBEE
NZKEN T Online 1 ICHRETNTVWEZeZzHEEL. A ML—2/ — R —N\DEE
I BTCUICHA Y TAVIREICR DL DICTIHRELRHD £9,
BEBRHD
* Grid ManagerlZ I3 R—F TN TWVWBR T SO EFRALTH A VA VT I3RELHBD FT,
cARL—=2/—=RABUANIETH, T—RUANIUDET LTVWIHERHD £,
FIE
1. Support > Tools > Grid Topology *# 2R L £ 9
2. )ANYSINFR ML —Y/ —R*LDR * Storage * Storage State - Desired *& & U Storage State -
Current *DfEZHEEEL £,
BmADEMEDIED Online THA IRELHD X7,

3. Storage State --Desired Hh' Read-Only ICFREINTWVWBRHEIE. XOFIEERITLET,
a BRIz o Vv I LET,

b. [* Storage State] — [Desired *] (RFIRREE—FL TS %) ROV FE TV SH5 [*Online] (4> Z
1) ZERLET,

C [ EEDERANZIJvILET,

d "#BEB12T7E20) v oL, [ AL —0REE --Desired * 5K U * X b L —JIREE --current | DIED
[AVSAVICBHTNTVWA I e xR LET,

BB/ —FOBEEHISD) AN

BIE/—FOUANITOERIGF. TSAVVEE/—FEITSATUVEE/—FT
D FY,

CDRAZICDWVWT
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TSARDELRBHRTSATIER/ —FOEEEH BV ANUFEZRLCTIN, FHIZEZRD XTI,

Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

VMware SEF.'IIICES Linux
appliance

See the
"What next?”
section for details.

Corrective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

DANIRROEER/ —FOELWIANUFE ICBHBITR-> TSV FIEOBBRIZRALLSICRXIET
M FHBFIEFELED T,
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E e E:
"SG100 SG1000 —ERT7FZ1 7> X"

SEIR
' FSATER ) — ROBELSDY AN
cETSATUBIER) — ROBEHSDUHNY"

TSARVER/ —ROEELNSDU AN

T2ARVER/—ROEENS U ANDTBICIE. FEDZ RV ZRITITIRELD
Dxd, 7T2ATUVEERE/—RIE. 7w KD Configuration Management Node  (
CMN) H—EXZHRALLET,

CDRRTICDOWVWT

BENMKELLTSATUEBER )/ —FEISICRBTINERDHDFT, TZ7ATVEER/ —RFLED
Configuration Management Node (CMN) H—EXE. Uy RIHLTA Iz o IDDOTAYIER
TLES, ChBD DR #7220 FORDIAHKEICA TS o MIBID Y TENE T, FERARER ID
Hanwe, FILWATI I FZEDIAD ZCIFTEEHA. VY RICIN1 ABDD IDAF v yad
NTW37H. CMN ZERTIRVMEETHA IS I FOWDAAZFTATTEET, cffL. Frvia
SNEBRFEZEVTIZ . FHILWA TSI b ZEBMTEARCEDET,

JUYRTOATZ I FOBMDRAHIKENECBVELSIC. BEV’RELLTSATUE

@ B/ -REELT1 HWAUNRICEERICBRTIHENHD X, ERGHREIIET TS0
FOEDAHBEICE > TEBRD XY, BFEVDT )y RTOERBEHEIKERIZEIE. T
AN R=FMIBBULEhELTEET W,

FIE

CEENRELIETSTATIVEER/ —RASEENSZOE—T3"

" ISIARVER/ — RO

' RBATSATIER ) — FORE"
"DANYENTZARVEE/ —RFTOEEOJD) AT
"UANIBEARTZARVER /) — FTEEEEEZ )Yy FLTVET"

" TSARVEE/ —RZVANVTEIEOBE/ —FT—ZRXR—=IDY X 7"

" TISATVEE/ — RZE AN T BEOPrometheustEiZD 1) X k77"

BENARELLSSATIBIE/ —RHSEEOS/EIE—T3

EBENMRELALTSATVER/ —FOSEENJZAE-TEBRHEIE. TV ERFD
SATLT VT ET 4 LERRROL I- R 2IF I3 DICEEOI ZREFELE
Fo VANULTZARVER/ —FHEFLIS. RELTEVWEEOTZZD
J—=FICURFT7LET,

COFIE 13, BENRELLER — ROBEEOT 77 LERDY Uy R/ — RO—BNBISHRIC I~

LEY, RELLEEOVIZ. XBAEE/ —RICOE-TZFT, HLLEE/ — FIJZEEOINETN
ICAE—EnFEt Ao
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FEORHEICL - TIE. BEHVNRELLEBE/ —RHOSEEOJ/ 2 IE—TETRVEELHD £, B/ —
I~73\19L,7b\73l,\i—r“0)iﬁ . VANV LEEE/ —RTHLLED 7 7MILOBEEOIADIRY FDEE
OB IN. LEICERSN T —RIdkbnEzd, BB/ — RHIERHIREDHSIE. JIOEE ./ —K
HoEEOSZ)ANITEEXT,

@ CCCREEE/—RFEOBEEOJICTVIEIATERVESIF. RAMDODUANVELRYE, &
ENBBEEOVICTIVEATE3REENRHD T,

1. A THhNIE. BEEE/ —RICOJA Y LET, TERVESIF. TIATVUEER/ —RHLEHOE
B/ —Ricog1>LEd,
a XROAYYRZANLET, ssh admin@grid node IP
b. [CEBEHINTWB/NRT—FZAALET Passwords.txt 771 J)lo
CRMDAYY RZEANL TrootiCIDBEZX £F9, su -

d [CRBEINTVWBNIT—REASALET Passwords.txt 771 Lo
root LTCOYJA>d2e. ZAVTIEBRDSEDLD FT 18T &

2. AMSH—EZXZELELTHLVLWAT 77 IDMERETNABE VL SICLE T, service ams stop

3. auditlog 7 7 1 ILD%FEIZZEELT. UANYLIEBE/ —RAQIE—KICBIEDO 7 7 LA LES
NBZVWEIICLET,

auditlog DEHIZ. yyyy-mm-dd.txt.1 BED—BEDBSDM W T 7IIGICEELET, 1 X
IE. auditlogZ 7 1 JLD#AE]Z2015-10-25.ixt. 1ICEE L £ 9 cd /var/local/audlt/export/

4 AMSH—EXZBikE8L £9, service ams start

O IRTDEEOI 774N ZRDT )y R/ —RO—KRNARBRICIE—9 370071 LU M) Z{ER
L&¥J. ssh admin@Rgrid node IP mkdir -p /var/local/tmp/saved-audit-logs

A7 EHREFEINS. admin DINXT—RZANDLET,

6. IRTOEEOV 770 IAE—LFT, scp -p * admin@
grid node IP:/var/local/tmp/saved-audit-logs

IOV T ERRRINSS. admin D/INZXT—REZAHLET,

7. root LTCOY 7O RLET, exit
To5ATER /) — RO

TIARVEER/—Fz)ANITBICIF. FTYPEXCIMREN— D 7DD
WHETT,

EENRELETSATIUER/ —RFZELCTSY N7 4—LTEITINTVWERTSATUER/ — R
3'43 H. VMware £7z1& Linux RX R TEITEINTVWER SSATVER/ —REY—ERXT7 IS4 T7>
ATCRAMINTVWBRTSATVEIERE) —REXBTBZCHTEET,

J—RICHLOGERLIERBE Sy F 74— LI 2FIE 2FRALET, (IRTDO/—REALFIC
BLE) /—RXBFIEA2TTIHE. TSARVEER/ —RDOVANVICETZROR Ty THFIE H 5
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RREINET,

AT SYv b T r— L4 FE
VMware "VMware ./ — K D3ZH"
Linux DS "Linux./ — K D 3Z3a"

SG100 &LV SG1000 U —ERT "U—ERT7 IS4 7 > ADH"
TS3A4T7>2R

OpenStack DHERE % £/ AN IEE SR E LT- OpenStack ADIREY S > T4 X7 T 74
LWBELUVRT) T RE REBRBINTULEE A, OpenStack IRiE
TERITTINTVWDE /—ROUANUDNKRERIFEIZ. FHALTVLS
Linux AXL—F7 4 YIS AT L0 7 7 )l 2o >O—RLTLE
TV, FDE. FIE ICHE> T Linux / —RZEHLET,

RBATSARIVER) — FORE

¥/ — FlE. StorageGRID X T LDTSARVEE/ — R LTHRET IHEN
HO X9,
VEBHD

cRETIUTHRIANESNZ TSATVER ) —RDBEEIE. RETVZEAL. ERZ A IC L THIEE
1tT23REBLRHD XTI,

*H—ERXRTTSATVRATRANENETSATIER/ —FOBZEIF. P7TIAT R L. VT

YT T7ZEA A —ILLTEBERDBDET, FRTBT7TIAT7VADA YA —ILAA FZER
LTS,

"SG100 SG1000 —ERT7 517> X"

CDANUNYT =T 7AIINDRFIDINY I T Y THRETY (sgws-recovery-package-id-

revision.zip) o
s OESa=ZINRTL—ADRETY,

FIE
1. WebT7 S UHZE. ICBEL FT https://primary admin node ipe
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NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

[*Recover a failed primary Admin Node] 2 ) w27 L9,
DANINr—SORFDNY I Ty FT2T7yTO—RLET,
aprBsR|ZzIVvILET,
b. StorageGRID ¥ XA T LICHISLIZBFIDU ANUNYTr—S T 70 IL%FE L. *Open*Zo ) woL
9,
7O 3=V NRTL—XE2ANLET,

[UAN)DRE®R]| 20Uy I LET,

JAN) 7O IDEBINET, BELRY—EXDRIEIND ETOHSIME. Grid Manager Z{ERT
ERLBBIEDBDET, VANUNRT TR, BA VA R=IDBRRINET,

StorageGRID Y AT LTI VI ILHA VA > (SSO) BEMICE->THED,. UANULEEE/ —RD
SERREFBEEEL T 72N FOBEEA VA —T 24 A —N\IEEAFEATILSICKRESNTVSS
BlE. /— ROFIEAEF)BESFE % Active Directory7 T 7 L—> 3> —E X (ADFS) TE#H HIkE
FUBER) LEd. BE/—ROUAN) Z7OCRAPICEREINIZHLVT 7 4L b —/N\GEREEZ #
BLZET,

SFEAEFIREEEERTE T BICIE. StorageGRID DEEFIEEZBBL TL TV, T7 4
C) LY —=NEEREICT7 VX $3ICIE. BE/—Froav >y R oilicaog1> L%
9o ICT7UVEALEY /var/local/mgmt-api 7« L7 MJICHEEIL. Z3&RLET

server.crt 771 )L,

Ry b 74w I ROBAVPBENESHZHITL £7,
a HR—brINTWVWB T U5 %ERL TGrid Managerlict 1 >4 > LE T,
b. [/—F (Nodes) ]%3&RL



C DU RNT, 7ZAXVER/ —FZFRLET,

d [BE|2TDO[VIEIITN=23Y ] T4—ILRIZRRTINTWVWAN—Ua v ERRLET,
e Iy R/ —RZERLZEXT,
LIBEIZTDO[VILIZTN=3 2] T —ILRIZRRINTVWEIN—-a Vv ERRELET,

"[VIRDZTFN=03 2| T4 —ILRIZRRTINZN- 3 VHREICER. BIETOU S L%
BHRT2HEIEHD £E A

"[VIEDITN=23r | T - RICREENBZN-2a VD BRABZHBRIE. Ry bTary
V2ZzBALT. VANIVESNETSATUEER/ —RZRLCN—JaVICEHTIHENHD
9,

BEEIER
"StorageGRID DEIE"

"StorageGRID v k7 1 v o XF|@E"
DANIEINTSARVER/ —RTOEEOJDI) AT

EENEEL-TTATUEIER —RHASEBOJVZRETELEEIE. VANDTS
To5ATVER/ —RICFOOJZIE—TEF 9,

C AN LIBIB ) —REAV A —ILLTETIZHRELADD £7,

C TTDEE ) —RTEBEARELEH LIS, BEOSTERNOBEFICIE— L TELBELRBD T,

BB - RTEEARETI . ZOBE/ — RICREINAEEOSIDNADNZARELR DD 3, BEN
RELIBIE/ — RASEEOSEIE—L. UANUSINEBIE/ —RICUXRTPTRoET. F—4%18
ENSFRCENTERERI BN ET. BEICL-TIE. BEARELLEE/ —RHSEEOS % IE—

TERWEEDHDET, 2DHE. B/ — FHIERHIRIZTIEIIRNTOER/ —RICEEQITNL TV
T—hEh3cDH, HOEE/ - oBEEOJZVANITEE Y,

BE/ -1 DLHABVRIETEE / — RO SHEEOJ 2 AE—TEHWVWEEIR. VAN EINIEER/
—RT FRAVZA—ILDBELALELDICEEOIANDAARY FDEHEHNHBINE T,

OFX YUz BIHSE37-0IC. B/ —RIETEZRTREC VANV TIRENRHD £,
1L UANDLIEER/ —RIiCad1>LET,
a XNIAYYRZANILET, ssh admin@recovery Admin Node IP
b. [ZEEEINTWVWB/NZIT—FZANILET Passwords.txt 771/,
C.RDIAXY REASNIL TrootiCtIDEZX £, su -

d |[ZRBEINTVWBNIT—REASILZXT Passwords.txt 771 Lo
root LTOJA >3, 7OAVTEOEHDBEDHDDXT ST © 4

2 REINTVWEREE 7 7ML EESRLEJ. cd /var/local/audit/export

BRBFEINTVWBREEOI 7702 ) AN SNEEE/—RICOE—L£Y, scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY* .
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IO PRI INES. admin DNNXT—REZAHNLET,

4. vXxa)TF0 LOBHICEKD., BEBEOINVANYIN-BIE/ —RICOAE—SN-Z e =R L5,
EEOJEEES )Yy R/ —RHSHIBRLE T,

S. UANUEINIEBE/ —RT BEBOV 777D —HF eI IL—TDOEREZEHLF T, chown ams-

user:bycast *

6. root LTOJ7IRLET, exit

EEHBEANDOBREFEOIZA TR T IVEIRBHUANTITZIHRENHD £J, FMICDOLWTIE. StorageGRID
OEEBFIEZESRL T I,

RIS R
"StorageGRID DEE"

UANVEBEATZARIVEER/ — R TEREXEEZVEY FLTVET

JANVTZTSARIVEE/—RH. 75— BRI, 77—LBH. 5LV
AutoSupport X vt —C DEBHEEXFE L L TRESNTVLWBRIHEEIE. COREZEET
BRENHDET,
HEBRHD
* Grid ManagerlZ I3 R— SN TWVWR T SO EFRALTH A VA VT IREBELHBD FT,
*HEDT VL AERNUETT,
cUANULEEBE/ —REAVIL—ILLTERITTIHNELHD I,
Flg
1. * Configuration > System Settings > Display Options *%Z 3R L £ 9
2. [*Preferred Sender] ROw R T > « UZRRDWSUAN)EINIEEE/ —REERLET
S [ EEOEA N Z0 Vv I LET,
RIS R
"StorageGRID DEE"

T7ARVER/— Rz VANUTEBEDOEER/ —RT—ER—IADUR LT

BENRELLTZATIVEE/ —RFROBMY. 77—L. BLUVT7 77— FDEREEHRZ
HIFLIEWERIE. BB/ —RT—3ER—XZURANTPLET, COT—ER—I%Z)
ART7TEZDIE. StorageGRID > X T LICHIOER ./ — R HZHBEDH T,

S AN LB —REA YR F—ILLTRITTEUBERBD £7,

* StorageGRID > X 7 LICIFEE/ — RHD A< EH 2 DBETT,

c ZABLTELBENHD £Y Passwords.txt 771 o

s OESaZYINRTL—ADRETY,

B/ —FTREVIEET S . EOBIE/ —FT—IR—XIBH SN TV BEBHRNEDODNE T, CO
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T—=RAR=ZTIERDBEHRISENTVWE T,

* 75— hDERE

* 7S—LDER

c BREBMT—%, Y R— Y= )L* )y RNRO*R—STHERETEZFv— bBLUTFI LR
— FTEARAINET,

BIE/—FZUANIVTBRIC. VIIIITOAVZA=LTOERICE>T VANI LT/ —RIZZED
BB/ —RT—ARXN—ZBMEENE T, L. ILVLWT—ER-X(ZIE. BESXATLICEENTVWSY
—NEY—ER, FFHETEMSNIEY —NDBEREITIHEZENT T,

TS5A)ER/—R% )X ~7 L7 StorageGRID Y AT LICHIDER / — KD HZ3HEIE. 753147 UT
BUWER ) — R (source Admin Nod) DB/ —RFT—EZR—=X%EUAN)LIETSATVER ./ —RICO
E—922¢T. BREB®REVANTFTEET, PXATLICTZATIUEE ) —RLHAEBWVGEIX. BIE/ —
RF—ER—X%E)IART7TEEH A

@ %.fii/“—I~“7_-“—'}7/\‘—Z0):!\l:"—t%tzti&ﬂ%ﬁ?jb‘h‘ég <‘:7’3“;273 D\i?‘o ‘/—\X%:EE/— FTH—
EXPMELELTWBREIF. Uy RIRX—2 v D—EBDOMEEENMERTET < BD £7,
1L.Y—BRB/—RiIcOJ1>LFT,
a RNDIANYYRZANILET, ssh admin@grid node IP
b. |ZFREHINTVWBNRXT—FZANILZET Passwords.txt 771/l
C.RDIAYY REANL TrootiCIDEX £, su -
d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l
2 Y—22BEB /) —RHSEMIY—EX%ZFEILELE YT, service mi stop

3. Y—RER/—RHh6. BBT7 IV r—>3>70953 0042 =T 24X (mgmt-api) H—E X%
ZIELEF, service mgmt-api stop

4. JUAN)LIZEE/ — R TROFIEZERITLE T,
a UANYLEEERB/ —RicOJ1> L&D,
LROIYY REASILET, ssh admin@grid node IP
i. ([CEEHSNTWVWBNRT—RZANLEY passwords.txt 771 Lo
iii. DAY REASIL TrooticIDEX T, su -
V. [CEEEINTUVWB/NRT—RZANILET Passwords.txt 771 Lo
b. MIF—EXZFIELE T, service mi stop
C. mgmt-apitf —EXZ{EIELFJ, service mgmt-api stop
d. SSHI—Y x> hC SSH WEEZEBMLE T, ANJTSIYY Fssh-add
e ICEEHINTWVWBSSH7Y 7 ANRT—R%ZANILET Passwords.txt 771 )L,
fY—XBE/ —ROT—EZR—XEYAN) LELER/—RIZOAE-LZET,

/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

9 FOYFrHREREINS VANULEEE/ —RTM T—ER—RZLESTEICZBELE
ERS
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T—AR—REEZDBET—2H. UAN)LIEEE/—RICAE—ChET, AE—NIEHTETT
B VANDLIEEEB/ —RERRIUTMIL>TREBISNE T,

h. DT —/NICNKNZXT—RBELTT IV ERTBIREN BB STIHRIE. SSHI—J > b oWER
ZHIBFRLEX 9. ANJTSIY> KRssh-add -D
5. V—REBE/—RFRTH—EXRZBEHHL XY, service servermanager start

TSARVEE ) —R%) AN T BEDPrometheusisiZD ) X k7

T5AT)ER ) —RTEENEELIES. €D/ — K LD Prometheus TEIEETHN
TWEBEDIBEZNEICIGL TV RN TR N TEFE T, Prometheus 1I51EE% 1)
ART7TEBDIE. StorageGRID Y AT LICRIDEER ) —RHBHBIHBEDH T,

c UANYLIEEBEB) —REZEAVAM=IILLTEITIZIHNELHD X,

* StorageGRID ¥ X T LICIFEER / — RHB D% eH 2 DBETT,

c "HEBELTHLMENHD £ Passwords.txt 771,

s JOEY 3=V INRTL—IXDRETT,
BB — R TEENEETD . Prometheus T—HR—IATEEINTULLEE /) — R EDIEEIZSLDONE
T, BIE/—REZUANITBZHEIC. VIRDTT7DA VR =)L 7OEXRICE > THL L Prometheus 57—

BAR—ZAPMERINE T, UANULKEEE/ —RZiKEE TS L. StorageGRID ¥ X T LZFHHRICA VX b
—ILLT=BE CERICIBED SRR INE T,

TSATVEE/—R%Z1 X M7 LT StorageGRID 2~ XA T ALICRIDEIR ./ — RAHB355IE. 714U T
BWEE/—F (_SOURCE B2/ —FK) @ Prometheus T—AXR—XEUHANYLIETSATIER/ —
RICAE—93 T, BEDEEZURANPTEEXY, PATLICTZATIER ./ — RLHERWVFEEIF.
Prometheus T—AR—X% )X L7 TEFH Ao

@ Prometheus T—AR=Z2DIE—ICIE 1\\%%’31«)(%\73‘75‘5%%%73“2? D&, V —\Z%\ﬁ/ -k
TH—EXPMBELELTWVWBEIF. Ty RYR—2 v O—EOENMERTE R ABD T,
1. V—2BRB/—RiICOJ1>LF7,
a XRNDIAYYRFZANILET, ssh admin@grid node IP
b. |[CRHEINTWVWB/NRT—RFZANLFT Passwords.txt 771/,
C.RDIAYY REANL TrooticIDEZX £, su -
d (CERHESNTUVBNRT—RZANLET Passwords.txt 771 Lo
2. Y —EE /) — RhHh 5Prometheustt —E X %1ELEL £9, service prometheus stop
3. UANYLKEE/ —RTROFIEZRITLET,

a UANULIEEE/ —rIiCOJ1>LEY,
LROATYRZEASILEFT, ssh admin@grid node IP
i. ICEBEHMINTVWENRT—RZAALET Passwords.txt 771 )b,
iii. DAY RZ AL TrootiCtIDEXET, su -
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V. (CEEETNTUVWBNRT—RZAALEFT Passwords.txt 771 Jlo
b. Prometheust) —E X% 1E1EL£Y, service prometheus stop
C.SSHI—Y x> hICSSHMERZEMLEI. ASJI SV Fssh-add
d [CEREINTUWBSSHT I RNRXT—R%ZANILET Passwords.txt 771 Lo
e. VYV —XEE/ — RDPrometheusT—ZRX—X%Z U ANU LIEEE/—RICOAE-LZE T,

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP
. 7OYT7EHRRESNES. *Enter* ZIL T, UANU LEE/ — R ED#H L L) Prometheus 7
—ANR—RZWET B eHRLET,

7TD Prometheus T —AR—R FDRET—2H. VAN LEEE/ —RiICAE—Cnxd, O
E—BANARTT L. VANV LEEBE —RARID T &> TREBISNE T, KOXT—X
ADREREINET,

F—RAR—=ZADUO—Z>Y . H—E XDEHA
a MO —NIINRAT—RBRLTT7 IR TEIBREN LGB STHBEIF. SSH I— Y bh oWER
ZHIBRLE 9. AJJTDIY > Rssh-add -D
4. — B/ — R TPrometheust —E X = BiLH L £ 9 .service prometheus start

FTSATVEER) —ROBEEHNSDY AN

FETZATIVEE/ —RFOEENSUANDTBRICIE. RDRRIZRITTIHELD
D*xd, 1 DDEE ./ — R Configuration Management Node (CMN) H—E X%k
ALTED, INZTFAXVEER/ —REFUFET, B/ —FZERAERTSC
CIETEEXIH. StorageGRID PR T LT UICEEETET S ATV EER ./ —RIF 1
DEITTYT. TENUNDEE /) —RIEFIRTETFAIYVEE/ —RTY,

E e E:
"SG100 SG1000 —ER 7 FZ4 7> X"

FI&E
CEENRELISGETISATVER/ —FHSEEOJ/ZIE—93"
*ETSATIEER/ — RO
"DAN) OFtEEERL TETSAYVEER/ — R ZRELFT"
"DANIEBEHRETSATIVEE/ - FTOEEOJDI) X KT
"UANVEBERETZATIEER/ — R TEEXEEZVEY FLTVLET"
*ETSATRVEER/ —FZ2)AN)TBEOEERE) —RT—ZX—XDJ) X ~T"
*"ETSATVEER/ — Rz AN T BEDPrometheustEiZD U X k7"

EENRELIIETSTSATUVEER/ —RHSEEOS2IE—T3
EENRELICEE/ —RHSEEOVZAE—TE3 581 . JUY ROV RATLT
V714 ETa CERRADOL I—RFZ#IF I3 -0ICEETEOTZHRELE T VAN
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L7SETSATVEE/ —FHEFLLS. ®RELTHWVWIEEREOJZED/ —FICY
ART7LET,

COFIEIE. BENRELICEE/ —ROBEEOI 7 7ML ZROT )y K/ —RO—KINARGRICIE—
LET. REFELIEEREOJIG. XBEAEE/ —FICOE—TEEJ, HLLWEE/ - FIIIEEOJ/HEHH
ICaAE—ChFEtEA.

BEEOBBICL>TIE. BENRELLBE/ —RHBEEOJZIE—TITRVFEENRHD FT, BB/ —
RHA1 DA BRVEREBOBE. VANULEEBE —RTHLLZED 7 7IILOBEEOIADAIRY DL
ORI, UEICEFRINTT—RIEEKbNET, B/ — RHPERHIREDHSIE. OBEE . —R
hoEEOSZ#)ANITEET,

C) CCCEEEE/ —RLEOEBEOQSICTIVEIATERVESIE. RAMDYANIEBERYE. B
EHBEBEOVICTIVEATESREELAHD £,

1. AIgETHNL. BEEE/ —RICOJIYLET, TERWVWEEIF. TSIV EBRER/ —RELEBHOE
B/—ricOJ1>LE Y,
a RODIARYFZANLET, ssh admin@grid node IP
b. [CEBEHINTWB/NRT—FZAALEXT Passwords.txt 771 Jo
C.RDIAXY RZASL TrootiCtIDEX £, su -

d [IRBEINTVWBNRAT—REANILZXT Passwords.txt 771 Lo
root LTOJA >3, 7OAVTEOHEEDHLDET KT © 4

2. AMSH—EZXZELELTHLVLWAT 77 M IILHMERTNAEWVESICLE T, service ams stop

3. auditlog 7 7 1 IILDO&REIZZEELT. UANULIEER/ —FAQIE—BICBIEDO 7 7L LEES S
NEVWELIICLET,

auditlog DEFIZ. yyyy-mm-dd.txt.1 B D—REOBEBSDFWVWIc T 7MIILAICEELF T, 1oL X
IE. auditlogZ 7 1 JLD#AETZ2015-10-25.txt. 1ICEE L £ 9 cd /var/local/audit/export/

4 AMSH—EX%ZBiE8L£J, service ams start

O IRTDEEOI 774N ZRDT )y R/ —RO—KRNARIBRICIE—9370DT 1 LU M) Z{ER
L&Y, ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

a7 BRI EINSES. admin DNNXXT—REZAHDLET,.

6. INRTHEEOYI 770 %EAE—LEJ, scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

O RHAREEINSES. admin DINXT—RZAHDLEFT,
7. root LTCOY 7O RLET, exit
FESSATIEE ) — ROXKH:

FETSATVEE/—FZ2)ANITBICIF. FTYEXIMREN—RD T 7D
PUBETT,
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BENRELLETSATUBE ) —REALCTSY F I 4—LTEATTNTVWRIESSATUEBE/ —RL
T BZH. VMware £/l Linux RA R TRITSNTWVWBIETSATVER ) —REHY—EXT TS
AT VATRAMINTWVWRETSSATIBIE) —REXBTBZIEHTEFET,

J—RICH L TERLUIHB TS Y b 74— LIC—HIBFIE Z2EALET. (IRTD/—FRATIC
BL) /—FRBFIE 2T I8 FTSATVER/ —FD)ANVICETZROFIELNZDFIE H
SIETREINET,

RISy b T r— L4 FE
VMware "VMware ./ — K DAHe"
Linux OF& "Linux./ — R DAZ#a"

SG100 LV SG1000 H—ERT "U—ERT7 T T4 7 > ADATH"
T2A4T7VR

OpenStack DIERE% £/ AN IEETR E LT- OpenStack ADIREY S VT4 R T 74
IWBELUVRT) T & REFRBINTULEEA. OpenStack IRiE
TERITINTWVWSE/ —RD)AN)DRERIZBEIZ. FRLTWVWS
Linux ZRXL—F 4 YIS AT LAO 7 7L >O—RLTLE
TV D%, FIE ICRE> T Linux / —REH#ELET,

UAN) OREEERL GETSAYVEER/ —RZRELFTT

ETSATIVEER ) —RERZHELS. Grid Manager T Start Recovery %3&R L T.
FLW/ —RZEE/ —RORDODELTHEETIHELHD £,
RERHD
* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRALTH A V1V TI3HRELNHBD £,
* Maintenance £ 7:l3 Root Access #ERDHNETT,
s OB IZVINRTL—ZABRETT,
R/ —RFDEACLKRENT T LTWVWBAHRENHD £,
FlE

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TF VIR R
I*)ANY) ZBRLES,

2. )ANYTBI )y R/ —R% Pending Nodes U X R T:#IRL £9,

J—RIZEEVEETZ I MIEMENETH. BV X =ILENTUAN) DEFENTETEZET
IFBERTEE Ao

3. O 3=y INRTL—X*ZANLET,
4 [VANUDEER]|Z2 Vv I LET,
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

DANVHRDT )Y B/ —RT—=TILT. VAN OETRAZEHRLET,

UANVFIEOERITRICH VLY b 20Uy o338 HILLWIANI ZRIBTE X
() 9. BRATOIRY IARERSN, FIEEULY FTB L) — RAFRERRED
FRICBBZ D TREINET,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlEZzVEy bLIHEICVAN) ZBHEITT 25513 ROFIET/ —RZ1 X M—ILETORREIC)
AT TRRENDD XY,

Do you want to reset recovery?

e *ymware* I EBALREI VY R/ —RZHIBRLET,. TDHE. VANV EZBRATIERBHI TS
5. /—RFRZBEALZET,

° *Linux * : Linux RXA R TXRODOAY VR ZRITLT. /—RFRZBEHL XY, storagegrid node
force-recovery node-name
e TITSATVR FIEEDEY FLIEHEIZUANY EBRITIZEEIE. 2RTLTT IS4 T7YV

A/ —=REAVZAM—=ILEIDREIZV A ST TEIURELNH D £9 sgareinstall TV Uy I LE
ER



6. StorageGRID Y X T LTI VIV A A > (SSO) HEMICK>TED. UANJULEEE ./ —RD
SFRRAEFIREEENT 74 FOBEA V2 — T 4 A —/NREEFERTELSICRESNTWVSIE
BlE. /—ROEEFAEEE% Active Directory7 7L —> 3>t —E X (ADFS) TEH HIRE
KUBER) LEd, BB/ —ROVANY TOCIRICERINIZFHLWVT T #JL MY —/\SEERE % fE
BLZ%Y,

SFRAEFIREEEERTET 5ICIE. StorageGRID DEEBFIEEBSBL T TV T74
C) IWEOH—NERZIC T 72 XT3 BE/— ROV R o)licaod1 > LE
T ICT7IVEALEY /var/local/mgmt-api 74 LI DICBEIL. Z3#IRLET

server.crt 771 )L,

REEiER
"StorageGRID DEE"
"BA YA M=IILDI=ODTTISATVRADER (TS5 b T #—LDOTHEDH) "
DANIBHRIETSATUVEER/ —RTOEEOIJD IR LT
EENRELIETSATUER/) — RO BEBEBEOJVZRECILEHICERTEOJDE
FEERMMFRIF SN TVWEEEIE. VANV TBRIETSATUEIER ./ —RICEDERE O
E—TZF9J,

c ANV LIEEBE/ —REAVAM=ILLTERITIZIHRELNHD £,

* TTDER/ —RTEENRELLLHEIC. BEEOJZHOSBAICOE—LTEHMBELRHD £,
BIE/ —RFRTEENMRETDI L. ZOBE/ — RIIREINEEOINRDONZ 8N H D £9. BEH
RELEBE/ —RrpsEEOJ2OE—L. VANUSNEEBRE )/ —RICUANTIBET. T—42 %18
KHEFRIENTEZHENHDET, BEICL-TIF. BENRELALBE/ —RHSEBEOJEIE—
TERVGEEDRHD XY, 2DHFE. BIE/ —FHEMHIRETIEIIRTOEERE ./ —RICEEOITHAL T
T—hrENB3DH. OER/ —RHSEEOSZ)ANITEET,

BB/ —FH 1 DLABVRIETEE / — RO SEEOJZ2AE—TEHWVEEIR. VAN EINIEER/
—RFT FRAVRA—ILDBEERLCLSICEBEOTANDIANY FDOEFEDFEIBINE T,

OFX Ve EIATE37-0IC. BB/ —RIFTEBZRLITREC U AND TEIHRELRHD £,
1. UAND LB/ —RicOoga1>LET,

a XMOIAXYRZASILET, +ssh admin@recovery Admin Node IP
b. [CEEHINTWVBNRIT—RFZANLEY Passwords.txt 771 Lo
C DAYV REASIL TrootitIDEX £, su -
d ICREBEINTVBEINZRT—REANILET Passwords.txt 771 Lo
roote LTAOJ A>3, FOAVT DD SEDDET s &7 1 4

2 RSN TVWAEET 7ML zHRLE T,

cd /var/local/audit/export
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B RBFEINTVWBREEOI 7702 ) ANUSNEE/—RICOAE—-LEY,
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
7OV 7 EHARRINES. admin D/INAT—RZABDLFT,

4 LXa) T LOBRHICED, BEEOINVANUSNIBE/ —FICOE—SNc ez LTS5,
BEENJZEREEIT )Y R/ —FHSHIBRLE Y,

S. UANVINIEIE/—RFT. BEOJ 770N DA—H LI IN—TDREZEFHLF T,
chown ams-user:bycast *
6. roote LTAY 7T FLET, exit

EEHBEANDOBREFEOIZA TN T IVEIRBHUANTITEIHRENHD £7, FMICDOLWTIE. StorageGRID
OEEBFIEZESRL TIEIL,

RIS R
"StorageGRID DEE"

UANVEBEHIETSATIEER/ - R TEREXEEZVEY FLTVLET

JAN)TBIETSATUER/—RH. 75— MEH. 75—LBH. LU
AutoSupport X wEZ—C DEBHEEEEC L TRESNTULSIEHEEIE. StorageGRID X
TLTCDREZEEITIHVENDHD E T,
BELHO
* Grid ManagerlCIEHR— SN TWBR TS OHEFERLTH A VA1V T2REBLRHD XS,
*REDT UV RERNVUBETT,
cUANULEEBIE/ —REAVAM—IILLTETITZHNELHD XY,

F&E

1. * Configuration > System Settings > Display Options *% &R L £,

2. [*Preferred Sender] RO 74> « YRS UANYSNEEER ./ —RZ&ERLEY

B [ EEOEA N ZU Vv ILET,
REER
"StorageGRID DEE"
FETZARVEBE/ —RZVANVTIEDEE/) —RT—ERX—AD)R+T
BEENRELLIFETSATVER/ —FOBY. 75—L. LUV7 77— FOEREIBIR
ZHFLIEWESIE. 75X VEE/ —RDISEE/ —R7—3FZX—XZJIALT7L
=

*UANULEEE/ —RZA VR —ILLTEITIEIRENHD T,
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* StorageGRID ¥ X2 T LICIZEIE/ — RHDBRCEDH 2 DBETT,
s ZRABRLTHELBELDHD £ pPasswords.txt 771 Jlo
s JOEY I =ZVINRTL—IHDRETT,

BE/ —RFTEENRETD . TOER/ — RTF—2R— SN TV EEBHRNARDNE T, CO
T—ER—RTIERDBERNAEGENTVE T,

* 75— hDERE

* 7o —LDERE

* BERMT—%. UR—b*Y—)L*J Uy R ROIR-STHERTEZFv— bBLUTFIMLR
— hTERATINE T,

BB/ —RE)ANITIEIC. VIMIZT7DAVAM=)LOERICES>T, UANU LT/ —FRIZZED
B —RTFT—EAR—XDMEREINE T, 7L FILLWT—ER—=XIZIE, RESXTLICEEFNATWVWS Y
—NeHY—E X, FrhlxHeTEMEINIY—NDIBERLEITHEENE T,

FTSARUBE/ —REUX NP LIBEIE. 751 UER/ —R (source Admin Node) DEE./ —
RF—ZR=ZZBUANY LI/ —RICAE-—FBIT. BEBHREUR M7 TEET,

@ R/ —RFF—IN—203 E—L:Latiﬂzﬂif'a‘ib\hlég EhH b i?‘ V—X/—=RTH—EZX
HPMZLE L TWBRIIE. Grid Manager D—SBDEERENFERTE A< ARD XY,
1L.YV—BRB/—RicOJ1>LFT,
a XROAVYYRZANLET, ssh admin@grid node IP
b. |[CRHEINTWVWE/NRT—FZANLET passwords.txt 771/l
C. DAYV REASIL TrootiIctIDEX £, su -
d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l

2.Y—2BEB/—FWBXROIAR Y RZEFTLET, 7OV T RARREINS. FOEDIZV I /NI T
L—XZAJSILEXJ, recover-access-points

3. Y—REE/—RHS5MIT—EX%ZFIELE Y, service mi stop

4. Y—EB/—Rhb. BET7Z IV r—2a3>7O953 00402 =74 X (mgmt-api) H—E X%
FIELE T, service mgmt-api stop

S UANULEEE/ —RFTROFIEZERITLET,
a UANYLIBREB/ —RicOJ1>LEFET,
L xDIAYY REANILET. ssh admin@grid node IP
i [CEEHEINTWVWB/NZIT—RZASNILEFT Passwords.txt 771 )L,
iii. DAY REASIL TCrooticIDEX T, su -
V. (CEEE TN TUVWBNRT—RZANLEY Passwords.txt 771 Lo
b. My —EX%BIELE Y, service mi stop
C. mgmt-apittf —EXZ{EILELEJ, service mgmt-api stop
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d SSHIT—Y x> MCSSHWEHEEEMLET, AS1TDIYY Rssh-add
e |[CEHINTWVWASSH7 V7 ERINAT—R%Z AN LE T Passwords.txt 771 )L,
fLY—XBEEB /) —ROT—EZR—X%)ANYLIEER/—RICOAE—-LET,

/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g FOYvFrHKREEINS, UANULEEE/ —RTM T—ER—RZ2LESTEHzRELE
ER

T—RIR—REFORET—2H. VANJULEEE/ —RICOAE—CNnZExd, JE—-NEBARTT
. UANDLIEBEB/ —RP R TRIEL-oTREFEIENET,

h. DY —NIZINRT—RABLTT7I7ERTIMRENBRLLBoHERIEF. SSH I—2 1 b SRR
ZHIFRLEX 9o ANITSIY > Rssh-add -D
6. V—XEE/—RTH—EXEBEEHLXI, service servermanager start

FTZARVEER/ — k%2 AN T BEDPrometheustsiZn ') X ~ 77

ETSATIER/) —RTHERENRELIIBE. €D/ —KR_LED Prometheus TEIEZ
NTWEBEDIEEZEEZNEIZILCTURNPTRIENTEXT,

c UANYLIEEEB/ —REZEAVAM=IILLTEITIZIHNELHD X,

* StorageGRID ¥ X T ALICIFEER / — KRB D% eH 2 DBETT,

c ZAEBELTHEMELNHD £ Passwords.txt 771 J)o

s JOEY I =V I NRTL—IXHDRETT,
BB — R TEENEETD . Prometheus T—HR—IATEBIEINTUVLEE /) — R EOIBEIZEDONE
I, BIE/—REZUANIVTBZHEIC. VIRDTT7DA VR M=)L7OEXRICE > TH L L Prometheus 57—

BAR—=ZAPMERINE T, UANULIEE/ —RZiKE TS L. StorageGRID ¥ X T LZFHHRICA VX b
—ILLT=5E CEFRICIEIED SR INE T,

HETSATIEBER/ —REYINT7LIESEEIF. 54T UEBE ./ — K (source Admin Node) @
Prometheus T —2~RX—XX%= AN LB/ —RICOE—F3 T, BEDEEEZEVINTTEET,

@ Prometheus 7T —AR=2DIE—ICIE 1\\%F‘a‘il}({:\\73‘73‘5%%7§‘¥ DEF, V —\Z%\iﬂ/ —F
TH—EZXABELELTVBMEIFE. JUY RYR—J v D—EOEBEENERTE A< BD XY,
1. V—E/B/ —FicOJ1>LET,
a XROAVYYRZANLET, ssh admin@grid node IP
b. [CEEBHEINTWVBE/NRT—FZANLET Passwords.txt 771/l
C. ROIAXY RZEASNIL TrootilUIDEZF T, su -
CREINTWBNRT—FZAALEXY Passwords.txt 771 )L
2. —XE’ ) — KFH 5Prometheustt—EX%ZFELELEX Y, service prometheus stop
3. UANYLIEE/ —RTROFIEZRITLET,

a YANYLEBE / —Ricaovg1>LExEd,
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LROARYRZANILET, ssh admin@grid node IP
i [CEEE SN TWVWB/NRT—RZANLET passwords.txt 771/l
ii. ’XOAT> REAFL TrootiIDEX T, su -
V. (CEEEINTUVWB/NRT—RZANLET Passwords.txt 771 Lo
b. Prometheust/ —EX%1E1EL £, service prometheus stop
C.SSHI—Y x> hIC SSHMEREEZEMLET, ANTSIY> Nssh-add
d (CEHEINTWBSSH7 7 ZRNRT—RZ AL EFT Passwords.txt 771 )lo

e. YV —XEE/ — RODPrometheusT —2ZR—XZ U AN LIZBE/ —RIZIE—LZE T,
/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

L. 7O RIFINSS. *Enter* Z LT, YAND LB/ — R LELO#FH L L Prometheus 7
—AR—AHEWETZ B RLET,

TTD Prometheus T—RAR—XE FORET—2H. VANYLEEE / —RICOE—Cnxd, O
E—IBATT T2, UANULEBE ) —RARZUThCL-oTREBSISNE T, XDXT—4
AHDREREINET,

F—RR—ZADVAO—=>Y. H—EXDOREA

a DY —NICNRAT—RBLTT7I7ERTIRENRLAHTIBEIX. SSH I—T 1> Mh SRR
ZHIBRLE 9. AJJTDIY > Rssh-add -D

4. v —EE ./ — R TPrometheustt —E X %= BELH L £ J.service prometheus start
F—brozA4/—ROEEHNSD /N

T—bDOxzA/—FOBEENSVANITBICIF. —EDRXRTZIELWEFTRETY
DUEDDHD XT,
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes
—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
BEIEIR

"SG100 SG1000 —ER 7SS4 7>V X"

FiE
SR IS — RO
* "Start Recovery (U A/NUODRM) ZERLTT—bIz1/—RZHRELEFT"

T—brTxA ) — RO

BENRELIETF—bJzHA/—FZRICYEXIFREN—-FI 7 TERITINATWL
B—b0xA /) —REXHTBZZEH. VMware £7-15 Linux "X R TEITETNTL
BT—r 04/ —REY—EXT7TSAT7ATHRINENTWVWE S — D1/ —
ReRBLIZEHTEET,

/= RFORXBABFIR ZHR I S2HLBEL HBZDIE. KA/ —FTERATSZTIY b T4 —LICK>TERD

F9, (IRTO/—RRAFITELT) /—FORBFIEHET I, FIEHST—hUITA/—FD
DANVICE T BROFIENRTEINET,

154


https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html

AT Sy b T4 — L FIE

VMware "VMware ./ — K D3ZH"
Linux D& "Linux./ — K D3Z#a"

|

SG100 &LV SG1000 H—ERT "U—ERT7 IS4 7 > ADH"
T2A4T7VR

OpenStack DHERE % £ AN LIEE SR E LT- OpenStack ADIREY S > T4 RV T 74
IWEXVORTY T ME REIFREINTULEE A, OpenStack IRiE
TERITIINTVWS/ —ROUANI)DRERIBEIL. EFHLTWS
Linux AXRL—F7 4 YIS RAT L0774 )20 >O0—RLTLE
TV 2D, FE ICRE> T Linux / —REZIELE T,

Start Recovery (U7/NU OfEt) ZFIRL 7 —hoz0/—FZRELEFT

FT—roxA/—RE3H L5, Grid Manager T Start Recovery #:#iRL T, [B=E
NRELE/ —FDODRHDDOELTHLL —RERETDIVNELHD FT,
MEBRHD
* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRELTHA V1V TI3HRELNHBD £,
* Maintenance % 7=I& Root Access HERDHRE T,
s O I =ZVINRTL—IBRETT,
c XA/ —ROEACLEENTT LTVWBIHRELHD £,
Fg

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TF VXA R
I*)ANY)) ZFERLFT,

2. yAN)T3B51)y R/ —R% Pending Nodes ) X h TiERL £7,

J—FRIIEEVEETZ )X MMIEMEINETH. BAIYAM—ILENTUANYDERFNTESZEXT
IFERTET XA

3. 7O I ZINRITIL—X*E#ZAHNLET,
A [DANVDRBIZI2) v I LET,
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5.
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

DANVHRDT )Y B/ —RT—=TILT. VAN OETRAZEHRLET,

UANVFIEOERITRICH VLY b 20Uy o338 HILLWIANI ZRIBTE X
() 9. BRATOIRY IARERSN, FIEEULY FTB L) — RAFRERRED
FRICBBZ D TREINET,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlEZzVEy bLIHEICVAN) ZBHEITT 25513 ROFIET/ —RZ1 X M—ILETORREIC)
AT TRRENDD XY,

Do you want to reset recovery?

e *ymware* I EBALREI VY R/ —RZHIBRLET,. TDHE. VANV EZBRATIERBHI TS
5. /—RFRZBEALZET,

° *Linux * : Linux RXA R TXRODOAY VR ZRITLT. /—RFRZBEHL XY, storagegrid node
force-recovery node-name
e TITSATVR FIEEDEY FLIEHEIZUANY EBRITIZEEIE. 2RTLTT IS4 T7YV

A/ —=REAVZAM—=ILEIDREIZV A ST TEIURELNH D £9 sgareinstall TV Uy I LE
ER



E e E:

"BA VR M=IILDIDDT TSA47T

T—=hAT/—RFOEENSD) AN

VRAD#E G (FS5Y R T4 —LDIHDH) "

T—=HAAT/—ROEENSVANITBICIE. —EDRXXIVZIELWEFRTETTS
HENBD XTI,

Prepare for node recovery.

v

Replace node.
ViViware Linuwx
No . Yes
Linux host?
Corrective No g
actions taken when RECOVTW 15
restoring node? complete.
Yes
—force flag
l force-recovery
Select Start Recovery to

configure the Archive Node.

v

Reset connection to the
cloud.

CDRRAIIZDWT

T—=HAAT/=RDUANIICIE ROBEBEHEELE T,

CH—OF—%#L U —FrFBLIICILM AR O —HEBEINTUVRIHES,

See the
“What next?”
section for details.

FT7z UV PDE—QIOAE—%EHMT D& SICEREINTLS StorageGRID & AT LATlE. 7—hHA47
J—ROBEEILE>TT—EANRONTEETE R ARZAEENHD XTI, BEHNRETI ' ThH
DATZ U MMITRTERbNEFTH ' VANUFIEZEITL T StorageGRID S RT7 L% V) —>T v
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L' 7oz MERET —EIN—IDSN—CFTIRENHDFT
*C A=/ =FRDVANIRIZT—HAT/— R TEEVELELIS

ARL—=2/ =RV ANYO—RE L T—HEHGRAE L2IBRICT—haT /- R TRENRELIS
BlE. T—HAT /= oFTmAHLIEIRTOAF TSI T =2 L=/ = RIZUR T EN
B3L5IC9BICIE FIBE Z#DBELTAT DI T —2OIE—Z AL =2/ —RICUANU T 20
ENHDFET,

Flg
"V —HhAT /) — RO
* "Start RecoveryZ#EIRL T, 7—hHA4 7/ —FRZHFKELFIT"
C"T—hAT/—Rh5ITTRADOERD )y k"

T—=AAT /) — RO
—HAT/—RZVANITBICIE £T/—FOREHRBETT,

FALTWS TSy b7+ —LICHET 3/ — FHAFIRE 2B RITILEDNHD T, /— FOIRFIE
F. IRTDEATDIT )Yy R/ —FTRALTTY,

TS5y hTA—LA FiE

VMware "VMware ./ — K DATHe"

Linux OF& "Linux./ — K D3zHa"

OpenStack DHERE% F AN AIBE R E LTz OpenStack BOREYS VT4 R T 74

WELUVRT ) FME REREINTULEE A OpenStack IRIE
TEITINTVWS /=R ANDUDBRERIZEIZ. EHALTWVWS
Linux ZRL—F 4 YIS RATFLAD7 70l 2A T >O—RLTLTE
TV, FD%. FIB ICRE> T Linux /—RZEXBELET,

Start Recovery &R LT, 7—h4 7/ —RFRZRELET

—H1T /) — R L5, Grid Manager T Start Recovery Z3&RL T. [EE/
— I\UM‘H’DD ELTHLWLW/ —RZHRETIHENRHD XTI,

NEBZDHD
* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRELTH A V1V TI3RELNHBD £,
* Maintenance % 7z|d Root Access 1&RDHE T,
* OECIZVINRTL—IDHETT,
*C XA/ —FOBACRENTET LTVWBRELNHD X,
=2}

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TF VIR R
I*)ANY) ZBRLES,
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2. JANUT 35 1) w R/ —FE% Pending Nodes ') X b TiEIRL £7,

J—RIBEENRETI IV IMMIEMEINETH. BAYIAM—LLENTIANIDERITETSZET
IFBERTET XA

3. 7O gV INRTIL—X*EZAHNLET,
A 1DANVDRBIZEo) v I LET,

Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address IT State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sessss

S UANUHRDI )Y R/ —RF—=TILT UAN)DETRAZERLE T,

UNNUFIE ORFRICF Uty b1 EIUyITHE. LW AN EBIETE &
() 3. EEREATOsRYoRBRTSN, FIBE LY FTB L) — RARRESRED
EEICBBLIRINET,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

* For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlEz)ty FLIcHEICUAN) ZBHITTB5EIE. ROFIET/ — 21X b—ILEIOIRREICY
ARTITBRRENBD XY,

Do you want to reset recovery?
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o *ymware* [ EBALREI VY R/ —RZHIBRLET, TDHE. VAN BRI IERBHI TS
5. /—RFRZEBEALZET,

° *Linux * : Linux’ RXA FTXROOAT RZRITLT. /—RFZBEBLEI, storagegrid node

force-recovery node-name
T—=HAT/—=RHOE I RADEGFEO) Y ~
S3APIEHTI U RZRZ—y N LTERS27—hHa47 /—Rz)AN) LT
5, REZZXBEL TERZVEY NIBIRERHDET, 7—HAT/—RHBEA TP

U b T —REFEHEERLVESE. Outbound Replication Status ( ORSU ) 75— LH
FUA—SNhZFT,

@ T—hAT/—FHTSM I RV 7RERATHABI FL—JICERINTULWREEIF. /—
RAEEMIC) Y FENBZDTEREIFFETT,

WEBHD

Grid ManageriZ g R— b EINTWBR T SO ZFERALTHA VAV TIRENHD £7,

Flig
1. Support > Tools > Grid Topology *%* R L £ 9,

2. 7=HAAT/—R*ARC*Z—7w MEEIRLF T,
3. BRolfEZzAAL. *"EEDBER* 27V v I LT *7I/ERF—*Tr—ILrRZRELFT,
4. FLWMEZANL. *ZEEQER* 27 )y I LT *TIEAF—*Tr—ILRZHRELET,

IARTDOTI)Y R/ —RKARA4T :VMware./ — K D3

VMware T/RX kTN TUL/=PEE StorageGRID / —RZ AN T 3581k BE/ —
REHBRLTUANY /—RZEATIHNELRHD £7,

BERHD

RETSVZDZART7TES, JPLAITNUEBRSBRVWC EZHERBL TEKBERHD XTI,
CDRAZIZDWT

VMware vSphere Web Client Zfff L T. RMICEEI Vv R/ — RICBEERMITONTREBYS > ZHIFRL £
o TDE. FILWMREIYS VZEATETET,

COFIEIZ. Uy R/ —RDUAN) T7OCZXD—ELTY, /—RDOHIBRCEADFIE IZ. BIE/ —RK.
A=/ =R F—=br9x2A4 /=R, 7—hHA4T/—RZELIARTD VMware / —RTHELTY,

FIE
1. VMware vSphere Web Client [COZ 1> L £ 9,
2. BENRELLLIVY R/ —REREISVICBEILED,
B VANY /) —RZBATROICBERIRNTOBERZAELTETEY,
a REY> >Ry I L, *REDRE* X TZERL T, FRAPOREZHEL XTI,
b. [* vApp Options* ] X 7&FEIRL T. FUw R/ —RDxy hT7—UFKEZFRRL. BRLET,
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4 BEEIJVYR/—RHBR L=/ —RTHZIBEIE. T—E2XAL—JICERINTVLWBREN—RT
A RVDWERL TVWARLWHESHERESEL. VANUTNET) Y R/ —RADOBEGICHEZ THRIFELT
BEEJ,

S MR VDEREZATICLET,

6. IRAEY> V%EHIBRT BICIE. * Actions All vCenter Actions Delete from Disk *Z3EIRL £ 9,

7. 5LWVMRETS VA — R LTEAL. 1 D LED StorageGRID %=y kT —2IC8#HELET,

J—RFZBATERICIE. BEBICIGLT/ —RR-—bZBIYEYI LD, CPURXE)DREZIE
PLEDTEFRT,

FLUL S — FEBALLES, X bL—IBHCRE > THLWMRET « 27 &BML. baT
() CHBLEEES U k) —RHSRELEREN— KT« ROEBEGTHH. FL
FOFBERITLET.

FIE :
"VMware %1 V2 k=)L 9§ 3" RAET > & L TDStorageGRID / — R DEA

8. UANUTE/—RDRAFIIIELT. /—RFDUANUFIE ZETLET,

J—RDRAF IEAFT

TSATVEE/—FR "R TSAIEER ) — RDHFE"

ETSATIVEE/ —FR "DAND OB EERL I ETSATIEERE/ —RFZHRELET"

FT—roxzA/—R "Start Recovery (U A/N) DFEIR) ZFRLTTX—bhoz1/—F%
BRELFT"

ArL—=2/—R "Start Recoveryz=#EIRL T. X hL—2/—RERELEFI"

T=hA4T/—R "Start Recoveryz= #EIRL T. 7—HA1 7/ —RZHRELET"

TARTDT YR/ —RKEAT: Linux/ — RD3He

FEEICNNTB7=0DIC 1 DULEDFHLUVWRERR FEIIRERI N EEATEZH. £
72I3BEDR X MMZ Linux 2B YA =L 23RBLRHDI5EIE. JUY R/ —KR%
AN TRRNRIERZA M ZEALTRETDIVELRHD FT, COFIEIF. §XRT
DRATDT) Yy R/)—RD)AN)ZOCRD1 DDATYTFTY,

MLinux 1 &I&. Red Hat® Enterprise Linux® . Ubuntu® . CentOS . F7:i& Debian ® DIRIEXEL £
To HR—FTNTVLBIN=J3>D—EICDWLTIL. NetApp Interoperability Matrix Tool 8B L T 2T
LYo

CDFEIZ VIRIZTR=ZADAL—=J /=R, T5ATVERIFETSATIUEE/ —FR. ¥—+

DA/ =R FBET—HAAT/—FOVAN) TOCLAD—EPL LTDOARTEINET, VANUTET
Dy R/ —FOEA1FICEREL<. FIRIZFELCTY,
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M2 | R38 Linux RX b TEEDT VY B/ —RHARI SN TUWRIBEEIE. EEDIEFTI/ Uy R/ —R%Z
DANIVTEXY, e TI3ARVEER/ —REBBZBERRINCVANILET, VANIDHIZT
SARVERE/—RICERLEISCETBREEIC. MOT )Y R/ —FOUANIDMELET S I CIdHO FE
Ao

1. "# L L\Linux’R X R DEA"

2 "RZAMADTI)Y R/ —RDYRRT"

3 "ROFIE : BREIZSLCTEMD Y ANUFIEZRITLET"
BEISER
"NetApp Interoperability Matrix Tool CTHEER TIF £ 9"

# L LLinuxZR X b DEA

WS DD DFINZRRE. IO XA M—ILT7OCIARERALCAETHLWLWEI b 2%
lmL &9,

FRELIEBA VA =L ENTYE /A8 Linux KRR M EZBATBICIE. BFEVD Linux ARL—F 1 >
> 2T LE® StorageGRID D1 >~ X F— LFIBICREHINTWVWSHRX FOERFICDOWVWT. FIE TEHEAL TL)
x93,

COFIE ICIE. ROZRIBEENTUVET,

1. LinuxZ1>Xr—=JILLET,

2. RRARRY ND—U%ZHRET B0

B RAMAML—=C%ERET %0

4. Dockerz 1 > A h—)LF 3,

. StorageGRID RX MY —ERXRZA VA M—ILT %,

@ A4 > X =IJLFEJED T Install StorageGRID host service | # 2V %5%7 L7=TEILEL F
o Uy R/—FROEEE] 2RVIFAEELAEVWTLIETU,

INSDFIEZERITIBEIE. ROBELAHAFSAVITEREL TS L,

* TTDRAMEFLERA AR =T A RB%ZFERAL TSI,

c HEXML—U%EAL T StorageGRID / — REHR— 3550, BE/—RH5—8EIETA
TDTARIRSA4T/SSD #x#/ — RICBHLIHEIE. TORIAMEEALCRNL—OIvEYT%E
BRI TINELNHD T, lcexiE. TWWIDEIA U PREFERAL TV BERETY
/etc/multipath.conf A YA M—=)LFIETHEIND LS. TRILIA U7X/ WWIDDXRT % fEH
LTLEEV Jete/multipath. conf RIHABR R ko

* StorageGRID / — RH' NetApp AFF S A7 LD SEIDHTHNTRA ML —CZFER L TVWEESIE. R
a2 — /T FabricPool FEE1LR ) > —HBEMICHE > TLWAEWVWI E 2R L T £ &L, StorageGRID / —
R TERY %7K 1) 2— LT FabricPool IC& 2B ZEMICT R T, bFITINSa—FTas 2T X+
L= VY FILICERD 9,
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StorageGRID %Zf§£f L T StorageGRID |CE8&E 9 % 7 — & % FabricPool BIFICFEEL L %
@ WTL EE L, StorageGRID 7—#& % StorageGRID (CFEBb T 2. FS TN a—T7+
VO CGERNEDERICED FT,

BEIER
"Red Hat Enterprise Linux £7zl& CentOS #1 > XA —JLL ET"

"Ubuntu £7z1% Debian Zz 1 > XA =JLL X"

RAMANDT VY R/ —FDUR T

EES )W R/ —RZH LWV Lnux RXA MU R M7F3ICIE. @YY REFER
LT/ —RERT7IILEIVRNTLET,

FRA VA= ZRTIBREEIF. RAMIAYZAM=IILTET )y R/ —RICIC/—RBR T 71l %
TERLE T KBRAMMITVY R/ —RZVINTTBEIF BEIVY R/ —RO/—FERT 71
ZVRA ST ELIIHLET,

MEIDRZADTOY I AL =R a—LDMRBFEINTVWBRIEEIE. BIMO U AN FIEOEITHRBEIC
BBEEHDHBNDET, O a>vOAT Y RZ2FERALT. BEREMFIEZRETTET,
FIE

"y R/J—=R®D) R T EHREE"

* "StorageGRID KRR hH—E X ZRABLTVWET"

CEBICHEBLAEVW —FDY AN

gy R/ —RDIR LT EH&EE

BEJVY R/ —RDTVY FERT 7ML ) AT LTHKIEL. T5—Z INTH
RIBBENDD T,

CDRRAIICDWT

RAMIRERT )Y R/ —FKRlF. IRTAVR—FTEFXT /var/local BIOHRA FTRERENKRELE
DICHR) a—LDEDODNEFHAT L T XIE BETY /var/local FFAL TWABLinuxdARL—F70 >
72 X7 L\ TDStorageGRID D > X b — LFEICHE > T StorageGRID ¥ X7 LD T —RA1) 12— L|ZH
BAML—CZFEALTWEEIE. R a—LD%>TWVWBEEEMNHD £T, /—RZ1VEKR—bT3
Eo J—RBRI7Z7AIILDERIMIVANTEINET,

J—=RZEAVR—=FTEFRVEEIE. JUYRBR 7 71V EBERT 2HRELHD £,

RIC. StorageGRID OHBEENELHIIC. )Y R 7 7ML Z&RIEL. FREINZ Ry FT—0 F7ld
AML=—COREZRRTDVENHD XS, /—ROEBRT 71 IV 2BERT 25B8lE. VANUTSZ ./ —
RICEREINTW ORI ZXRER/ — RICERT2HENHD £7,

DIFFADFMMICDOVWTIE. 71 VXA M=IILFIEZEBBL TLEEV /var/local /—RDAR) 12— Lo

FIE
1L UANVLIERZA DO R4 T RERESINTVWS IR TDStorageGRID U w K/ —R%ZER
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2.

3.
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T~LFEzJ, sudo storagegrid node list

Ty R/ —=RFERESNTLRVIEE, HAORBKRRINEEA. JU Y/ —FHRRESNTVSIHS
iE. ROFATHANKRTINET,

Name Metadata-Volume

dcl-adml /dev/mapper/sgws-adml-var—-local
dcl-gwl /dev/mapper/sgws—-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws-arcl-var—-local

RAFTRETIVEDHZ—EEIFIARNTDT )y B/ —FHRRTINBWVIESIE. €DT )y R/
—RZVIALTIBRENDHDET,

EESCTVY R/ —REAVR—MLEY /var/local R a—L:

a AYVAR—brFB3E/—FRICHLTRDOATY RZERERTLE T, sudo storagegrid node import

node-var-local-volume-path

o storagegrid node import AX Y RHAEINTBZDIE. FWROD ./ —RHARRICKITEINERI B
TON=22%y bETVEINTVWBREEDATYT, €2 THRWVERIF. ROKSIBIZ—HRRS
nxd,

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a BORIAMDFBELTVWS/ —RICEETAIS—HRRINLEEIE. ZFELTHS>—EITUR
ZRITLET --force I VR— b Z2RTT3/OHDT T4 : sudo storagegrid --force node

import node-var-local-volume-path

ZERALTAYAR—bEN/—F —-force 7371 TREIZRCEMD!) A/
() UFIEDEA OB ST, Uy FICBENT 3E1ICEMD U D/ U FIEEXE
LLET,

WaWwsg)wR/)—FK /var/local R a—LT. /—ROEBEI7 71 ILEZBERL THEIAMIU X+
7LET,

AVRAM=ILFIED T/ —RERT 71 ILDYERR] OHA RS I > TSI,

J—ROER7 7ML EBIERTZBEIE. VANDTE/—RIEASNTULDLE
CEFiERBE/ — RICERTZHENHD T, Linux RIBEOHZEIE. B 7 71ILDO%
HIlC/ —READBFENTVWB CZHER L £9, TERERIF. LRy NT—01424

C) —JIA4 R TAVvITNARAIVvE>YT BLXVIPT7RLAZFEALTLIEST L.
IC&D UANVEIC/ —RICOAE=LARITNEEBSBWT—X2E8%Z 5/ MRICINZ 5 &
MNTEZ7H. VANVICHDZRREZKIEBIC FEICK>TIE. FEMDSHSDIC) &
WBTEEY,



wLLWIOYIFTNA R (StorageGRID / — RTUENCERAL TULWAD 22T /N1 X)

@ Z. CIHESIREEHDEL L TERAT 35S BLOCK DEVICE / — RODBHRT 71 I)L%
BERT2cEE. 170V I0TFNAIDBRIODSBVWIS—DEE] ODIRTOHA R
TA NI TLIET LY,

4. JAN) LR R TROOAY Y RZERTL T, IARTD StorageGRID / — Rz —BRRLEF T,
sudo storagegrid node list

5. StorageGRID O/ — R U X FDHAICRRETNTWVWBRI U YR/ —RD/ — BT 7 IILERIEL
ERS

sudo storagegrid node validate node-name

StorageGRID /R X b —E X %ZFAIAT ZH1IC. IRTDIS—FIFEEICHL T IHNELHD 9, U
TotsarTiE VANVRICRICEBEC BT —ICDOVWTEHFLCHAL T,

B

"Red Hat Enterprise Linux ¥7cl& CentOS #1 > XA +—JLL E 9"
"Ubuntu ¥7cl3 Debian 21 X b—JLL ET"
"XYRT=IAVR=T A ADNRONEBRVIT S —DELE"
"TOYITNARDRDODSHBNI S —DIEE"

"ROFE I BBICIGC TEMD I AN FIEZRITLET"

XY RT—=0 A2 E=TTAZDBRONSBVI S —DELE

RARRY R TD—=IOHWELLERETNTULARWVGERPABIDARILHEE>TWLWS%H
&, StorageGRID N TREINIEY Y E VI ERERITBRIC TSI —DRELET

/etc/storagegrid/nodes/node-name.conf 7 71 /L,
ROLZ—FLIFESHRRINZ B XY,

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf <./ — R&>DFE>
"ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’*node-name:{ > —7 A
' host-interface-name’IZFEL £ A

IZ5—id Uy RRry bT—0 BEBERXY FT—0, FRBIFATUERY FT—=TICDOVWTHREINDS
BERHDET, COIT—IF. ZEKRLZET /etc/storagegrid/nodes/node-name.conf 7 71 )L
I, IEESNT=StorageGRID %y hT—0% L WSTKRA A VA —T A R vE>T LET host-
interface-name’ L IFWX. IREDERR MMIIE. CORBIDA >V RZ—T A ZADHD £ A

COIZ—DRRFENIHERF. THLLLnUER FOEA OFIEZTT L TVWS =R L TET
Vo TRTDRA A YE—T AR, TDRX FTEASIN TV REICACRFIZERAL XY,

J—FREBRT7 7AILCEESNTVWRRAFIZRA MV E—T A RUIMITFE DN TERVEEIE. /—F

Bl 7 71 I)L%#REL T. GRID_NETWORK_TARGET. ADMIN_NETWORK_TARGET. F7I&
CLIENT network_target DEZEIEDRA A VR —T 24 A—HITBDELSICEETEFET,
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RARAORA—=T 24 AD B EYIER Y hT—IR—MELIZIVLIANAD T I R ZRMHEL. 10%2—7
ITARDRYRTNAREFRET VST NARZEREESBLTVWARVWI CZRBERLTLIEETL, RXMDAR
YRFNAZADLEICVLAN (FdttDREA V2 —T T4 R) ZRETDIH. TV eREBA—Hxy
b (veth) ORT7ZFEBRTIHELHD XTI,

REEIER
"#H L L\LinuxZR X FDEA"

JOvIFNAIADBRROHNS5HEWVWT S —DELE

SATLIE VANV SN/ —RFDRBENETOYvITNARARD vILT 71 )L,
FRE7AOvITNARARDYILT 7AIUADEMBEY T )OIV EYT TN
TWBZ %R L £9, StorageGRID " TEMNART Y EV I ERH LIZIBE
/etc/storagegrid/nodes/node-name.conf 7 7)o T7AYVIT/INA AN EDH
BRWCEZRIIT—DRRINET,

RDIZ—HRETDIEDRHD T,

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name’ node-name: path-
name does not exist

CNUSEFDZ e ZEKRLET /etce/storagegrid/nodes/node-name.conf Linux7 71 LS 27 L TCHF

ED/INZAZICBER L LT _node-name_forCERATINTWVWRTOVITNAREIvEYT LEITH. BYR

TOvITNAZRZARD LT 7). FLBTOAVITNAZRZARD LT 7AINADY T IV IRTD
BFrICH D £FH Ao

TFLULLinux R XA FDEA ] OFIEETT LI xR LET, IRTOTOVvIT/NA RIT. TTDHRR
FTEAINTVWD LR UG RT N X&@ZERALET,

RO BWIOvITNAZRDARS vIILT 741 Z ) A ST £LIEGBERTERVESIZ. BYAY X
EARL—=UAFIVOFHFLVWIAyITNAREZENDHET, /—RFREBR 77 L zRELTHLLW OV D
TINAZADARD Y ILT 71 IL2BB T 3 & S5IC block_device purpose DIEZZEL £,

Linux ARL—FT 4 VIS RATLDA VA M=ILFEFIED TR L—CEHE] ORI SBEYIRTA XML —
SHTFIVERELEFT, 7OVY « TNAADTRITEDHIIC' KX~ « AL = OBRGICEE STV
BWRBIELAERL TV

THREIEBR T 7ALERICHLVWIOY IR ML —IFTNA XZEBET 2HENHZHE
BLOCK DEVICE JtD 7OV I TNARIFEERR breblilkbnlicicd. VAN) FiEz

@ EDBZFNCHLWI OV ITNA IR T =y bTNTVWAWVWZ EZHRLTET L, #&
BARL—Y%FALTOWTHLWRY a—LZERAEADBE. FILLWIOY I TN X
TYI74#—=v bENET, KADODOSAHVEEIEF. FILLWIOYIIML—=IFTNAZD
ARTY LT 7AIUIKH L TROATY RERITLET,

KOARVEIIF. HLWIOVIRXAML—SFNA RS LTOAHEITLTLET WV, TNAT
(D 2EoF—snFAThbhBR®. UHAUTATVS ) — ROBHAET—EATOY Y X
ML= N TVWBEREMDH ZHEIE. COOAIYY REEITLAEVTLIEETL,
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sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

REEER
"#H L L\LinuxZR X R DEA"

"Red Hat Enterprise Linux £7-1& CentOS =1 > XA b—JLLET"

"Ubuntu £7z1% Debian Z1 > XA —=JLLEX "

StorageGRID R X hH—EX%ZFBLTVWE T

StorageGRID / — R %EEEL. "X MDD T—FrEDH/ —RHPBEHINDLSICTS
ICI&. StorageGRID RX Y —EXEBMCL THBTI2HVELHD £7,

1. BRAMTROOY Y RZERITLET,

sudo systemctl enable storagegrid
sudo systemctl start storagegrid
2. RDARY RZERTLT. EAOETRAZHERL XY,
sudo storagegrid node status node-name
2T —2 ZH Not-Running F7z13 Stopped I LT, XOOAY Y RERTLE T,
sudo storagegrid node start node-name

3. StorageGRID R X b —EXZLENCAMIC L THIEL TVWAEE (FREY—EXZzEBM L TH®L
TehESHHBON 5B VES) IF ROATYY RHEITLET,

sudo systemctl reload-or-restart storagegrid

EBICHBLEVW —FDU AN

Uy RICEEICEBMTEY U ANUAIBEERRINAL StorageGRID / — R EHFIE
LTOBEEEMABD £ T, /— REREIMICU AN E— RICRET 5 LA TEE
ER

J—R7ZE@EHIBICY ANY E—=RIZTBICIE. ROFIE%=ETT

sudo storagegrid node force-recovery node-name
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CHOOAX YV R%EZETIBHIC. /—RORY M IT—UFBENELVWS CZRERELTLLIEIL,

2V RNT—=IAR =T TAADOIVETERIIT) YRRy cTD—0DIP 7RLRETIE
T—=brIDTADNELLBWVWEOHIZ. /—RHBT Uy RICBBINTEAD >T-rlgeMDLHD £
ER

@ ZH1TL 7% storagegrid node force-recovery node-name AN RZ{ERAL
T. _node-name _([CDWTOBID AN FEEZRITTIHRELHD £7,

BEIEHR
"ROFIE I BBICIGC TEMD ) AN FEZRITLET"

ROFIE : BBIZISCTEMD) AN) FIEZRITLET

KRR M TEITINTUWS StorageGRID / —REU AN LIE=AEICE TR, /—
FTEISEMDY AN FIEZRITTIBELNHD T,

Linux RX b &3, FHIEEEST VYR —REHFLVWEARAIMIUX M7 LIEBICRIGLEDNRETH o1
BEIE. /—RFROUANVIZTNTRET T,

X EERDFIE
/ — ROHEEFITROWEFND DXL EZ Kt L 7 gelE D B D £

* ZFERITIBERDD XL —-force /—RZEAVR—bTBHODT S,

* ZFEATIT XY <PURPOSE>. (DfE BLOCK DEVICE <PURPOSE> #7771 ILEH L IF. KRR MEEF]
ERLT—REEATVWAWIOVITNA AZELET,

* HIRTIFFEITL X L7 storagegrid node force-recovery node-name 7' ) w2 L X,
cFLwJOvoTFNA R EBML T

CNSDOFAFEDVWT N ZRITLISHEIE. BIIDO) ANUFIEZRITIIHENDHD T,

DANUDRA T ROFIEICEAET

FSATUEE — R AT S AT UEER ) — RORE"

ETSATIVEE/ —FR "UANY) OREIRZERL CGETSSATVEE/—R
ZRELET"

F—roxzA/—R "Start Recovery (1) 72/\1) DFAR) %=#IRLTH— b+

YIq/—RERELET

T=hA4T/—F "Start Recoveryz i &#RL T. 7—HA T/ —RZHRE
LEg
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UANIDRAT RDFIRIEAFT

ANL—=2 /=R (VT FRDTT7R=R) "Start Recoveryz#EIRL T. AL —2/ —RZETE
L9
* ZERALRITNLRSBD o 1FE —-force /
—REAVR—bTBR1HDT T £EER
17L7c storagegrid node force-recovery
node-name

* J—RORELBBAVAN—ILERTITZIHEN
Ho1-HBEX°. Ivarllocal ') A k7§ BRHEN
Ho1-BE

AbL—=Y /=K (VI DT T7R—X) "UZRTLRSA TIBENEWVEEDR L =R
Ja—LEEHNSDY) AN
‘FLWIOvITNA AZEBMLIEE.

* %9 B35E <PURPOSE>. DIE
BLOCK DEVICE <PURPOSE> 187 7 1 LEH
Cid. RRAMEZREELT—2Z23ATLARL
TOvITNA Rz LEFT,

BENRELL/ —RFREY—EXTTSAT7REHT S

SG100 £7=1% SG1000 H—ERXRT7 IS4 7 > R 2HERALT. BEEMNARELSY—FD T
1/ —R. BESIPRELESSATUEE/— R, £7/1F VMware . Linux KX k.
HYb—ERXRT7TSAT7VATRANINTWEEENIRE LI TSSATUEE/ —R%E )
ANVTEEY, COFIEIF. VYR /—FOUANVFIED1 DODRTYFT

-3_0

HBERHD
*RDOVWITNDDRRICKET B 2B L TEHBER DD XTI,
°© /—=FRZRAPLTWVWBREAYSVZVI T TERL,
e JUw R/ —RFOYEE /R Linux "X MCEEDNRELO. KT I2HEDNDH D,
c Uy R/ =FZHRAMLTWVWBY—ERTTISA TR 2T 2HENRHD FT,

* StorageGRID 7 IS A TV RA VA =S5O N—2 3V ZBRE LV TY I L—RTILHDN—RD
ITDREE ATV ADHBICRE->T. Y—ERXT7FS4 7> X LD StorageGRID 7 75147 >V R
AR M=FDN—=23h StorageGRID Y X TFLDY 7RI 7N—=23>e—BLTWB I L%
RIBIHBENBHD XTI,

"SG100 SG1000 —ERT7 517> X"

@ SG100 & SG1000 U —ERXRT FSA 7 AOMAZR LY A FMZEALBWVWTLZEW, /N7
=RV ADFRREICHEBAREDHD ET

CDRRATICDOWVWT

RDGZEIF. SG100 F7clE SG1000 Y —ERTFSA TV A% EAL T, BENMREELITV Y/ —F%
JANI)TEEXT,
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* [EE/ — KA VMware £7z13 Linux THRX FETNTWE (F5SY b T 4—LDESH)
CBE/ RN —ERT7ISATYVATRANINTWE: (F5Y b7 13— LDOKH)
FE
C"W—ERTTISATUADRE (F5Y T +—LEEDH) "
C'BAYAM—IILDEDDTTISA TV ADEE (TS5 T+ —LDTHDH) "
CH—ERTTSATUVATY I RNITTDA VA =L EZRHRLET"
C"H—ERTTIATVRADA VR = ILDOER"

Y—ERTISATVADRE (F5Y T H—LEBDOH)

A/ — FIZ SG100 £7:1% SG1000 H—ER 7 FS5A4 7 R EFEA L TLV .
VMware £7=l3 Linux "X M THRIAMEINTUWEEES Uy R/ —REZDAND T35
Bl RPICEE/—RERILC/ —RBZFEBLTH LW FSAT7 2 AN—RO T
ERETDIVENHD XTI,

BE/—RICETZROBHERNMBETT,

r/—R& IEEF’RELL/-FCRAL/ - FREERALTY-—EXT TS JR%EAA L=
3‘5%\%73‘%0&'@%

*KIPTRLRAY CEBENMRELL/—FERALCIP7RLRAZY—EXATFZAT7VRICEIDHETE N
TEEJ. CNIFHRINZ AT a3>THD, EXY ET—ITHLLKRERD IP 7 R L XZ2#IRY
BILHTETEY,

ZOFIE IZ. VMware F£7=I& Linux T RX FEINTULWEE ) — I\"ci’*)L EXT7TSAT7VATRANEIN
TWB/—REHELTYANITBEEICOAETLTLES

1. 3L L SG100 F721% SG1000 H—E R 7 FSA TV ADHBBEFIBICHKE > TL I L
2. J—REDANERO N5, BE/—RD/—REEFEALF T,

E e
"SG100 SG1000 —ERT7 517> X"

BAYAL=LDIODTTSAT Y ADERE (F5v b T+ —LDIRDH)

T—EX7 77’(7 /T\ fENTWETd Uy R/ —RZUANDTBIHEEIE. =&
#IZ StorageGRID v TEBAYVAN=IWNTBET7TISA4T7 0 Rz Elgd 2H0EH
HDFETJ,

COFIE IZ. Y—ERTISATUVRATHRAMINTUVWEEE ) — R EKBRITIBEICOAETLTLETE
Wo FBE/ — KN VMware 715 Linux FX R THRX FETNTULEBBIEFETLAVWTLLETWV

1L EEFIRELLT VY R/ —RICOJ12LET,

a XDIAXYKRZANILET, ssh adminRgrid node IP
CREINTVWANRT—RZANILET Passwords.txt 771 /Lo
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C.RODIARY REANL TrooticIDERX £, su -
d (CRHEEINTVWBENRT—RZAALEXT Passwords.txt 771 )L,
root& LTOJA>T3L. ZAY TS EDLDET s KT 1 4o
2. StorageGRID YV 7 h U T 7% T7ISA TV RAICA VA= T2%EEELET, ANLTBZATUR
sgareinstall
B FTTHINEShEBRLNZS. CAALET. v

TISAT7VADN)T—rEN, SSHEY I UHMRTLE T, BFEIL 5 9FIEET StorageGRID 773
ATVAA VA S—=FHMEBRAIREICAD £ IH. BRICE > TIRAT 30 DFONEHLHD 9,

Y—EXRT7TISA4T7A )y hEn. YUY R/ —REDT—RIZTIVELITEHRLLEDET, 7TD
AVAL=ILTOCLRATERELIP 7RLRAIZFOEFXFERTIHNELNHD FIH. FIE DT TEICH
HLTHELC I =HRLE T,

ZRITLIEH LI sgareinstall AV RZEFE{TT B L. StorageGRIDTFAOES 3= > I EnficI AN
TODTHAHIY b NAT—R, BLUSSHF—DHIFRETN. FILWERI FF—DERINFT,

Y—ERXRTTISATVRATY IR T7OA YA =L zMBLET

F—roxA4/—RELIZBEE ./ — K% SG100 £7:13 SG1000 H—ERXRT7 IS4 7>
AICAVAM=ILTBICIE. TTSAT7RIZEENTWS StorageGRID 7 IS5 147 >~
X’f\/Z h_5%1§}ﬂbijo

VELZHD
CTISATUREZTYIICREL. Xy bT—TICERIL. BREZRALTEHBEDRHD T,

* StorageGRID 7 7S A 7V RA VA M—=5%ZFERALTT7 F5AT7VADXY D=0 U2 IPF7RL
AZHRETIHENDBD XTI,

= bUxA /) —RERIFIETSSATUVEE/ —RZA VXA M=I)LT 355l StorageGRID 7'J v R
DTSAIVEEB/—RDIP7RLAZEELTEETET,

* StorageGRID 7 75 A 7Y RA VA= D IPHRER—ZICRRINBZIARTDI VY RRy hT—2
Iy bz, TIARVER/ —RFOT VY RXY EIT—0H TRy MU NTERTIVELHD F
ERP

NS OREBLRERERDERITFIEICOVTIE. SG100 F£7cld SG1000 H—EX T TISA TV ADA VR +
WXV TF U ADFIRZBR L TIIEE L,
*HR—FINTVWEWeb T SOHEFERTIBELNDHD £,
CTTSATURICEIDETONTWR IP7RLAOVWITNAZHEE L THEKBERHD FT, BIERY
fO—=0. JUy Ry bT—0, FTBIZATURRY NT—IDIPT7RLRAZERTEET,

c TIATVEE/ —RZA VA M=IILTB35EIE. TD/N—2 3 >0 StorageGRID B®D Ubuntu F 7= l&
Debian D1 > A =L 7 71 ILHRKRETT,

BH/N—3 >0 StorageGRID V7 b T T 7. BERICH—EXT IS4 T7 2 RICTY
() B—RIATLET. 7UO—KA—Y 320V T b 77 StorageGRID BB THREA S
NTWBA—Va Y LALBE. 1R =T 7 1 LIZUEBD Ft A
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CDRRAIICDWT

SG100 7z1& SG1000 F—E X7 F 51 7 > RIC StorageGRID V7 bV T 72 A Y X h—ILTBICIE R
DFIEZRITLET,

* TISARVER/ —RFDFEIF. /—FO&FIZIEEL. BEBEICDLTEYIBY T bz TN T—2%
7\‘/7D_I\‘\in3-o

*ETSARVEER ) —RERT—bUA/—RDFEIE. TSAIVEE/ —FDIPTRLRE/
—FDREIZIEE KTCISHEL T,

A VA= EBBL. R)a—LDEREEYV IR ITTDAVAR—ILDBTONTULWIREFKL X,

c OCRDERTA VA M—ILD—FELELET, 12X b—I)LZBRTSICIE. Grid Manager (ICH
YAV LT. RBRED ./ —RFRZEE/ —RORDODOD L TRETIHELHD £,

*J—RERETDE FIFATVADA YR =)ILTOCZIDBRT LT FZAT7RN) T—hrEh
9,

FIE

1. 75O ZRAE. SG100 £7:13 SG1000 H—ERTIZA 7Y ADIP 7 RLZOWTNHAZ ASIL £
ER

https://Controller IP:8443

StorageGRID 7 7S A7V AA VA = DHR—LR—IHRRREINET,
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NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. AR VERB /) — P24 YA —ILTBICIE. ROFIRICHEVET,

a ZD/—RFREo>2a>T, */J—REAT*IT*TSARVEERE * ZERLET,
b.[/—=FR&HN T —ILRIZ"VANITB/—RICEAETN TV R ZANL [RENZI) vy

LE9
CIAYVARM=IL]EI>a>T, [BEODRE]|DOTFICRRINTWVWERBY I I 7N—= 3V ERESR
LExd

AVAR=ITEZY I I TON=23DRELWVEEIF. ICEAFT 702 F—ILFE

d ON=23>0Y 7 o727y 7O-RT23HRENHZBE1E. *FHlRE* XZa2—T*
StorageGRID V7 bz 7D7 v 7O—R *Z&EIRLE T,

[Upload StorageGRID Software] R—UHRRINE T,
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Software Browse
Package

Checksum File Browse

aprs8lB|%7)y LT, StorageGRIDYV 7RIV 7RHD*YVINITT « NyTr—= KU F
TV I L T7AI*Z 7y 7O-RLET,

BERLIE7 7D EBNICT Yy 7O—-RENE T,
b. %’EorageGRlD TPIZAT VR AVAM=FDR—LR—=JICRDICIE. *HR—L*Z0)woLFE
B =D A/ —RFELIFFETSATIVEER/ —RZAVRAM=ILTBICIE. ROFIEZRITLET,
a ZD/—REI>a>T */—REAT*ITIEF VAT TR/ —ROFZALFIZIGLT*7r— D
T ELEREFETSATVER* ZBRLF T,

b.[/=RENTa—ILRIZ'VANITB/—RICERETN TV RFIZANL [®ENZIUY D
LET

C 75ARVERER/ —FOERTEI VT, 75AIRVEE/—FDOIPT7RLRAZIEET BHELDH
B2HhESHEHERLE I,

TSATVER ) —RELIZFADMIN IP BRESNDHBRLCEH 1 D2DT Uy R/ —RHBE LT T*R
v MIBHBIHEIE. StorageGRID 7 IS4 TV RAA VA M=SNTDIP 7RLAZBHMICKEE L
x9,

d COIPT7RLADRRINEBVEERCEETI2UNENHIHEIE. PTRLXZIBELZX T,
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4.

FFay =EA

IPZFBTANLEY a. Enable Admin Node discovery * F T v 77K v 2 2 D&IR%= Rk
LF¥d,

b.IP7RLRXZFEITAAILES,
C.[1R7F (Save) 1%Z27UvoLFT,

d FLWIP 7 RL ZDFEFARED Tready | ICHRDETEHEELE
IR

o

BHRINfIRTOTSAIVE Enable Admin Node discovery * F v 7Ry I XA%:&RL £
B/ —ROBSRE o

b. BEINIIPT7RLADYR OIS, TOY—ERXT7FSA47
VABEATEZIT)YRODTSSATUBIE/ —REERLET,

C [1R%F (Save) 1&ZUwoILET,

d FHLWIP 7 KL XDFEFIRED MNready 1 ICHDETHELE
ER

AVRA=NEI>a YT REOKREDN/ —RADI VI M—ILERIBT 2E/ITITULD L.
BLUO* M VAM—ILOBE* REVDEWCHR>TWVWBR e ZHERLE T,
[Start Installation* («f X b—ILDRAIR) | REZUHEMCHE>TVERWESIZ. XY NT—UREEFT
ER— FREDEENMREICKRDZELHBDF T, FIRICOWTIE. FHLTWE T FSAT7VADA >
AR=INEXAYTF Y ADFIEEBRL TSV,

StorageGRID 7 7S5 A 7Y AA VA =S DR—LR=J T, *AVAM=)LORBE* %20V v I LZE
ER

IREDIRED T Installation is in progress | IZZ4H D, [ Monitor Installation | R—IHRRINEFT,

@ EZRDAVRAM=IIR=DICFETT I/ LRATIHBENHBZIHEIE. XZa—N—-H5*
EZEDARN—ILN* ") I LET,

ES e E:
"SG100 SG1000 —ERT7 7S 7 >V X"

H—

StorageGRID 7 /S A 7V RAA VAR —=5Tld. 1V A =D RTTBETRAT—4X
ADREEINE T, VINITITDAVRAM=IDPRTITRE. PISAT VAN T
— kTN FET,

1.

EXT7TISATVRADA YR M—ILDER

AR IILDETRRZERTBICIE. XZa—N—D* A1V —ILOER*ZI7VvILET,

Monitor Installation R—J|Z1 >V X b= LDETIRKANRTINE T,

175


https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/sg100-1000/index.html

Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BEORXT—ZAN—F REETROZXIZRLET, BROXT—RIAN—F. ERICTETLEEX
J%mLET,

1Y P—53 MO YR =L TRT LEZRIABRITENAEVESIZLET,
(D 1> F—LEBRALTVSHAE BRI ILEOEVERSE REDZT— 2 AN
— AT —RAN [ AF Y TEH | ERRENET
2. 1Y R M —LOBHID 2 DDRF —J DETRRERBLET.
1o L=V O
YR P—SHBHEOREETATR S INSHEL, KR P ERELET,
208 AV AR—ILLET
14> X h—F71 StorageGRID DR—REBRBZARL—FT A4 VIS RTLAARA=SHTSARVER/
— ST TISATURIAE—T B3N R=REBRBZARL =T A VIV RTLAR=D2T 54
RUBE/—RDAVA =Ny T=D 54X M=LLET,

S ROVWTNHODRITEINZET, A VA - ILOETRRZERLF T,

CTITSAT VR =T xA /) —REFRIBIFTISARVTIZATRABEER/ — RDBE. * Install
StorageGRID * R 7 —U D —KHELE L. AAADAVY —I)LICXyvEZ—IHRREINT, FU R
IXx—SvEFRALTEER/ —RTID/—REERBIZLSITKODENE T,
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Home Configure Networking « Configure Hardware « Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO [INSG]1 NOTICE: seeding ~wvar-local with c

ontainer data
-07-31TZ22:99:12 .3662051 INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG]1 Enabling syslog
—07-31TZ2:09:12.5115331 INFO [INSG]1 Stopping system logging: syslog-n

112 .570096 1 INFO [INSG] Starting system logging: syslog-n

09:12.5763601 INFD [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12 .5813631 INFO [IN3G]
[2017-07-31T2Z2:09:12 5850661 INFO [INSG]
-0?7-31TZ2:99:12.5883141 INFO [INSG]
-07-31T2Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12 .5948861 INFO [IN3G]
-0?-31TZ2:909:12.5983601 INFO [INSG]
-0?7-31TZ2:99:12.6013241 INFO [INSG]
-07-31T2Z2:09:12 .6047591 INFO [INSG]
-07-31T2Z2:09:12 . 6078001 INFO [IN3G]
-0?-31TZ2:99:12.6109851 INFO [INSG]
-0?7-31TZ2:99:12.6145971 INFO [INSG]
-07-31TZ22:09:12 .6182821 INFOD [INSG] Please approve this node on the A
min Node GHI to proceed...

o

TISATRATZARVER ) —RDGE. 855 7x—X (Load StorageGRID Installer ) D&%
INFJ, 52EBDT XN 10 UL THRT LAEVWEEIF. R—JZFEFTEHRL TS
Lo
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

4 YANVTBTTZATYRTVY R/ —=RDRAFIZHEL T, ROVAN) TOCRZTY FIEHF
ER

DANVDRAT i

T—koxA4/—R "Start Recovery (U A/N) DfEtE) ZFRL X —boxz1/—F%
BRELEI"

FFZATIVEER/—FR "UANY ORI ZERL GETSSATVEE/ —FZ2HRELEFT"

TZARVER/—R "THETSAT)EER ) — RDOHRE"

TOZANGR=BMMIEBZ YA ) AN)DERITHE

StorageGRID # 1 F2&ICEENRELIES. FLIFEBDODIANL -2/ — R TESE
PRELEGEIE. T7Z2AITR—MIEBAVWELELTET VL, T7ZAITR—F
. BEFRORRZETMMML. VAN) TS OEERLTH S BEHIRELL/—FE
TcldT A bz EDRXBEICA TAETUAND L. UANVEBEZ&ELL T, &
BT —XEXRZBHTET,

(D 91 bUBRUE FOZHAGE— FOBARFTEET,

StorageGRID ' X7 Lld. THETFLEEICHTIMESEHZRATHED. ZLOVANIFIERC KXY TF
VAFEEBDTRITTETE T, L. — RSN EMAY 1 ) ANYFIE ISERAPRETT, 54
BFIEIZ. WRICEAEDERICE>TERBZTHTY, f:

*CHIRI-DE TR ABEIE *: StorageGRID DHZFINDTLBIBRDE. HRTICOEDSRABNZHIHRD &
WHEZFET BRI TH D, I xIE. Ko 1 bz 7L —XTHEBELEFIHN ?Lbni
StorageGRID -1 FZFH LVIBFRICKIEL FIH ? BBEHREORRITENTNERD., BEBEICHET S
FOIICVAN) TS o =HFEFTIHEDRHD £,

*CEEOEREAME* (YA D) AN) ZFBRT BR1IC. BEDNEELLY A bOoLWThh D/ —FIC
BEDSBVD. FRIFVANVARBATO I ARG ENTVWER ML =2/ — FHRVWH ZERT S
CENEETYT, BB T—ENEFENTVE/ —FELERBA ML =R a—LZBERIZIE. FE
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BT —RERDVRET BAEMED DD T,

T OTATHBIMARYS—* 1 Gy RROA TSz FAE—DH. 217 BLUIBFRIZ. 77T
4 TBIM RS —ICE>THIEITNE T, ILM AR > —DFMIZ. YVANURRERT—2DE. LU
DANVICHRERFEDFEICHESTDIRRELHD £,

@ YA MIA TV FOBE—DIE-DFENTULWTH A FRDbNhB . E0AF T
7 hERHONE T,

NTw bk (FREOVTFH) OBEE T ATy b (FEEOVTF) ISERTNSEESMELANILIE.
StorageGRID B'A 7 =7 FOEDRAADEINLI=C e E T Z4 7> MBI BHIIC. IRTD/ —R
EHANMIATO TV MARET—REZREIL TV T =R TBIDESMCEELE T, BEMLANILTHE
REBEAMZEERTITZHEIE. 1 MEERIC—HOA T T I M XZT—ZHRDHONTVWBEEMEDH
DET, UANUARERT—ZDEP. UANUFIE OFMICHET RN H D £,

*CRIFOEBBE* D UANDFIE OFMIZ. EBEREROX DT IFIEOETRR . ILM KRS
—ICRAEZEEDNMA SNIDE I ML > TREZRITZARRMDNHD T, TI/ZNILTR—ME
1 rDIVAN) ZFBRT BF1IC. Uy FORFIOBECIRTEODKRRZFTHMEST 2HELHD £T,
Y1 ~UAND) OBRE
CHE. BEDIEELIY A MOV ANITTIZAILGR— b DMERTZ 7O ROBETT,

(D HArUBAUE FOTALY K- L OBARFTTSET,

Contact technical support (TS)

= TS reviewsyour businessobjectives

* TS collects details about the extent
of the failure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

(if present)

) Caution: Donot use the
TS recovers failed Storage Nodes recovery procedures designed

+ Replace failed Storage Mode hardware for asingle failed Storage Node.
» Restore object metadata - .
+ Restore object data Data loss will occur.

v

TS recovers other failed nodes

1. 7O ZAIYR=-MMIBBULEHOE I,

TOZAINYR—ME BEICEAT 25585 MmZITV. N—rF—ReBH L TES R IBEZHERL
F9, COBHMCEDTVWT, TI7ZHITR—MNIBZFHRORRICEDLE-VUAN) TS %KL F
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ERS

2. TUOZANYR—ME BENRELLTSATUER/ —REVANILFT,
3. FUZAINYR—FIE UTOBBICE ST, IRTOR ML=/ —RZUANULET,

a BEICIGL T ARL—=/—RFRDON—R Iz 7 FLBERETS D ZBLET,
b. EBENRELIH A MIA T I MAXET—RZ VAT T 3,
C UANULIERML=2/—RIZAT OO MT—RZVRNTLET,

(O momExrL-v/—KOUDNUFBEEBT S L. F—2NKDNET,

C) YA FEETEENRELIEES. 7TV M A T T I MXET—AEZIEREICUR
E79RICIEEEFRAEITY RAREBIZED X,

4 TUOZANLYR—MIEEV’RELMD/ —FZ)ANULET

AT TUMART—=RET—EZDI)ANIDET LS. BENRELS—bUza1/—R. 3ETS
ARVEB /) — R, £ 7—HhA47/—L=ZEDFIETYANITETFET,

ESedE:
"~ DOERFEL"

FIE OERZFLE

FlE oFERELEERITLT. FUy R/ —RERIFY 1 2% StorageGRID ¥ X7
LhSFREICHIFRTE XY,

Ty R/ —=REEYA b ZHIRTSICIE. ROVWITNH DEREFLFIEZERITLE T,

c J—RDEAFELE*ERTL. 1 D2ULEDHY A MIHZ 1 DULED/—REHIBRLEY, HIFRTD/—FK
&, >S4 > T StorageGRID S AT LAICEFRINTVWRBER LA 7514 > THENTLWEIHEELH
D%,

CEFICNTWVWRHY A FOEBRELE *ZERTL. $RTD ./ — KR StorageGRID ICEHFETNTWVWS Tk
ZHIBRL X9,

« Mg et FOERRFELE] #RITL. $RTD/ — RH StorageGRID hSEITENTWLWS 1 +
ZHIFRL £9,

TSI A R OERELERFTEHIC. 2y b7y TOTAY Y MELECHREL
Eht TV, ERELYA b0V« ¥ — ETIRTOFIBEEICT HHIC, Bz

() BRLTESL, GHINTOEY A FOBRELE. 1 FEUH/SULED, Y
FBE T TS R F—2EUNNY LD TEBIREMA B BIBAE. HFLALTI
EEW,

Y41 MIERINTE () BETTFIThTVWSE /—R ( £ld @) DBEIF. IRTOA TSIV ./ —
ReFdYSAVICRTRENRHD T,
REE SR
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"Jwy R/ —RFOERFL"
"~ OERFEL"
JUy R/ —RDOERFEL

J—ROEREFELEFIEZ#FERALT. 1 2ULEDH1 D1 DULEDRNL—D ) — R,
JT—hroxA/—R, ¥RIEIFETSATIVERE ./ —RZHIRTE XY, 751/ VEE
J—=REeT7—HhA4T/—ROERZFEILETBZICIEITEEEA,

—MgIc. VY R/ —FRDERZEFEIETZDIE. J1) v R/ —RKHStorageGRID & A7 LIZHEF SN TL

T, IRTO/ —RHAEBEBRETH D FICLTLIEETL (* Nodes R—TE K U Decommission Nodes *
R=JIFBOTAAVIPRRINTUVET) , 7=FFL. BREIZIGL T, YrchTW3 5y R/ —RDE
B%xELETEEFT, SN TWVWSE/ —RZHIBRT 251IC. TOTOCXOFECFRZERL TEVWTLTE
T\

MROVWTNMNCEET 2HEIE. /— ROEREFELFIE Z2FERALET,

* URTLICKEZBRAML—=U/—RZEBMLIEHEIS. ATz b EFRBLIEEFENEBI ML =D/
— Rz 1 DU LHIFRY 3355,

AL -—CREZRS THEND BHE.

C—brUTA ) —RHBFRBIZR - TBES

*ETSATVEER/ — FHRBICHR S TI5FE,

'?ggﬁfuT\UtNULtbjyifynﬁbtbiéctﬁﬁéﬁu/—PﬁﬁuvFtﬁihf
\ EI:Io

ROT7A—Fv—hbE JUVy R/ —FOEREFELFIEOBEZRLTVE T,
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Pre pare for

decommissioning
Review consider ations
Gather required materials
Ensure no other maintenance
proceduresare in progressor
plnned
Ensure no EC repair jobs are

running
v

Navigate to the
Decommission page

v

Select
Decommission Node

Yes

Is
decommissioning
possible for the
node?

Resolve the issue

OKto
decommission while
disconnected?

Is the node
connected?

No

Contact technical support

Decommission the

Recover the node .
disconnected node

v

Monitor data repair jobs

Decommission the node (Storage Nodes only)

Ensure drives are
wiped clean

FIE
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"J)y R/ —FOERZFELETEEREE L TLET"
"HiRE G

"Decommission NodesR—JIC 77X L 9"

"W hTW3 27Uy K/ —ROEREL"
"EHRENnTW3J )y K/ —RFOEREL"

"Z L=V /- ROERFELETOEIO—FFLLECBE"
"J—ROEBFLEDO ST a—FTa 20"

Yes (data loss might occur)




TNy R/ —FOERZFLTZHERBELTVET

gy R/ —FORIRICEAT 3ERFRZHEL. 1Ly —O—T12J7—32D
TOT4TMERY 3 TH B W L ZHRT BBELDD XY,

FIE

A=Y/ - ROBRELICET 3 EREE

T AEEY 3 TERRBLTLES

JVy R/ —FOERFLICET3ZREE

COFIE ZFIELT1 DUED/ —FDERZFELLET BRIIC. FXA1TD/ — RHHIER
SNICZEOXLEZEE L TEKBEYRDD FT, /—FOEANERICELEINDS
& J—FOY—EXDREMIED. /—FHEERICS vy FETVENET,

StorageGRID HENARREICKR D HBEIE. / —ROEREFIETEEFEA. RDIIL—ILHIEAHINE T,

* TSARVER/ —RIERFELTEEE A
*T=AAT ) —RIHERFLTETEEA

c Zy RT—O 1Y B—T T4 D 1 DH High Availability (HA ; SaIEM) FIL—FICBLTVWSEE
iF. B — RERRS—FITA /- ROERAEZELTEEA.

‘HIFRTBZETADC I A—FLICKERZEZZ AN L—U )/ —Rid. ERFELETETEHEA.
C TIOTF4THIM RS —|CHRELRIANL -/ — RIGERELETETEFH A
*1 D20/ —RFRDERELEFIE TlE. 10@AZBZZ3AMNL—2/—ROERZEIELHEWVWTL T,

YT TWVWBE/ — R (2D T Unknown J F7zl& T Administratively Down 1 @/ —R) H 5w R
ICEFENTVBIEEIF. BRI TWS/ —FOEBERZELTETEzEA. UTIIThTWVWS/ — FiE. ER
BIET 2DV AND LTELBELHD £,

* JUy FRICUIENTVWS / — FHIERDHZHEIE. EhoD/ —RFOERZ IR TAEAKICIFELEY 34
BN B3 FHLEWERICHSAIEELNHD T,

CPITNTWVS/ — RZHRTETAWES (ADC V4 —JLICBBRIA ML —U/—RAY) (& R
TNTVWBHMOD ./ —FZHIBRTEEE Ao

CHWTTISATUREFHLWT IS4 T7 VRIS ZEEIE. W/ —ROEBRZEFEIELTHLL . —
RZHERICEMTADTIdRL, 7FSAT VA /—ROO—ZVIFIE #FERTI 2B LTL
=L,

"FTISATUR)—RpyaO—=>I"

C) ERFELFIBTOIRTAHZETIE. JU YR/ —RORETSVRZEOMD Y — X EHI
LEBEWVWTLIEEL,

BB/ —FFERET— b0/ —FOERFLICEAT 3 EREE

B/ —RFFIERBT— b/ —FOERZFLET BR1IC. ROERFIEZHRL T
<IET LY,
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*ERAFLFIRE TE. —BOYRT L)Y —RICHHINIC T VE R T 2BBEDH BT DXV TF 2R

FIENERITINTOWERWI E 2R T 2HENHD FT,

c ISATERE/ —RIGEREFELETET XA
c Zy R T—U4 2 R—T 42D 1 D High Availability (HA ; STEM) FIL—FICBLTWEES

F. B/ —RFLEET—bI214/—RDERZEFELETEFEA. RIS, HATIL—TFHh 52Xy D
—JAVR—T 1 A%ZHIRTIBEHNHD £9, StorageGRID DEEFIEZESRL T I,

*MEICSL T = b/ —FFEIFEE/ —FOERFLFRIC. RE2ICILM RIS —ZEETEE

ERS

VI YA VA (SSO) H AR StorageGRID ¥ XA F L TEIR/ — ROEREZFEILELEBEIE. /

— ROFERREFIFAEE#E% Active Directory 7T 7L —> 3>t —E X (ADFS) hSHIRRT Z2HEHLH
DFERI,

BEIER
"StorageGRID D EIE"

A=/ —FOERRFLICET 2ZRFER

A=/ —ROERAZELLET BMICIE. StorageGRID B'ED ./ —RDA T U b
T—REXBAT—REEDESICBEBLTVWAH EEBEL TEBELHD X,

A=Y/ —FOERFLICIE. ROZBFHCHREENMERAINET T,

*ADC I #4—F LN T7IT147RBILM AR S —HBEDEREG = /T TRRBOA N L -2/ —RHE

ICSRATLICEFELTVBRENR DD ET, COBRZBICTDIC, HRVIBTHLVWA ML -2/ —
FzEBMLTHSEFOR ML=/ —FDERZFELT 2 EHNREICRIGEDDHD T,

* BERZFELETAIBRICHROISL =2/ —RAYIIENTVR L. S RTLRBERSNTVWEI ML -

/—RDT—RZFERLTT—2Z2BERIZIVELNHD. TORER. T—FDRONBAREMEDH O F
ER

* A=/ —RZEHIRTBHE. KEDF TPV T —RERY NI —URBRATEXT ZHBELHD

£, COHMENBEED AT LMBICEE TS CIdHD FHEAND. StorageGRID > X T LHEET
2%y M= UFEEHBEBOMEICTE T ZHEMENHD £7,

* A=/ —FOERFLICEET B XXV BEOL AT LUEBICEET XX T LD HBRED

BEL<BR>TWET, DFED. EARFELEAIEH StorageGRID DEED S X T LILBEILIFZ Z & idHi <.
SATLDT VT4 T THVWEBICERELENIEZ A7 a—IILT2HREHHD FHA. ERELENIEIE
NV DTSV RTRITETNZ . 7O ADOREBEREZRBDLZCIER#ETT., —MKRIC. AT LA
HED—RETHEVWEE, FLIEF—EIC1 DDA ML=/ —RDAZHIBRT 3 & Fd. EREFELELIEN
HRICERTLET,

* A=/ —ROERFELICIE. AL SEBEBDID B A HD T, NI LTI OFIE Z5tHE

LTLKETWVERFELETOLRIEIS AT LMMIBICRHE L BVWK S IR SN TULWETH. MDOFIEHLHIFR
SNBAEMDHD £, —fRIC. SRATLDT7 YT L—RPILEZETEL TVWAIGEEIE. Uy R/
— R%ZHIBRT BHIICEITIIHRELNHD £,

*BEICIGLT. A=Y/ - BERT 2 ERFELFIRZHEDRE T—RELEL THOX VT2 X

FlIEZXRTL. TORTRICERFLFIRZBHATEEI,

C ERFLEZRIDBERITEINTVSEEIE. EDT VY R/ —RFTHT—RERBUEZERTTEEEA
* A=Y/ —ROEARFLERIE. IM RS —ICBEZMRABVTL I,
*CARL=2/—RZHERTBRE. ED/—ROT—REFMDT )y R/ —RICBITENET, 2l C
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DT —RFEREFELEINT VY R/ — RO SRLUCIBEIRINEE A, TE2DDREICT—XZHIRY
BICl3. ERFELFIE ORTRIC. ERFELELETVY R/ —RFRORSATZHETIUEDRDD X,

* A=/ —FOERZERFELTZE. RDTI5—hETS—LHEREIN. BEETS EX—ILBRE X
U SNMP BRI E SN B AIEEMEN H D T

cr /—REBETEEEA*TS—hs COT75—hiF. ADCH—EXNGFEFNEZXL—2/—F
DEAZFELELIBRICEIA—CNE T, COT75— I ERFLLENTT I3 EERLE
ERS

> VSTU ( Object Verification Status ) 72—/, D7 Z7—LIidk Notice LANJL T, ERELETOELX
TRAML=Y/—=RDBIXYTFURE—RIIBITLTVWA ZEZRLTVWET,
° Casa (Data Store Status) 75 —Lo D7 F—LAIE Major LRILT, H—EXDMBLIELT=28IC
Cassandra 7—AXR—22MMELT B EZRLTVLWET,
RS
"MEIZIGLTEA ML =R a—LADFA Tz b FT—2D X LT

"ADCY #—S L%ZIBELTWVWBL"
"ILMARU Y= R ML= RS L ET
"YENTWBZX ML —Y/ — ROEREL"
"ZEL—=Y /= ROHEE"
"EHEDRNL—Y ) — ROEREL"

ADCU A—SLEBRLTWVWR L

ERE1E%125% % Administrative Domain Controller (ADC ) H—E XDV TEF 315

Bld. T—RER—HAFDO—EDA L=/ —ROEREELETETHEV EHH
DFEd, —BODRAL—Y/—RTEAINZ ZOH—EXIZ. FU v R ROJIER
ZRFEL. RET—EXZJ Uy RICIRHL 9, StorageGRID > X7 L Tl &1
N TADC H—EXDT #—F LADEICHBERIBETHBINELNHD £T,

A=/ —RZHIBRTZ ZCRERE TADC 7 4 —F LWEINBLLRBIFEIE. €D/ —RDERZE
TR EIETEREA. BERFIERICADC V4 —J LZFETICIE. FT— 22— A4 FTHHEL

H3DDAML—Y/—RICADC H—EZXHNMRETT, ADCH—ERDBHZ AL -/ —RHBMDDT—

R RZ—HA MI3DULDH ZHEIF. ERFELERDEFHD / — RHAFBERRLGREDXR X THINEN
HDOFF ( (05x) Storage Nodes with ADC) +1) o

fceZiE. ADCH—EXDHBBZRA ML —I/ =R DOT—2E2RZ—HAMI6D2HDH. EDSE5D 3
DOERZFLETBZLLET. ADC I 4 —FLDEMRICED. RD 2 DOERFLFIEZRITTIHEND
D&Y,

* Flg ORVIDERELETIE. ADCH—EXDHZ 4 DDA L —T /) —RHAFIBEAIEERIRETHED &5
ICTBHENHDET ( (05x6) +1) o €D RANEREFELETEZDIE. 2 DDA L=/
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TSN TVWB R ML —2 )/ —FDERZFELET 2HEDNHZ5EI1F. FIE OEREFLENTT Lich Il
T—HEEYITHEREICETIBLSIC. COFIELRITLET, HIFRLI/ —RICALAPvy—O0—7«
DU TITRY BB oTHZEIE BYNCU R ST EIN e Z2BRL TS L,
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a RODIAVYRFZANILET, ssh admin@grid node IP

root LTOTA>d5E. 7OAVTEHBDEEDLDET T 1 4

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo

C.RODOAX >V RZEAAL TrootiCtINDEZ F T, su -

d ([CEHINTWBNZAT—REANLET Passwords.txt 771 Jls
2. RITHOBECEEXHIELEY, repair-data show-ec-repair-status

° T—REED I TEERITLICC A BRWISEE. HARKICAED Y No job founds EEY 3 TZHBH

TBRREIIHD EFHA

° T—REED a T EMUAENCEIT LD BERTLTULBRHEIE. HAICIKMEERICE Y 21ERIRT
INFT, BEEICKEK. —BEOEEIDHEDITENET, ROFIEISEAE T,

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected

Retry Repair

Bytes Repaired

949283 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:

17359 No

949292 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

Yes

949294 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

Yes

47

57:

06.

06.

Success

Failure

Failure

Failure

3. IRTOEEDStateh'DIHFE "Success EES 3 T2BETINEIIHD FH A
4. WEFNHDEIBDState A DIHE Failure. EDEEZHEBEITINELHD X,

a HAanos. BENRELEEDNEERID ZEISLE I,

b. #21TL £ repair-data start-ec-node-repair ANV REZETLET

17359

17359 0

17359 0

17359 0

ZFERALEY --repair-id BEIDZIEETS4T> a3, L& RIE. BEIDH949292D1&18 % Bl
179258, E1T95IVVRIETY, repair-data start-ec-node-repair --repair-id

189



949292
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M]S| pE g

DANINYT—=2 2ip T74  &FOVANINY =% ATO—RIIZHBENHDET .zip 7

o 741 J)lo (sgws-recovery-package-id-revision.zip) o 'J7/\
U= 700G, BEREBOS A TLDOU A NTPICFERATSE
F9,

Passwords.txt 771 /o CDT77AIICIE. ARYRSAVTIVY R/ —RICTIERT BT

DICHBRNZAT— RN NE T, COT7IILIE)ANY YT
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NBCEIER TN TXELRSINE T, TOED3a=Z>INZXTL—X
IXICEFEFNTULWEXHFA Passwords.txt 771 o

EAFELERID StorageGRID & X7 Y XT7LDRED FROPZEE#HLIERF a2 XY FHHNIK. TRTA
Lo RO OHE FLET,

BEIEHR
"Web 7' 2 U OEH"
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FlE
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RLET

Decommission R—IHRRINFE T,
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [Decommission Nodes]/h & > &I w2 L£T,
Decommission Nodes R—IHRREINE T, CDOR—ITlE. ROBEERITTTFET,

c WM CERFLETEZ )y R/ —RZHERTEET,
CFRTDIV YR/ —ROBREMEERETEET
°IJZ KM% *Name*. *Site*. *Type*. £7zI& *has ADC* THRIBF/IFZIEICY —FLE T,

CREXT—T—FREANTIE. BHED/ —RZFTIERLERTETET, fcezxld. TDOR—=JITIE.
B—D7T—2tA2—RDIARTDIT )Y R/ —RHBERREINE T, DecommissionFiCld. FETFS 1
TVEBEB/ —R.HY—brJxA4/—R. BLUSDDI L -/ —RDSED2DODERAEEIETE
£9,
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes

Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADM1 | Data Center 1 | Admin Node s
[ DC1-ADM2  Data Center 1 Admin Node =
™ DC1-G1 Data Center 1 AP| Gateway Mode -

Mo, primary Admin Node decemmissioning is not supported

Dec1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services
Dc-52 Data Center 1 | Storage Mode Yes Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo
T | DC1-85 Data Center 1 Storage Mode Mo
Passphrase
Provisioning
Passphrase

EBRFELET S/ —R il T* Decommission possible * | FI%FERL 9,
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo ‘
Passphrase
Provisioning
Passphrase
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UMM TWVWR A ML=/ —RODER%EIET S . StorageGRID |HERELEFIEORTERICT —2&
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BREART—RDBEREZHASFT,
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ZHEBELTIVANITETET,

TSN TWVWBE * BB/ —F* 3 *7F—hUxzA/—F * OERZFELTBFIIC. ROKRUITFEL TR
Tl

YT TWVWEEIE/ —FOERZRFELTZ L. €0/ —FOBEEAITNERDAE TN ChosoOdid
TIARIVERE/ —RICHFEELTVBHBEDNHD X,

*YIIEINTWVWBES —bU A/ — FIR2ICERFLETEET,

FIE
1LY hTVWBI VY R — RO FAUADERBEIEV AN ZHITLFET,

FIBICDWTIE. YANUFIEZSBLTLIEIWL,

2. TN TVWE I Uy R/ —RZVANUTET. €0/ — RZzTRED XX ERZFELT BI5E1Z.
ED/—RDFTYIRYIREERLET,

@ JUy FRICTIENTWS / — RHIERH 35813 EN5D/ —RFOERZINRTH
FFICFLE T 2B H BT, FHLBRWERICHRZARMELNHD X9,

TSN TOBEROT U K/ — K, BICEROR FL— — ROBA%EBIES 513
() &R BICIEIRETT, YESATUTYANY TIBVERDZ FL— ) — kS
BHHBR. FHNYR— MIEVADE T, BEANLAEEREL T RS0,

3. 7O 3=y I NRITL—XE#ANLET,
[* =R * ( Start Decommission *) [ REZVHEMICHED £,
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5.

6.
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TrchTW3 ./ —FRHRBRETNTVWB L, €D/ —FIZA T2 bOE—OIE—DFENTL
BHBBIIAT TV T —IPRONBZ 2RI ESNRRINET,

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you

continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

=1 3

J—RDOUXbZHERL. *OK*ZI )y I LET,

EREFELEFIEHL’EIBIN. /—RIEOETRENRTRINE T, FlIE OERTHIC. )y REEDE
BEESTCHLWIUANUNY S —SHEREINE T,

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type T Progress 11 stage 3|
DC1-34 Storage Node Prepare Task

FLOWUANUNY =D FBERIEEICR o726 Do %D 1) v 3D * Maintenance ** System *
Recovery Package *%#3%#3#R L T. Recovery PackageR—JICT7 AL ET, XRIC. 24 T>O—KRL
ij . Zip 77”(“/0

VANV r—20R o> 00— RFIEZERLTLIEET L,

@ FIE OERFLEFRICEENRELLBEICTVY RZUANITES LS. TTELEITFR
SUANUNYTr—2% 80 A—RFLTLREL,

@ DANDINYr—2 T 74 )LICIE StorageGRID ¥ XA T LD 5T —2EZBIE T 3 1-HDES
F—ENRAT—RHBEENTVZ D, BRIRETIHELHD £,



7 BEREFELER—CZFHNICERL T BRLULIEIRTO/ — RFOERNERBICELEENS 2R L T

<TETLY

A=/ —FOEREFELICIE. BEDSEBARND B EHBDET, IRTDEIINTET TS
v BAXA Yy E—JCEHIC/ —FERV XA MDBRREINET, TSN TVWEI ML -2/ —FDE
RZELELESEIE. BED a3 THVHEBENEIEZRIRRAvE—NRTENET,

Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data haye been started. These jobs restore object data that might have been on any disconnected Storage
Neodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnid nede, review the health of all nodes. If possible, resclve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn

how to proceed.

Grid Nodes

Name

DC1-ADM1 | Data Center 1 Admin Nede
| | DC1-ADM2 | Data Center 1 | Admin Node

DC1-G1 Data Center 1 | APl Gateway Node
DC1-31 Data Center 1 | Storage Node
DC1-532 Data Center 1 Storage Node
DC1-53 Data Center 1 | Storage Node
Passphrase
Provisioning
Passphrase

Yes
Yes

Yes

¥  Site 1T Type 11 Has ADCH Health

®

Decommission Possible

Mo, primary Admin Node decommissioning is not supported.

Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.

No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
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NTVBERDDRETS VP ZEOMD) Y -2 FRXTHIBRLE T,

®

COFIEE. /—RAEBNICO vy bEU T BETREITLBEVTLREE L,

9. AL =Y/ —FDERAZFLELTVRISER. ERFELET7OEIRICESTNICHIRINS T —XEBED
ITDRT—RAZHERLET,

a. Support > Tools > Grid Topology *% &R L £,

b. 1)y R ROV —DLEERIZH S ™ StorageGRID deployment) %3&RL £,

C WEXTT. WM7IT4ETsEI>a>%HRLET,
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9o 1w RD * Scan Period - - Estimated * BMfEEZ B2 L T. BY)LGHBZHTE £,

e. BEZEHFIFBRITSZICIF. ROOATXY FZ2FEALF T,

* ZEAL XY repair-data show-ec-repair-status f LAY v —d—F 4 VI T—2DE
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* Z{EAL XY repair-data start-ec-node-repair ANX¥V RICZIBEL XY --repair-id
KMLIEEZBRTZ4 723> Td, T—REED 3 JORRFIEZSRL T IZE L,
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FlE OFERFLENTT LIS, ROFIEZRITLET,
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1.
2.

3.

4.

Decommission Nodes R—J T, BA%ZELTEZIT VY R/ —ROFTv IRy II%=EIRLET,
7O 3=V I NRNRTL—XEAALET,

[* PfR%BA%A *  ( Start Decommission *) | REHEMICHED £,
*ofEERB )Y I LET,

RO TOATRY T ADNKRRINET,

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DC1-S5

Do you want to continue?

ERLIc/ —FDOUR hzHEBL. *OK*Z0 U v I LET,

/—RFOEREFLEFIE AREIN. &/ — FOEBRKENTRINE T, FlIE ORITH. JU Y FRE
DEEZRMRTBIOICHLWIANINY T—IHREREINE T,

Decommission Modes
€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage ii|
DC1-35 Storage Node l Prepare Task

@ ERFELEFIE ORIERIE. A L=/ —RZ2Ad 734 2ICLBVTLSREL, REZE
B3, —BOIVTYHNMIDBFRICIE—ShB < RBFEENHD FT,

S.FHLWUANUNY T —=UhRBREEICR>Tcb. UV I %E ) WU F 3D, * Maintenance ** System *
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6. Decommission Nodes R— % EHARICESAR L T, BIRLIARTO/ — ROEAHLEEICFELEIND C
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A=Y/ —FOEZERFELEICIE. BEDNSHEBERDD B EHBDET, IRNTDEIXINTET TS
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Decommission Nodes

The previous decommission procedure completed successfully

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn

how to proceed.

Grid Nodes

Name V¥ Site 1
DC1-ADM1 | Data Center 1

| DC1-ADM2 | Data Center 1
| | DC1-G1 Data Center 1
DCc1-31 Data Center 1
DC1-52 Data Center 1
DC1-53 Data Center 1

Passphrase

Provisioning
Passphrase

Type 1T | Has ADCIT Health
Admin Node @
Admin Noede @ﬁ)
API Gateway Node @

Storage Node Yes
Storage Node Yes
Storage Node Yes

1. 75y T4 — LIS CIFIBICREVWE T, 6 :
° *Linux* 1AV A M—ILRICERLTc/ — REBET 7 1L ZHIRRL TR 2 — LOERZ MR TE X

ERS

Decommission Possible

Na, primary Admin Node decommissioning is not supported.

Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Mao, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.

Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.

> vmware: vCenter @ [ Delete from Disk | 7> 3> % FRAL T, REIYS VZHIRTE XY, £
Too (R VNEKELEWVWT =270 20 FHIBRLARITUEERSBRUVEEHHD £,

° *StorageGRID 7 5147 >R *

ST TSAT ORI/ —RIZEFRNICEATN TULAVREIZED.

StorageGRID 7 7 ZA TPV AA VAN —=FICT7VEATEFZ T, PISAT7VROERZATICT S
h. B®D StorageGRID ¥ AT LIEBIMTE X9,

/—FOEREFLEFIEITT LIcS. ROFIEZEITLET,

CERFLELIEIVY R/ —RORSATZHERITEELF T, MROT—XERY—ILEFLET—FEE

RSA TS T—RERENDRLICHRLE T,

CTTISATVR/)—ROERZELEL. /—FESEZERLTT IS4 7V ADT—2HMRESIN TV
1o 813, StorageGRID 7 754 7V AA VA M=% AL TEF—BET—/\FKE (ClearKMS) %
U7 LET. 7TZAT7VR%ZRDT )y RTHEAT3HEIE. KMS OREZ V) 7T I3HENHD

H—ERZEAL T,
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REBRHD

* Grid ManagerlCIEHR— FENTWBR TS OHZFERELTH A1 VT I3HRERHD XTI,

* Maintenance % 7-13 Root Access ME[RDHNE T,
FlE

1. [* Maintenance (X > 77> X) I>[ Maintenance Tasks (X>T 7+ > XX X%) 1>[ Decommission]*% &
RLET

Decommission R—IHRRENE T,
2. [* Decommission Nodes]|= 2 ) w2 L9,

Decommission Nodes R—IUHRREINE T, FlE OEBRFELENXOVTNHODERMEISET D&, * —B
B * REDEMIED £T,

° ILM ZFHMEHRTY
cALAS Yy —A—FT a4 VI T —2DEREFELE
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

4 H31DDAYTF U RFIEHHRT LI5S, [*Resume (KH7) 122 v L GERBLEEZEHITLET,
/—ROERFBLD FSTINa—F1 Y

IZ5—HEREAT/—ROFIE OEBRIMZELELIEHFBEIE. FEDFIEICHE > THED S
INoa—FT427%ZRETETET,
MEBLZHD
Grid ManageriZIgHR— b INTWBR TS0 ZFERALTHA VAV TRIRENHD £7,
CDRRAIICDWVWT
BERELELEROIT )Yy R/ —REadvyy IOV TRE. Uy R/ —ROBBREEBIINDEFTEIXIHZLE
LEdo JUYR/—RIEFFVSAVTHIMRELHBDFT,
Flg

1. Support > Tools > Grid Topology *%# 2R L £ 9

2 )y RrRAOSYU—TEIAML—Y/—RIV M) %EERL. DDSH—EX L LDRY—ERNA >

SAVICHEO>TVWBR I xHELET,

A=/ —ROEBR%FLET BICIE. StorageGRID ¥ X7 LDDDSH—ERX (R hL—Y/—RT
RAMEINBZH—ER) AV FA VB H>TVWBHBELRHD T, CNIEILMIL—ILIC K ZBFHEDE
HTY,

B TUT47RT )y RERIERRT BICIE. ™ primary Admin Node * CMN * Grid Tasks * Overview
] ZERLET,
4. 1)y REAZRVDERBIEDAT—2 A %HERLET,
a J)yRERVDERFBLERT—F2ZINT VY REZIINY RILDREOEEZRLTWVWEES
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b. FEEAIREREE) L — DB EEELE T,
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Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Select the site

v

Review the site and
update ILM

Is Start
Decommission
enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

FIE

Canyou resolve
the issue?

You cannot remove
the site. Contact Support.

Mo

* "1 bOHIFRICEEY 2 EBER"

- HRE
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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [Decommission Site] R X > = #IRL £9

Decommission Site 7 #'— R ® Step 1 ( Select Site ) KRR NF T, ZDFIEICIE. StorageGRID
SRTLDOYARDTILT 7Ry MBEICEBEINTWETD,

Decommission Site

Select Site

2 2 4 2 6
View Details Revise ILM Remave ILM Resolve Node Monitor
Palicy Referencas Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove: If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites

Site Name
. Raleigh
Sunnyvale

Vancaouver

Used Storage Capacity © Decommission Possible

3.93 MB

387 MB

3.90 MB Ma. This site containg the primary Admin Mode.
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Decommission Site

i o 3 4 5 6

Select Site View Details Revise LM Remove ILM Resolve Node Maonitor

Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Node. If clients are currently connecting to this node, you must configure an equivalent node at
another site: Be sure dients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

0 0 = i s
Select Site View Details Revize ILM Remove ILM Resolve Node Monitor
Policy Referencas Caonflicts Decommission

h
ey

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node " 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites:  950.76 GBE

Total Capacity for Other Sites: 95077 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvale 47538 GB 3.97 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB

Total 950.76 GB 1.57T MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

2. L=IDBRTIEINABWVEEIE. T*Next* ] ZFIRLTFIE4 (ILM BROEIRR) IEAXT,
"FlE 4 : ILM BEZHIBRT B"
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9,

TZ20FDOHFLWETIZIM R S —R=IHRRINEFT, COXTZFRALTILM Z2EHLF
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)

cocs [ oo |

d *@A* ZBRLFT,
e TZRSYIJT7YRROYILTRUS—RDIL—ILDIEFZEELE T,
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Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).
« [fone ormore ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Pratection for Two Sites

No ILM rules in the active ILM policy refer to Raleigh.

o
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a[RSITrRIUS—DHIR] ZBIRLET,
b. BEERA A 7O Ry IRT T*0OK*] Z#ERLFT,
2. READ ILM JL=ILHH A FEBBLTWSHESHERRLE T,
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Decommission Site

O © 0 O 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 LS
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted
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Decommission Site

4 ) iy Tk
Select Site View Details Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Mo proposed policy exists
Ne ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage poocls will be deleted v

S. T*RA*) ZFIRLE T,
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Decommission Site

O—0 0 0 0 :

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.
Node Name Connection State Site

7 o
DC1-53-99-193 L Administrativ&!y Down Data Center 1

Type
Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

=3
2. gIENTVS / —REHBIBEIE. AV FIVICRLE T,

StorageGRID DERE b Z TN a—FT 14 VI DFIEBE LV TV Y R/ —ROFIEZEBRL TLEET L,
BR—EDRERIFEIE. TI7ZAILTR—=MIBBVEHLELLTEETL,

B YMETNTVWBRIARTD /) —RHBEAVSAVICRESTS. FES5 (/—ROBEERR) OHATIIL—F
ICEET 20> a >R LET,

CDOTF—TIICIE. BIRLI=YA MIHBZNATRAISEDT o (HA) FIL—TICBT B/ —RKHAITA
TERREINETD,
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. RRSN/ —FHHBHEIF. ROVWThhZRTLET,

cHEIBBEHATIL—TZREL T/ — A2 —T A XZHIBRLE T,

CZOHA DS/ —RDAZEUC HATIL—TZHIBRL £9, StorageGRID DEEF|IEZEEL TL
2T,

TARTD/ —RHERINTUVWT, BRLIEY A FRO/ —RHAHA L —TTERINTULRWES
I&. T * Provisioning Passphrase * 1 7«4 —JL KD EMICHED £7,

S. 7O 3=V INRTL—X%=ZANLET,

[* 9fR%FAA * ( Start Decommission *) [ REZVHEMICHED £,
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. 1 FDERFLLFIE ZFEE T 2 EBNTET 5. " BRFLEZHEB * ZERLE T,

HIFRg 21 b/ —RABHFELTRREINE T, Y1 bZR2ACHIFRT 2ICIE. BB BERE. 58
ICE>TIFEDMADIDB DB ET,
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7.

34

A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

R LIS, AT 2ERITESS. T*OK* 1 ZFRLFET,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous

FLWI Uy REBRENERSNZ . T v 76 (Monitor Decommission) BRI NFE T,

() (A REVIE BRELENRT TS ETENOEETT.

BEIEHR
"IN AT I EERLET"

"JUwy K/ —FOFIE"

"StorageGRID D EIE"

2%

HLOWIT U Y FRENMERTNBZEEICAYE—IDRTEINE T, EREFLTZIUY R/ —FDEA
TEBUICE > TR, COTOERICIFFEIHINBZZERHD FT,
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X7v76 EREFELEEHRTS

Decommission Site XR—>J 1 H— KD Step 6 ( Monitor Decommission ) Tl
EOEIRREN S FTEITRRZERTETFT,

CDRAIICDWT
StorageGRID (3. #FEHINTWVWB YA M ZHIBRT S FIC. RDIEF T/ —REZHIBRLE T,

(ol vk & Rl
2 EE/—R
3. XhL—=Y /=R

StorageGRID (SYITEINTWVWBH 1 FZHIRT D FIZ. RDIEFT/ —RZHIBRL X9,

1. F—bozA/—R
2. Z2kL—/—R
3. &E|E/—R

BT —bozA/—FFEEZEE/ — FORIKRICIIESD S 1 BEREELMDDBHEDHD EITH Xk
L=/ —RICBBBLSHEBERN D BI5EDHD T,

FIE
L HLOWUANUNYTF—=IhER SIS, 3<IET7 70z o>O—-RLEFT,

Decommission Site

| = R e T
& t i

Sele:';t- Site View IEJ-etaiIs Revis:a ILI Remnlh.'.e ILM Resoh;r_e MNaode Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download it

C) FlE OZERFLERICEBHIEELIHZRICT VY RZVANITEEZLS5. TEBRITR
SUANUNYr—2% 87 A—RFLTLEREL,

a Xyt—JARD > U %EIRYT 5D, * Maintenance ** System * Recovery Package *% &R L £9,
b. #Z4o>O—RLZET .zip 771/

VANV r—20R o >O—RFIEZERL TLIET L,

@ AN INYr—2 T 74 )LICIK StorageGRID & AT LD S T—2EHIE T 3 1D DEES
F—UNRT—RHAFENTVBR . ZRICHRETIHELNHD XTI,

2 F—aB#ISTEEALT. COYA MABHOYA FADET TV 1Y FF—2OBBEERLET,
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TF—2DBHFHIE. FIE3 (ILMAR)Z—DHE]) THLWILM RIS —%2 70740 TR ERABEIN
x93, T—ROBHIX. FIE OERFELELEBOBICITHONE T,

Decommission Site Progress

Decommission Nodes in Site

L,
in Progress = &

Data Movement from Raleigh

1 hour 1 day wask 1 manth Custom

Storage Used - Object Data @
100.00%

75.00%
50.00%

25.00%

17:40 17:50 18200 1810 18:20 18:30

3. R—TM Node Progress £ > 3> T. /—RHHIBRINZHEDERELFIE OETIRTEZERL £
ERS

A=Y/ —FZHIRTZE. &/ —FT—EDRT—INRITENET, INSDRXT—IDIFEA
IR I FREBHNIITONETH BIHUERT —XDEBIGL T, tMORT—SHRETTBE
TICHAD SHBEDI DB EDHDET, ALAPv—0—T1 I T7—R%EELTILM ZHBFHE Y
BHISEMDORREANHNETT,
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Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name ~

RAL-51-101-196
RAL-S2-101-197

RAL-S3-101-198

earct Q
Type 1T Progress 11 Stage 11
Storage Node 1 gizzznrgis.tzioning Replicated and Erasure
Storage Node E gigzi:r[}n:ziuning Replicated and Erasure
Storage Node L gz;z:r[}n;zinning Replicated and Erasure

EHRINTWVWEY A FOZERFLEOETREZERL TVLEHEIE. ROXRZBRELT. AhL—2/—
FOEBRFLERT—JZREBLTSIZEL,

B
REHTT

OvIEN3ETHLEET

2R DA

LDR ZEMAELIEICT S

HEE BRF
P2l %N

i)

P2l %N

i)

LZVT—bT—R2eALAYy T—REBICEDCHEER. 8H. T73H8EM
—d—T4 27T —2DERFEL

LDR hMAREZ BRTE

EBE¥*a2—%Z75v>alEY

EYLELLE

SR EOMOAY TSV REENREABAIE. COBRBTY A
BRI E— BB TS £ T,

i)

Xyt —S8eRy D —OBEICEDVWT. Boh SR ICEHE
INE9J,

i)



PrchTVW3 Y~ FOERFLEOETRAZERT 215513 ROKREERLT. AL—Y/—FO

ERFIERT—IZRRELTIETE L,

&P
RERTY

OvIEN3dETHEEY

22T DEEAE

N —EXZEMLET

SEBAE DEYDH L

J — R OERIER

2 ML= L — R OERMER

2L —=2 )L —FOHIBR

IT>7+ T+« OHIER

*FErLELE

4 IRTD/ —FPTETRT=2IH o5, BOOY A FOEREFELEUENTTI2ETHLET,

e T B
DUTF

7

HUT

)

7

7

)

)

)

7

° StorageGRID (&. * Repair Cassandra* X7 v FHIZ. J'Jw RIZFE>TW3 Cassandra 7 5 X &I
XL THREBEREEEZRITLET, JVYRIEZE>TWERA ML=/ —ROBICL - TIE. ZDEE

ICHBULENDDZ ZEHHBD £,
Decommission Site Progress

Decommission Nodes in Site

Repair Cassandra

Completed

3
StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

C[ECTAT77AINDIET VT4 TR L —F—)LDHIBR* (Deactivate EC Profiles Delete Storage
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Pools *) 127w 7 Tl&. RDILMOEENITHONE T,
" A RNEBBLTVWRA LA Yy—O—Ta I 7O771IEIRTIET7 VT b ZE

ER

" A R ZERLTVW R ML= T =D IRTHIFBRENE T,

CD S RT LT T #I)LbD Al Storage Nodes X bL—2F—ILdH, TIRTOHA
b1 1 b2ERALTVSTDHHIREINE T,

° RBIC. *BROBIR* AT YT T, Y1 hEED/ —RADED DERBHNT ) v ROFERD OEDH

SHIFRENE T,

Decommission Site Progress

Decommission Nodes in Site
Repair Cassandra
Deactivate EC Preofiles & Delete Storage Pools

Remaove Configurations

Completed
Completed
Completed

_i,‘-
In Progress 3, &

StorageGRID is removing the site and node configurations from the rest of the grid

S EREFELFIENET TS, ERFELEYA FOR—JICHENDO Xy E—IDRESN. HIRLIY 1 MME

RRSNBELBRDET,

Cecommission Site

o 2 3

Select Site View Details Revise LM
Palicy

4 5 6
Remove [LM Resolve Node Monitor
References Conflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes at the site and the site itsalf are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node

or a site that contains an Archive Mods.

Sites
Site Name Used Storage Capacity ©
Sunnyvale 479 MB
Vancouver 4.90 MB
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Decommission Possible

Mo. This site contains the primary Admin Node.



IR’
YA FOERFLEFIENTT LS. ROEREZRITLET,
CERAFLELIETA FDOIRTORA ML=/ —RORSATZHRITEELF T, mROT—ZHEEY —
WEREBT—HEET—EXZFERLT. RIATDE5T—2Z2TEDIORLAHIRLET,

*HA M1 DULEDEE —RHAEENTWVT,. StorageGRID Y RF LTI Y F LA 74> (SSO)
DEMWCE > TWVWBEEIF. TDH A MIXFT ZAAZFBEEFEZ I X T Active Directory 7 =7 L —
>3y —EX (ADFS) H5HIBRLETD,

CEHRINTVAY A FOEREFELEFIE T/ - FOEFENBEFNICA 7ICR o215, BETZRETS V%
HIFRL &9

BEIEHR
"DANINy TF=2# Ao oO0—RLTVWES"

Xy bT=ODATFVXFIE

TNy RIXYNIT—0 LD TRy bDJ A MZERE LD, StorageGRID ¥ X7 L
DIP7 KL X, DNSH—/\, FIENTPH—NEZEH LD TEET,

IR
c"J)YyRRY NT—=ODH TRy FEBFHLTLET"
*IPYRLRZRELTVET"

* 'DNSH—NERELTWVET"
* 'NTPH—NZRELTVET"
C'PEEINTVWE/ — ROy hT—UFBEDU X NT"

JUYyRRY b= T2y hZEBHLTULWEY

StorageGRID (& Uy Ry kT—72 (eth0) £EDT )y K/ —REDBEICER
SNZ3RYNT—OH TRy DU MZEBIEBLET, COIY FUICIE
StorageGRID ¥ AT LDBE YA LTIV Ry FTO—JICERETNTVWE T TRy
e BLVOTVYRRYNT—O5— b AMBHAT7Z 21 AENS NTP. DNS.
LDAP . FIFZDMOANABY—NICERINZI T TRy bHEENET, UV R/
—REIEFLULWY A FZEBIMLESZEIE. Y TRy bOEH. £IETVy Ry b
D—OANDY T2y FOEBMABREICHEZ ZERHD £,

NEBDHD

* Grid ManagerlZ I3 R— TN TWVWBR T SO EFRELTH A V1 VT I3RELNHBD FT,

* Maintenance % 7ld Root Access 1ERDHRE T,

* FOECIZVINRTL—IDUETT,

cREIZHITRY DX Y FT—UF7 KL X% CIDRKREETIBET D2HENHD £,
CDRRIIZDOWVWT
FLWH TRy bOENMZECIERT V7« ET« Z2R1T9 2581, H5RFIE Z2Bmd 3aiicHmLVnWI U
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Y RYTRy BT ZHEDHD ET,

FIE

1. [* Maintenance (X> 77+ > X) 1>[ Network (*%w k7 —7) 1>[* Grid Network (*'1Jw Rxw kT —
7)

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Network (eth() for each

site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Gnd
Network gateway.

Subnets

Subnet 1 10.96.104.0/22 ==

Passphrase

Provisioning
Passphrase

2 Y7y bDIVRNT, 75 REEE2IU v I LT, CIDRIRIEOFLWLWH TRy FEEMLET,
TceZiE. CAAILET 10.96.104.0/220
3. 7O IV NRTL—X%"ASL. *Save*%®o 1) w2 LET,

FBELIY TRy bH. StorageGRID ¥ X F LICK L TEHBINICRESINE T,

P7RLAZEBELTVWET

ZEY—IZFERLTI VY R/ —RDIP7RLRAZBET DL T, Rry hTJ—
mE%¥ TCETEJ,

)y FOBARICHRESNRY N —UOREZEETBICIE. IFEACDHZE. IPEEY—I)LZFERT
BDUEBELHDE T, 2D Linux 2y b T7—2J A7V RELV T 7ML ZFERLTFHTEET D L. IRT
@ StorageGRID H—E X ICEELRRMINGH 7D Py FIL—FR. UT—Fr /—FRUANJFIED
RITRICEENERDONIDTEZEHHD £T,

@ JUVYFRDINTD/ —FDTVy Ry hT—=JIP7RFLAZEETBHEIE. JUy R
LR THAIBFIE =2EBALE T,

"J)y FRDINTD/ —RDIPY FLZDEE"

TJUYy Ry bT=0H TRy MR MDHEEET BI5EI1F. Ty FYXx—vzERAL
@ THRY T —IREDEMTLIBEEZITVE T, Uy xRy hU—URERME HRETY

Jy RIX=—DwICT77ERATERWVWIGE, FRBITVYRRYENT—TIL—FT 1 VT DEE

CEDMDRY FT—IEEZRAKICERITISHEIE. PEBEY—IILZEALET,
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@ IPEEFIE (I, FlEZzHSFIE OFRMEDRHD XTI, J) v FO—FRIE. FHLLRENER
CNBETHEATEIRVGEDRHD TT,

CA—HRYb e AVE—TTAR*

ethO ICEIDYHTHENBIP 7RLRIE. BICTVYR/ —RDITIV YRRy RT—TIP7RLRICEDZE
I, ethl ICEIDHTENTWBIP7ZRLRIE BICJVY R —ROBEX Y, IJ—2JIP7RLRT
o eth2 ICEIDHTHENTWVWBIP 7RLRIF. BICJVYR/—RDISATVRRYRNTI—=TIPT7RL
2T,

StorageGRID 7 7S A 7V ARBRED—EBDTZY T +—LTIE. ethO. ethl. eth2 h'\ TuUDTV v
THERINZT7IIVT— A B—T A ZACYPIRE/IVLAN 1 R —T 1 ADRY RTHBIBEDHD
I CcNBEDTTY T #—LTIE. *SSM * Resources *X 7|Z. ethO. eth1. eth2ICNZ T, D1 > X2 —
TTAREDOHETENTWBR I Uy Ry hT—0, EBBIXYNT—D, BLUVIZA4T7V b2y T —2
DIP7RLANKRRINDZEHHD £,

- DHCP *

DHCP IFEBA TV T —X THDABRETETET, BEEICDHCP Z#H/ET ALl TEE A UV R/ —R
DIP7RLR, TRV NIRRT, BLUVTIAIN M — b4 %2ZEETZ35H81F. P7RLIAZEFIE
EEATINENHBDET, IPEEY—ILEFRTDE. [EE O DHCP 7 RL XA EEN 7 RL RICHD &

ER

CNATRAZEYT« (HA) JIL—T*

CISATURRY RT=TIPTRLRIE. 95ATY bRy b T=0A4 2R —T 214 ATRE SNTCHAT
W=TDH Ty FUSNCEETBLIFTEEE Ao

CUTZAT IRV NT—=UIPPRLRAZ, 94T bR Y NIT—0OA4V 2 —T 24 A TERESINT-HAY
I—FICE>TED Y THONTBEOREIPZ RL ADEICEETRCIETE A

Ty Ry RI—=IDIP7RLRIE. JUYRRY NIT—=IA 2V A—T A ATHRESNTLWBHATIL
—TJOY TRy NUNIEETZIETTEEH A

cJy Ry NI—=IDIPTRLRZE, JUYRRYNIT—ODAVRA—T T4 A THRESINI-HAY )L—
FICE>TED Y TENTEBEDREIPZRLADEICEEITDZCIETETEFE Ao

EIRE

") —RDRY N T—UREELTETD"

c"BEBRY MIT—ODH TRy M) R MIWTBEMEITEE"

c"JY RRYMI=ODH TRy )R MIWTIEMEIZEE"

* "Linux : BIED ./ —RADA A —T 14 ADEBEM"

"Gy RROTARTD/ —ROIPT KL ZDEE"

J—RORy NI —UBREEETD

IPEEY—I)LEFEALT. 12UED/ —RDXY NI —UREEZTETETET, J

KRR ND—ODHREXZZELIED. BEXY NI—OFKIFZIVZTAT7bRY D

_7%557:”]\ EE\ ﬁUBI%L/TCDTgij_O

VELZHD
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HRAEBELTELMENHD £9 Passwords.txt 771 )L,

CDRRAIICDWT

* Linux

DTV R —RZEEBRY NI =T FRBISTATU Ry FT—=DICHOTEMT 2ERIC,

J — R#m 7 71 )LD ADMIN_NETWORK_TARGET %7z CLIENT network_target % S #iIZ58%E L T L)
BWESIE. CCTHREITIBENHD XTI,

AL TWS Linux 7L —F 1 > F < X5 LTO StorageGRID D1 VX F—LFIEEBBL T,

* 7FZA47 >R StorageGRID 7 7547V ATl #ElA VA —ILEHZI S04 7> M FRLITEEX
w kT —2H StorageGRID 7 7547V AA VA M= TRESNGBL > T-HBE. IPEEY—ILIEITFT
FYRT—O%FZEBMTREIETEEFRA RICTTSATUVRAEXYTFHFYAE—RICLT, V> o%
REL. 7TSAT UV RAZBEDEEE—RICELTH S, IPEEY—IILZFERALTHRY NT—UHREE
EEITRIHENHDET, Ry bT—D UV IDHREICOVTIE. FALTWBR T ISAT7VRADA VR
F—ILBELUVOXYTFURDFIBICHZFIE ZBB LTI,

FEDXRYET—LED1DULED/—FODIPT7RLRA YITRY NIRRT, F'—bDx4. F£7=lE MTU
ExBETETET,

II3ATY bRy b= EFEERY bT—ID5/ —FZEMFTIFHRTZEHTEET,

CUSATIURRY MU FIZBEBRY FT—JIC/ —RZEEBMTSICIFE. TOXYRT—TJ LD IP
TRLRA /YTy cIYR%/—RICEMLET,

CUTAT IRy NI —UFIFBEBRY bW S5/ —REHIBRTBICIE. EDODRYET—T0 LD/
—RDIP7RLR /BTy bR %ZHIBRLED,

gy RRYy bT—ID5/—RZHIKRTZCEIETEEE A

®

®

®

FIE

IP7RLADKHBIITEE R A, JUY R/ —REITIP 7RLRAEZIBTINELNHBES
3. —BHNEHRREIP 7RLAZFERTINELRHD £,

StorageGRID Y X7 LTI VI A>F > (SSO) MEMICH->TWRIEHES. BE/—FK
DIP7RLRAZEEFTR ., (HMBEINITLEMHR XA VETIEERL) BB/ —ROIP7
RLAZERAL TRESNEEBENBEGBRITINRNTEMNCED XS, /—RIcH1>1Y
TERLABDET, PPRLAZZEELRS. 9 <IC Active Directory 7z 7L —> 3 >4 —
EX (ADFS) TZOD./—ROiFAZEFEEEEZHLWVWIP 7 RL ATERFLITHRTEY
ZRHENBHD FF, StorageGRID OEEF|EEZSBL T T,

IPEBEY—ILEFEALTRY NT—2ICINZF=ZE L. StorageGRID 7 TSA 7V ADA >
Ab=ZT77—LTTT7ICRMENET, €D, 7TFZ4 7> 2RI StorageGRID V7~
IT7EBAVAN=ILIEGER. 7TTIA TV ARAEAYTFVRAE—RICLEEEH. EL
Wy D —JHRENMBEREINE T,

1. 7547 VERB/ —rIicOJ 1> L&D,
a MDAV RZASNILZET, ssh admin@primary Admin Node IP
b. [ZEBEINTWVWB/NZRT—FZANILET Passwords.txt 771/l
C.RODIARY REANDL TrooticIDEZX £, su -
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d |[CRBEINTVWBNIT—REASAILZET Passwords.txt 771 o
root LTAYTA>F2. 7AVTEHBHDSEDODET s T 1 4

2. AT REAALTIPEEY —IIL%ZEHL X9, change-ip
3. Oy hrTFOEDaZ>INATL—XEZANLET,

XAV RAZa—PRREINET,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

1.
L
5:
bt
i
'
o
18:

- H

HLE = B
selection: §

4 FTLaVT A ERRLT, BHTS/— RERRLET, RIS, ROWFIHOF TS 2 V&R
LET,
o L IVIIL/ — R —ARITER
X2 H—/—F YA TERLTHOHFTEIRLET
°c*3 U/ — K —RED IP T:ER
c*4* IHAMHADIARTD/ —R
c*5* 1Y RHDIRTD/ — R
"FEICCIRTD/—RZEFHIZEEIE. Talll BRI NAFRICLTHETET,
BIREITOE. XA UAZa—DRRIN. [BIRL7/—F* (Selectednodes*) | 71 —JLRHAE
MM TGERNADNRENE T, UBEOITRTORERF. RSN TWVWSE/ —RFRTOAETEINET,
B XAYAZA—TATS Y *2* BRRL. BIRLIE/ — RO IP/YRY. F— k911, BLTMTU
BHRzRELET T,
a ZXFETEZxY MNIT—UZBERLET,

S VRV o SV A

2 IEERYNT—D

"B IIAT bRy NT—D

"4 IERTORY FT—UEFERTZ . /— KRB Zy bT—04% (Grid. Admin. 7
& Client) « T—2%147 (IP/IRRY. F—rozA4 (MTU) . BLVBEEDE

DHCPICL o TEREINIEAVA—T A1 ADIP7RLAR, FLI7a4vIRE. ¥—brDx1.
FIEIMTUZRETR L. 10X —T 1241 AN static ICEEINEF T, DHCP ICE > TEHRESIN
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TcAVRA—T T AREEEITBELSICEIRTZE. 102 —T 1 XD static ICEEINBZZ &
ZEMTIESGHERRINE T,

ELTERESNTA VA —TIT1 R fixed RETT EFH A,

b. ;TL \MEEERET BICIE. BEOEOFERXTAHALED,
C.IREDEZEZE LABWVEGSIE. Enter ¥F—Z#HL XY,

d F—42481 THDHEE IPmask ZERAL T/ — RSB EBERY N I)—0FEISAT7o by D
—J%HIBRgBICIE. T™dJ F7iE 10.0000*1 EAALFET,

6. BEITBZIINTD/ —RZRELS. T*q* ] EANLTXA U AZa—ICRDET,
ZTEABRIE. 7V 7 EITEATNZ ETHRESNE T,

6. ROWTNHDA T arHEFERLT. TERNBEZREELE T,

* 5 EBEINTEHEBOAZRTIBLDICHBREINTENOREZRTLE T, EEIF. ROBEHHIIC
T &DIC K& GBI TR (HIFR) THEAXRTZINET.

Admim L
Admin Gateway [
Gateway [
Gateway [
Gateway [
Gateway [
Gateway [

MTU

MTU

MTU

MTU

MTU

MTU

Press Enter to continue

° 6 IREANBZHNICKT L. RELUHRZRTLET. BEIFE. & (B T3k (HIFR) THEHERE
RENET,

—EOARYESA VAR =T A XTIE. BMEEIRARDELIETREINSHS

()  p®0ET. ELCERSNBL0ICIE. BB 32— SFILISA T MIBES
VT100 TRT =T =T 2 2% W R=rLTVWRRENHD T,

1. 273> *7*2#FRLT. IRTOEBEZRLEL XY,

CORGEEICE D ERDEST TRy bZEFERALTVWARVWGRYE, Uy Ry D=0 By T —
I VAT Ry b T—=ODIIL—ILICERDEWVWC EZHRLE T,
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CDFITIF. BWEETIS—IEREINTULET,

8. BEEICEME LIS, ROVWTNHDA T 3> EERLFT,
8 BEATNTLWARVWEEZREFLE T,

CDATa>eERTH L. BATNTLWERLWEEZRS AL, IPEEY-IILZRTLTHL
THEFTEE I,

10 FLWVWRY FU—IOREZEAL T T,
9. 723> *10* ZERLILBRIE. ROVWTIhHDA T 3V ZERLEFT,

° *apply * I MBIZIGEL T, BEXLBICEAL. &/ —FZ2EHNICBESHLET,

FLLRY FT—ORETYIENLEENTERZEIX. *apply * ZFRL T EEZTCITEAT
TET, HBEICISL T, /—FHEFNICBESH NE T, BEHHVEL/ —RFHRARREINET,

° *stage* : /— RHREIFHTHEBIND L ESICEEZERLET,
FLOWRY hO—OBHEEEESE 3 7-DICR Y FU— U8R EYEBN X IXMRENICEEY ZH0E
NH3%B1F. *stage* 77> a >z FRALTEEZRITS ./ —Rzdvy bEU Y L. BELGIE

XY RID—OEEZTH>T. FEZRITS/ —RZBEFTIVLENHDET, CN5DRY LT—
VEBEXE{THTIC *apple] Z:EIRT D . BE. BEIFEBLET,

@ stage* A a>EFERAT3HEIF. Y XTLOELEER/NRICINZ 27DICRT—
VTR CII/ — REBIEETIHNELNHD F T,

cr Xyt * (IRFRFETIERY N T —JICEBZMRABRVWTLEEL,

RELEZEED ./ —RFOBEEFENEBE TEINESHIDHFRATH 3%55E. I—FANOEE%X H/\E
IR B T-DICEFTRERATETET, T*CANCEL* ] ZFBIRTRE. XA U XZa—IlRDH. BFE
ABANMFIEINBZDT, B TERATETET,

apply * £7z1d * stage * ZBIRT B L. HLLRY NI T 7 IILHERETH. 7O 3=y
IMHEITEIN. /—RFHPFHLWMEEBRTEFRINE T,
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7OE 3= IRl BN ERAINILEEDRT -2 AHAICKRTEINE T,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

ZEZBERILIIRT—IO20F38. VY FREDEEZRITTHLWIANINY T—IhERE
nxE9,

10. Trstage* ] Z3ERL1HEIF. 7OES I Z VIR T LEH EICRDFIEZETLE T,
a Ry h7—=2I1Z0 L THELRYEN FIMRENBZEEEZITVET,
"YPEERy b= DEBE* I HEBICIGC T, YERY b —JICEBZMA. /—RZREICTY
vk RIVLET,
Linux: / —RZHHTEEBRY NT—0FIEISAT7 0 2y FO—2IEBMY 2581F. TBEED ./
—RADAVR—=T 4 ZDEMI DFHBICRE>T. A EF—T A ZADBMEINTVWE e ZHERELT
T2
a HEEZITI/ —RzBiEEgL£d,
N ZBENTET LS. 101 ZFRLTIPEEY—ILZRTLET,
12. Grid Manager B 5FHLWUANU Ny =2 Ao O0—RLET,
a. [* Maintenance * (X>77+>2X) ]>[*System* (X7, *) ]>[*Recovery Package] ('JA/N
Ny ir—%)
b. 7O 3aZYINZATL—XZANLET,
RS

"Linux : BfFD ./ — RADA VA2 —T 14 ADEM"

"Red Hat Enterprise Linux ¥7zl& CentOS #1 > XA +—JLLE 9"

"Ubuntu £7:-|& Debian =1 > X b—JLL X3

"SG100 SG1000 —ERT7FZ1 7> X"

"SG6000 R kL =27 FS5A4T7 R

"SG5700 A AL —2F FSA TR

"StorageGRID DEE"

"P7RLRAZRELTWVWES"

BERXY FT—0DF TRy bR MIXNTBEMEIBEE

J—ROBEXRY bD—0H Ty MU T, 7Ry FDEM. HIFR. FLIIEE
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ZIID22LHTEET,

MBRHOD
c ZAEBELTHELMENHD £9 Passwords.txt 771 o

BERY FI—OH TRy MJRMT, IRTO/ —RIZHLTH TRy FDEM. BIFR. FIFEEZITS
ZEHTEFT,
Flig
1. 72547 VERB/ —RriCOJ1>LES,
a XOIARYRFZASNILEFT, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—FZASLEXT Passwords.txt 771 J)o
CRDAYY RZANL TrootiCIDEX£F9, su -
d [CEEINTWVWB/NRT—RZASILZET passwords.txt 771/l

root& LTOJA>93E. FOYT B SEDLDERT $#K7T 1 4

2. kDAY READLTIPEEY =)L R L XTI, change-ip
3. Oy rT7OESa = IONRTIL—XEAALET,

AA I AZa—DNRREINET,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, 80 you can resume later
CLEAR 81l chenges, to start fresh
APPLY changes to the grid

Exit

i
3:
iy £
5:
'
i
'
o
ia:
:H

Selection: E

4. BRBICIGU T, WIBERTITB Ry bT—T T/ —RZHRLET. ROVWTNHOZBIRLFT,

CBFERITIBHED/ —FTI1IINE—ZBRBTRHEI. *1*ZFRLT. RETS/—FE&E
RLET. RoWwThh DA T3 >Z2BRLET,

= LV — R (BETTTER)

=F2* LIV =R (B R TER LD CICHRETTER)
"3 1oV —R (BRED IP TER)

"4 IHAMRDTRTO/ — R

"*5* LUy RROIARTD/ — R

"0* IRDETY
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© TALL ) Z#BRLICEFRICLE T, BIRDTT I3 L. XA U XZa—EHEIPRTINE T, [FER
L7c/ =R 1 714—ILRICHLVERASH RSN, BIRLICIRTORELNCOEBISH L TD
ARITEINET,

S XA Y AZa—T, BERY MI—IDH TRy b2iRETZA T a>EERLET (FF>3>*3*
) o

6. ROWTNHZZEIRLF T,

o HJRw hEEBMTRHSIIIOIAT Y RFZASTILET | add CIDR
e 7Ry FEHIRTZE/IXOOANY Y RZEAANLET | del CIDR
cHITRY FDURMEBRETIHEIE. ROOAYREZASILET | set CIDR

@ ATV RTE. ROFRCTEEDT L XEAATEIET, add CIDR, CIDR
5] add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

FEREN) ZfERA L TUBICAALIMEZREDANTOY T MIHUHL. BEICK
CTRETS T, AHOFHZEL LD TEET,

RDANDBITIE. BERY b T—=0H Ty FUIMIY TRy bZEMLTVET,

7. BEHTEB. T*q* ) CAIDLTAAM XA Za—BEEICED 9., EEABIX. 77 £HISER
INBETHRIEINET,

@ FIE2T MINT) O/ —FERE-RFZBRLIIFEIE. Enter* (*q*7%&L) Z8]L
T. URAMARDRD/ — FICRET2HENHD ET,

8. ROWTNHZZEIRLFT,

AT ar 5 EERTBE. EESNIIERDAZRTY D IeHICHBESNICHAICRERBTH K
RENET, ROBAGPUSTI L SIS, BEIFHR (EBM) F7clER (HIFF) THEEFRRINET,
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DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

AT arr 6 eBERTIE. RELBZRTIHHNIBERABHNRTINT T, EEIL. & (&
m) F7idAk (HIFR) THREARTZINE T, " —8OX—IFILITIal—4TlE BDELED
X TEMEHIBRNRTENZHEDHD £J,

IRy MIRRZEELELSETBE. RDOAYE—IDRRINET,

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this

caution.

NTP BLUDNS H—NDOH TRy bRy NT—JICEHREICEID HTHRH >7c15H. StorageGRID
FERORZA ML=k (/32) ZBEMICERLF T, 2 RXIE. DNS H—/NFXT7iE NTP H—/1A
DT RINTY RIEFUC 16 £l 24 )L — ~Z AT 2551, BEINICER SN/ /32 )L— %
HIBR L. BERIL—bZEBMTI3H8ENHD T, BENICERINIZERZ ML— FZHIBRL AW
E. BTy FURMOEEZBRALIEHEHEDIL— FHMRIFEINET,

@ CNSDOBEIHRHESNICARIML— MIFERATESE TN BEIR. BERZREERT B7HIC
DNSIL—hE NTPIIL— FZFEFTREST D2HEBEDHD X,

9. 723> *7* ZERLT. IRNTORBHNAEEEEZRIEL X,

CORRGEICE D, BERTB Y TRy b 2RISR RE. JUy Ry bT—0 EEXY ~D—0, U5
ATV Ry bT—=IDII—ILHERICEITINE T,

10. REBICIGEC T, A 72ar*8 5 BIRLTRT—S VI SN ITRTOEEEZREL. B TR CEE%R
HBITLE,

COATarveERATH L. BATNTLWERLWEEZRS R, IPEEY-IIZRTLTHET
BEFHTETET,
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. xowgFnhzE£TLF7,

CHLLWRY MY —IREZREICITERAETICTIRTOEEZI )7 I258I1F. #F>3>*9*
ZERLET,

c EBEZEAL. FILLWRY FT—IREZTOED I ZVIT2E BN TS H. 723> *10%
BERLEI. 7OED 3= Tl ROBDFIDE SIS, BEFHNERATNTULBIRRIHANICKTR
cNnEd,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Grid Manager B S5#FT LW ANU Ny =747 O0—RLET,

a. [* Maintenance * (X>F7F+>X) ]>[*System* (XFL*) ]>][*Recovery Package] (U AN
YNy ir— %)

b. 7O a=Z>INRT7L—X%=#ADLET,

RE:EIBR
"P7RLRAERELTVWET"

Uy RRy bT—=00H TRy )R MMIXNT Z2EMEISIEE

IPZEY—I)LEFERLT. JUYRRYEIT—=0DOHY Ty b Z2EBMERIZEETS
ENTEET,
WMERHD

c BERTBZ N TEEXYT Passwords.txt 771 Jlo
CDRAIICDWVWT
Gy Ry D=0 H5 TRy )X MT, 7Ry FOEM. HIFR. £HIEEEETSENTEZXT, B
BT, JUYRROIRTD/ —RTOIL—FT1>TICEELET,

TNy Ry D=0 HTRY M)A MNDAZEEETIHEIE. FVYy RIR— v EFERL
C) TRY N IT—OREDEBMELIFEEZITVWETS, Uy RRy NT—URERE HNRERTY

Dy RIR=DvICT7I7RATERWVES., £REITVYRRY D= —FT 1 VITDEE

CEDMDRY T — O EBZRARFICKTIZEEIE. IPEEY—ILEZFERBLEY,

F&E

1. 7547 VER/ —ricOd1>LEd,
a XNDIAYYR%ZANILET, ssh admin@primary Admin Node IP
b. |[CERBHEINTWVWBE/NRT—RFZANLFT Passwords.txt 771/,
C. DAYV REASL TrootictIDEX £, su -
d ISR INTVWEINZIT—REANILET Passwords.txt 771 Lo
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root& LTOJA>d3. FAYT BN SEDLDET s &7 !

2. 00OV RZANDLTPEEY —IILZRE L £J, change-ip
3. Ay rTFAOES I Z I NRTL—X%ZAALET,

AL AZa—DNRREINET,

Welcome to the StorageGRID IP Change Tool.

Selected nodes: all

1:
2
<[
iy £
5:
&
" s
]
]
1
a

a:

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

SHOW full configuration, with changes highlighted
VALIDATE changes

SAVE changes, 80 you can resume later
CLEAR 81l chenges, to start fresh
APPLY changes to the grid

Exit

Selection: E

*4*) o

®

ROWFNDZRIRLF T,

#o

JUY Ry hT—=0H T2y PUIMINTBZEEIF. 7))y FRFICRMENE T,

e Ry FEEBIMTRHE/IIXKOOANYY REAANLET | add CIDR
o JRw hEHIR TR HEIIIODOAT Y RZEASTILET | del CIDR

cHITRYFDURMZRET 3HEIE. ROOAYYFZASLET | set CIDR

@ OY Y RTlE. XOFEKTEROT7RLXAEZANTEZX S, add CIDR, CIDR

f5l add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

AAAZa—T VYRR MT—=0DY TRy b2iRETE2F T ar=zBRLET (A7 ay

FEXRE) ZERAL TUFNCAA LIBEZREDAAN 7O T MU L. BEICIH
CTHREIBIET. ANTDFHZES D TEX T,

ROAIBTIE. VY RRYy D=0 TRy MIRA MDY TRy b EFRELTVET,
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6. M TE/H. T*q* ] EAALTAA U AZa—EHEICED T, ZEARABIE. U7 £/-I13EA
SNBETHREEINE T,

. ROWITNHZERLE T,

AT ar 5 EERTBE. EESNIIEEDAZRT T D IeHICHBESNICHAICHRERBTH R
RENET, ROBAGNSTI L SIS, BEIFHR BM) 7R (HIFF) THEAFRRINET,

c AT ar 6 EEIRT B L. RELURZRTTHHNDIREABHRRINE T, TEIL & (&
m Fflddx (HIFR) THRAXRTEINE I

@ —EDARVESA VAR —T A ATIE. BMEEIFEHAIIRDELIRTREINSGSE
NHOFET,

8. 772 ar*7* ZERLT. INTORBHNEEEZRIEL XTI,

CORRGEICE D, ERT B Y TRy b AT RE. Uy Ry bT—0 EBXY FT—0. 75
AT Ry bT—=TDIIL—ILHERICEITEINE T,

9. MEBICIEL T, 7723V *8ZBIRLTRT—IP VI SN IRTOEEZREL. BTR->(EEZ
BATLET,

CDAT 3 ERFERTRIE. BHINTLWAVWEEZRS R, IPEEY—IILZTLTHET
BEHTEEY,

10. XoWwgnhrZzRTL £,
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CHFHLWRY M —UREEREFILIBBRAETICIRTOEEZI VT I3561F. #7>3>*9*
ZERLFET,

cEBFZEAL. HLLWRY T —IREZTAOEDa VI I3EENTE O, #723>*10%
BEIRLEY, 7OEDaZ>Jdhil. ROBHFIDE SIS, BRANAERAINTULWBIRKRIHNICKT
TNEY,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
M. gy RRYy FI—UDEERICA T3> * 10 ZERLIBEIE. ROWVWTIHODA TS 3> E&ERL
EJC I
° *apply * I MBEBICHLT. EEZLIEBICEAL. &/ —FzENICBEELE T,

AN BEEZRLTHLVLWRY FT—IRENHVRY T —URE L ERICHET 2HBE1F. *
apply * A 7> 3>z FERLT. REDEEZRLICEENLITZ N TEEFT,

> *stage* : /— RAREBESHINDZESICEEZERLET,
FLOWRY U= UBREKESE3DICR Y FT—UBREMENF CIXMRENICEET 20E

NH3551F. *stage* A 7> a azFRLTEEEZRITS/ —RZzvy MUY L. RERYIE
vy hND—OEEZTo>TC. BEERITZ/ —RZ2BESITINELNHD FT,

@ stage* 7 7> a3 VEEATZHBEIE. Y RXTLOERLEER/IRICINZ 3 7-HDICXT—
DUTBTCIC/ — R BIREETIHENDHD XTI,

Ryl THBRTRRY b7 —JICEBZMRABVTLREE L,
RELILEED/ —FOBEZHELTEIDESIHDTRATHZHEIE. I—FANOXZEZR/NR

ISR B 7-OICEEZEATEF Y, T*CANCEL* ] ZFBEIRTB L. XA XZa—ICRD. EE
ABIMERIFENZDT, BRTEATEE Y,

BEZBRILIBRT—I27F28. VY FREDEEZZITTHLOWIANINY r—IhEpE
nx9,
12 TS5 -HRETREMFLELIIZEIE. ROA TS 3 V2 ERATETET,
CIPEEFIE ZHRIELTAXA A Za—ICRDICIE. T*a*] CAALFT,
c RELTAIBZEBEITIAICIE. T*r ) CABDLET,
° RDOMIBISETICIF. *c* EABLET,

KMLUTAIBIE, XA XZa—Dm5FTF>a>* 10" (EEDER) Z:FRT 3 TRTHRIT
TEEJo INTOUENEEICKTISET. IPEEFIEIEITT LEEA

cFHMTONA (/—FDVT—bRY) BMBEREEIC. YV—ILTREREEHEENTARENERRIC
BIERICTET LIEZ e o1cma8E. T CADLTZDRFZRINEY—T L. ROMNIE
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ICEAF T,
13. Grid Manager "'5#FH LWU ANU Ny Tr—S% Ao O0—-RLES,

a. [* Maintenance * (X>7+>X) ]>[*System* (X7 L *) ]>[*Recovery Package] () 7/
DINwir—*)

b. 7O 3=V I NXTL—X%ZANLET,
@ DANYNYTr—T 74 )LICIE StorageGRID & X T LD T —R 5T 3 -0 DIES
F—ENRAT—=RHREENTVBR D, ZRIRETIHNELHD EFT,
BEEIE IR
"P7RLAZRELTWVWET"
Linux : BIZD ./ — RADA >R —7 1 ZADEM

BIICA VA R=ILLEBD 2 FLinuxR—XD / —RICA >V E—T 4 R%8MY 356
&, COFIEZERBITH2HRENRHD XY,

A > 2 ~—)LEFIC Linux /RR b ED ./ — R 7 7 1 JL T ADMIN_NETWORK_TARGET £7zl&
ADMIN_NETWORK_TARGET Z&&E L AN > 1HmEIE. COFIE ZFERAL TA > E2—T7 1 RZEBMLE
o /—RHEBR7 71IILOFEMICOVWTIE. FHLTWALnuxARL—F« »J > XF7 L TDStorageGRID
DAVAR—=IFIBZBRL T ZEL,

"Red Hat Enterprise Linux £7z(& CentOS Z#1 > X b—JLLE T

"Ubuntu £7z13 Debian =1 > X F—JLLEX "

COFIE F. /—FATIERLS. FILLWRY FT—=JBIDEHTHRELR/ —RZRZX ML TW3S Linux #—
NETERITLET. COFIE TEMINZDIE/ —RETTY, MORY FT—INSTAXA—R%ZIBELLD
9B RAELT—DRELZET,

TRLRABREZEET BICIF. PEEY I Z2ERIIBENDBDEI, /—FOXRY FT—IREDESE
ICEAT3BMESRMLTIRT L,

"= RORY FI— U REEEET 3"

FIE
LHLOWRY FD—JBIDETHARER/ — RFZRIFLTWALinux—NICOJ 1> LET,
2. J—FRBR 771 %ZHRELEXT /etc/storagegrid/nodes/node-name.confo

(D) #oxy FI—ASX—SEEELAVNT LSV, BETS—HRELET,

a LRy bhT—=0%—7y FZEBMLET,

CLIENT NETWORK TARGET = bond0.3206

b. 77> 3> I MAC7RLRZEBMLET,
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CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. node validate Y > R%ZE{TLE Y, sudo storagegrid node validate node-name
4 BREETS—=ZIRTHRLET,

5. nodereload AV RZERITLFJd, sudo storagegrid node reload node-name

BEIBR
"Red Hat Enterprise Linux ¥7cl& CentOS #1 > A —JLL E 9"

"Ubuntu £7z|% Debian =1 > X k—JLL X"
"J—RDRY N T—UREEEETB"
gy RROITRTD/ —RDIP7RLADESE

)y RRADIARTD/—RDT )y R2 Yy IT—UIPT7RLRAZEETINELNHS
Bald. ROBREFIE ICRSBELAHD £, FIE #ERALTI Yy RLEDT )y
Ry rD—2JIPZEEL, ALD/—REZZEITBZICIETEEHE A

WMERHD
c HEHELTHELHUNENHD £ Passwords.txt 771 o

CDRRAIICDWT
J)y RBEBICEETELSICTBICIE. TRTODEEZ—EIITOSHELNHD X7,

@ COFIBERR TV RERY FT—IDHTY, COFIEZERBLT. EEXRY bT—TF
I ZAT7 Ry b T—ODIPT7RLRAZEET B LIFTERE A

—FHDHA D/ —RDIP7RLRAEMTUDA % EET 358IE. /— ROy N I—UREZEZETSF
NEICTREVE T,

FIE

1. DNS ®° NTP DZEE, VU1 >7F> (SSO) HREDEE (FHLTVLWBIHE) A, IPEEY—
IWEFERALBWVWEEICDWTIE. FRIICFHBEZIITA2HELHD £,

C) BEONTPH—NADEHFLWIP 7PRLRATIUY RICTIVEATERLLRBIBEIF. IPD
TEFIE #ETIBRMFHLVOWNTP H—NZEBML F9,

@ BIZFIE O DNS H—N\HFHLWIP P RL XTI U Y RIZTIERTEHLLRZIHBEIE
IPDEEZITOENCH LLWDNS H—NZEML T,

StorageGRID & X7 LT SSO W E#ICHE>TH D, MEEFAEEEN HRINZ R
SEHIR XA VETIEERL) BB/ —ROIPT7RLAEFERALTRESINTVLRIHEEIE.

@ Active Directory 7z 7L —>3>H—EX (ADFS) TINSDREFN BEEEZEHR
FIIBRETIEBELTHEETET, PT7RLREZZBELEBAIEICICRBRENE
9, StorageGRID DEEFIEEZBBL T EEL,
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(D) #BUSLT. HLL P 7 RLZADHLLY TRy FEBMLET,

2. 74 VER/ —FICOJ1>Y LET,
a XNIAYYR%EANILET, ssh admin@primary Admin Node IP
b. [ZEREHINTVWB/NZXT—FZANILZET Passwords.txt 771/l
C.RDIAXY RZASL TrootiCtIDERX £, su -
d (CRHEEINTLWBENRT—RZAALEXT Passwords.txt 771 )L,

root LTOJA >3, AV RDBDESZEDLDFET s#R7T ¢ 4

B XRDAR Y REANLTIPEEY —ILZBH L XTI, change-ip
4 Oy FhTFOEY I ZVINRTL—X=2ZANLET,

XA VAZ2—DRRINET, TI7AINEFTIE. DRERINZET Selected nodes 7+ —JL RIXICEER
EEINEXT alls

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet liste

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, so you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

L3 b
PR T

b
L1
o
7
]
]
1
f

a:

Selection: E

S XA ARZa—T M*2*] ZiFRLT. IRTO/—FDIP/BTRYy IRV F—bDJxA. MTU
BmERELE T,

a1*ZERLTIV YRRy b T—0ZEELE T,

BRNTET T, /—RE JUYRRY NT—=0% T—RZA14T (IPIRRY. —+Dzx
1. FRIFMTU) BT7OVTMIRTEINET, BLUVREDE,

DHCPIC& > TEEINIAUVA—TTA1ADIPT7RLAR, FLI7a4vIRE.X¥—boxa. Fi:
IEMTU ZiRET DR L. 710X —T 1 AN static ICEEINF T, DHCP ICL > TEREINI-RA
VR—T A4 AN, BEHNRTEINET,

ELTERESNAVA—T MR fixed RETT EH A,

a FHLWMEZRET BICIE. BEDEOFERTAALET,
b. ZEFTZIARTD/ —RERELS. T*q*] EANLTXA U AXZa—ICED F T,

ZERBIF. ZVT7FLIZEBBINS T THRIFSNE I,
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6. ROVWITNHA DA T 3V ZBIRL T, BEERB =ML T

* 5 BBEBINTEHBDOAZRTI BLDICHRINIBENOREZRTLE T, EEIF. ROBEHHIIC
T EDIC K& GBI TR (HIFR) THEAXRTZINET.

IP - 2
MTU 1688
MTU 1688
MTU 1688
MTU 1688
MTU 1688
MTU 1688
MTU 1688
IP
IP
IP
IP
IP
IP
Gateway
Gateway
Gateway
Gateway
Gateway
Gateway
MTU
MTU
MTU
MTU
MTU
userna z i MTU
Press Enter to continue

.264/21
.245/21
.260/21

21
o=

2
. 2]
2
. 2]
2
. 2]

° 6 IREABZHNICKT L. RELBZRTLET BEIF. & (B T3k (HIFR) THEHERE
RENET,

—BOIATY RS Y1V E—T 1 XTI, BMLHBRIRDELETRINEHE
()  rapEv. ELLERSNBLOIE BRTEE—SFILI 517> MBS
VT100 TRT =T —=7 Y R%EYR— L TWSREN DD T

1. 273> *7*2#RLT. IRTOEEZRLEL XY,

COREEICED, BRI B T TRy b ZFERLABVELSI BRI VY Ry bT—JDIIL—ILISER LA L&
DEJ,

COFITIF. BEAETIZ—HREINTVET,

CDOFITIE. BEEICARRLTULWET,
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8. WRELICEMLI=5. T*10) ZFBIRLTHLLWRY N —UREEZBEHALET,
9 RIC/—RE=BEMLI-CIICEELZERTSICIE. *stage* Z3&RLEX T,
@ [*stage* | ZFBIRTBZIMNENHD 9, FEIX /IS * stage * DL DIC * apply * Z3&E
IRLTO—I 2T )ZRRZ—=bEETLEVWTLIETVL, Uy RHAEBICESHL £ A
10. ZEHZET LS. 0EBIRLTIPEEY—ILEZETLEY,
N IRTO/—RZERICOYyY MEOVLET,
@ ITARTO/ —RHEEFICELETEESIC. FJUy ReFEE—EICS vy M TV TRIHE
KHDET,
12. 2y R =210 L THRERYIBMN F 2 IXREHNABREEEZTVET,
13. IRTDIT VY R/ —RIMELELTVWBR e ERRLE T,
4. §RTHO/—ROEBBREZAICLET,
15. )y RAEEICEE L5, XOFIEEETLET
a. FILWLWNTP H—NZEBMLEHEIE. UV NTP H—NDEZHIFRL £9,
b. 1L LN DNS H—N\EEBIML7HEEIE. BV DNS H—NDEZHIRL £,
16. Grid Manager BS5#T LW ANU Ny =% A7 00— RLET,

a. [* Maintenance * (X>7+>X) ]>[*System* (X7 L *) ]>[*Recovery Package] ('J#A/\
DNy ir—o %)

b. 7O a=Z>INRT7L—X%=#ADLET,

REER
"StorageGRID OEIE"

"= RORY RT— U REEEET 3"

Ty RRY RT—o DY THy R R MIHT BB E e ISE B
YUY R —RES vy hEYYLTOES”
DNSH—/NZHELTLET

IP 7 R L X Tld% < Fully Qualified Domain Name ( FQDN ; T2 R X1 %) 7K
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2. BBICIELC T, Servers to>3>T, 7y IT—hEEMTSH. DNSH—NIT> U EHIBRL
ER

PARTCIDBRLLEDH2DDODNS H—NZIEETDIEXMRLEFI, DNSH—NIFZ6 DETIEET
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3. [1R7F (Save) 122U vILET,
BH—J1)y R/ —RTODNSKREDEE
RESATIO—NILUIRXAR—LYZATL (DNS) ZERET 3RO XD
D7 hZRITLTIV YR/ —RIEICDNS ZRET A ENTEET,
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1. 754<VER/ —RrIicaAJ1>LEY.
a XOIAR>YRZASNILET, ssh admin@primary Admin Node IP
b. [ZEEEINTVWB/NZIT—FZANILET Passwords.txt 771/,
C.RODARY REANDL TrooticIDEX £9, su -
d (CEHINTVWBINRT—RZAALEXT Passwords.txt 771 )L,

root& LTAJA >3, FAYT B SEDLDET $ 8T 1 4
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€ SSHI—> x> hCSSHWERZEMLET, ANNTSITYY R ssh-add

L ICEBEEINTVBSSHY 7 ERNRT—RFZ AN LET Passwords.txt 7 7L,
2. HRRXLDNSERETEH IS/ —RICAJ1>LET, ssh node IP address
3.DNStEY hT7YyTRUV T ZEITLET, setup resolv.rb.

27T eh 6. HR—bFEINBZ3ITYRO—EBENRETNET,

Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all
remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']
[ 'remove nameserver <ip>|remove nameserver

all|save|abort|help’]

4. XYy FT—=DICR XAV RX— LY —ERZRMIT BT —NDIPVA7 L RZEMLET, add

<nameserver IP address>
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LBEWVWTL STV, UEID/N—2 3 > D Windows DX A L —E XISBEN+72 TRV,
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B F—RDEHINZFTHEVAIEMENHBD £9, G5HERy bT—UEGEHEIET I EEHINET,
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BIE/ —REEFHAVHTIRY FADIARTD/—R) T, AIVRSAA—FT4)T10%RTLET,
DIA—FT4 VT4, JUVYRFRODBEINTUVWEW/ —RDIPF7RLR%E/—RICIBHLET., UK
D, DEESNTWVWSE/ —RELIE/ —RDTIL—=THT )y REEICBUTI7EATERLSICHD XY,

@ TILFEVYIARRAXAYZ—LIZATL (MDNS) By R T—ITFct—TILICHR>TL
BBEEIE. ML/ —RTCOAXYRSAYA—TA VT4 %2 E2TTI3HERHDET,

FIE
1. J—RIZ7O2EXALTFTz v I LET /var/local/log/dynip.log DBEICEET A X vt —T D56,
f :
[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,

no contact with other nodes.
If this warning persists, manual action may be required.
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ENEY,
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/var/log/storagegrid/node/<nodename>.log 7 71 Lo
2. DEEICEAT A XA v E—UPEDIBLRTIN, RIFSNTWVWBREEIF. XOOAY Y RZRITLET,
add node ip.py <address\>

C CZT. <address\> &, Uy RICEHREINTLWBUE—F/—RFRODIP7RLXTY,

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

B PBEINTUVER/—RICODVWT, XOEEERLET,
o J—ROY—EZIHLBEBINTULS,

° Dynamic IP Service® X 7—43X X &, ZH{TL7=&IC TRunning) IZ7%20D £9 storagegrid-status
ORVRZEERITLET

ey RERADYI =T, /=BT Uy RADMD / — RH ST ENTULAR LRI > TV
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@ #3179 3358 add_node_ip.py COOXY Y FTIFERBIIERL FEA. BRADBELRZD
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RARLRNILELUZIRILDZT7DFIE

—EBD KX > T F > XFJElE. StorageGRID ® Linux £7=1& VMware I8, H2 LI
StorageGRID /R O DDAV R—%> MIBEBE T,

Linux : ILWEZX rADST ) w R — RDIBIT

RAMDAYTFUR (OS Ny FOBERAN) T—RY) Z2FRTITBHRHDIC. TUy
ROBER I FAMEICRHER® RIFT I <. Linux KX T StorageGRID / — R %7
ITTEET,

1 DEIFERD/ —FZ 1 DD Linux KRR ( TY—=XKEZ L1 )WSRID Linux Rk ( TR—=%47vy kR
2RI )ICBITLET. #—4 v b7 RRX T StorageGRID #EH T 2 %m%2 L TH < BELHD X,

@ COFIE 1. StorageGRID BIETHITE Y R— F T3 & SICFHEILIIBRICOAMERATEE
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C) ABBRIETIZ. 1 DOKRIANTEHDI ML -2/ —REZEFLAEVWTLIESTL, FEX ML —
S/ —RICERAODRA MEFERTI . DECNTI-EER XL UHRHEINE T,

BIE/ —FRT—bUIA/—FRE MORATD/—FiF. ACKRIAMIBATEZZENTEET, I
L. BLEA 7D/ —RBERDHD (Fezid. 2207 —hroxA4/—R) HEEF. IRTOIVREY
AZRLCHEZAMIA YA R=ILLBEVWT LSS L,

FHMICOVWTIE. BEVD Linux 7L —7 1 > J > X7 LFE® StorageGRID 1 > X b—JLFIED T/ —R
BITOEMH) 2BRLTIET W,

REEER
"#H L L\LinuxZR X R DEA"

"Red Hat Enterprise Linux £7zl& CentOS #1 > XA b—JLL ET"
"Ubuntu F7zI& Debian Z#1 > A b—JLL E 9"
Linux : Y —XRRZAMHS/—REIIRR—LLET

JVyR/—RZZvy ROV LT V=D Linux KA DB ITIRAR—ELZF
ER

V=D Linux RA R THROIYY REEZETLET,

1. Y=RARIAFTRERITINTVEITARTD/ —RORT—RXZBBLET,
sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1 Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. 81793/ —ROLHIEHEL. FDRun-StateA THNIEELE L £F Runningo
sudo storagegrid node stop DC1-S3

Stopping node DC1-S3

263


https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/rhel/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html
https://docs.netapp.com/ja-jp/storagegrid-115/ubuntu/index.html

Waiting up to 630 seconds for node shutdown

V—RRADS /) —RZIIVAR—btLET,

sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws—-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws-dcl-s3-var-local' if you

want to import it again.

. ZAXAELZXY import command suggested in the output of the ‘export AY Y RZEZE{TLZE

+

ROFIET, COARYRZEZ—7 Y b RARTERITLET,

Linux : Z—4% v hRXA M/ —REZAVR—FLET

V—=RARAMDS /) —REIJVAR—LLES. =45 Y k Linux RRA M/ —R%&EA
VR—FLTHEIELE T, FEFTlE. V—XRARAPEALTOY IR ML= LUX

P4

fD—=0AYR—=TTARTNARIE/ = RBTIECRTEZDE DD 2R L &

EXS

A—4w k Linux RAMTEROOAY Y REEFTLET,

1.

B—=7Y FRAMI/ —RZAYR—FLET,

sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

FLWKRAMT/ —RIERERIELE T,

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique values... PASSED

3. ML —HEELIGEIE. BITLI/ —FERBT 3RS L TIRZTE L,
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FSTIWNSa—Ta0 2 DBERICOVTIE. FEHLTWVWS Linux ZRL—T 1 VI AT LTD
StorageGRID D1 > X h—LFIEZBRL T ZE L\,

EapER
"Red Hat Enterprise Linux £7=(3% CentOS =1 > X h—JLLEJ"

"Ubuntu £7z1% Debian Zr > XA —=JLL X"
Linux : B1T&& / — R DRtR

BITEA/ — RORIEDTT LIS, 2—4 v b Linux KA FTOY Y REERTLT.
J—FRzRmLET,

FIE
1L HLWRR T/ —RZHERBLET,

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. Grid Manager T« /—RDRAT—ZADEEBTHD. TD/—RICHTZT7S—LHFEELTULAEWLT
MR LEFET,

/= FORF—EABBEORAE. BITHES/ — RERLICHRML TS Uy RICBSN
(D) LTuEd, 27—220RETEVBAIE, BRO/ — A —E X ELOREICE S
RVESICTBI0IC, BMO S — REBFTLBNT 2T,

Grid Manager IC7 72 X TERWVBEEIE. 10 3F > THSESRODOAT Y RERITLET,
sudo storagegrid node status node-name

B1TEH/ — RDRun-State" TH 3 Z & ZHESR L £ 9 Runningo

TSM IS RILITT7TOT—HAT/—ROXYTFUR

T—=HAAT/—RIE TSM IRz T7H—N\BEHTT—TZ22—7Tvbed3L5
ICERET DD SIAPIEHTISIVRZX—T Y FETELIICKRETETET, Lo
TARELIET—HAT/—ROR—7y MIEETETFH A,

T—hA4T/—RERIAMLTWVWR T —N\TEEHNRELSESIE. T—N\Z#L. BYRY AN FE
ICREWVE T,

T—HAT AL —=SFNA ADEE
7—h4 7/ —RH Tivoli Storage Manager (TSM) BET7I7EALTWRT7—HATA L= FNA
RCEEDRHZ bbb 21581k, 7—HA4T/—REFTS54ICL T StorageGRID & X7 ATHRR

ENBT7S—LOBZFIRLEFT. TDHLIC. TSMF—NDEBEY—I)L. ARL—JFNA ZDOEERY —
. FlelzzomAzEA L THREZFLLZHL. BRTZZENTEFT,
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NMERATERC BB RICMN)A—SNBZ3 75— LOEEFIRL £7,

BEREHD

Grid ManageriZ g R— b EINTWBR T SO ZFERALTH A VAV TIRENHD £7,

FIig
1. Support > Tools > Grid Topology *%* #R L £ 9,
2. T* Archive Node * ARC * Target * Configuration * Main *1 %*3#RL £9,

3. T Tivoli Storage Manager State | D% I * Offline* J ICZ®L. [ *Apply Changes* 1 #2U w2 L
9,

4 XoTF>VRP5ET L7=5. Tivoli Storage Manager State DfE% * Online * ICZE L. * Apply Changes
*ZO)w I LET,

Tivoli Storage Manager DEIEY — )L

dsmadmc WV —JLid. 7—HAT/—RICAVA+=ILENZTSM I RO 77— NOEEIVY—ILT
Fo V=T IERTBICIE. EANLFT dsmadme 22U w I LET, BEIVY—ILIZIE. ARC #
—EXRBICKRESNICEEI-—TFRENIAT—FzERLTOJ1 Y LET,

o tsmquery.rbdsmadmch5NDAT—X RABFHRZHFE LR TWERATRRTDICIER V) T hZFERL F
To CORZI)TRERFTTBICIE. 7—hA4T7/—RDAIYYRSAYTROAI REANLET,

/usr/local/arc/tsmquery.rb status

TSM EE 3>V —)L dsmadmc DEHAIC DL TIE. _Tivoli Storage Manager for Linux : Administrator % £
BLTLIEE0,

A7V 10 MIKGRICERTETY

7—Hh4 T/ —RH Tivoli Storage Manager (TSM) H—NICA Tz b ZERL. ZDFHAH LHEK
THL. 10MRBICT—HAT/—RHREBERZHERHITLE T, 7707 MHKRENICERTERES (T—
TETAITO TV HPWIELTVWEHREDERET) . TSMAPI ZEDRRZT—HA T/ —RIEHNTER
Wiesd, 7—HAa 7/ —RIFERZBHAITLEITE T,

CORADREETZIETS—LDBAMIAH—EN, EPEZFITET. COTF7S—LZRRTBICIE *
Support * Tools * Grid Topology % #iRL £9, XIC. [ Archive Node * ARC * Retrieve Request Failures
] ZERLET,

FTD TV bHKENICERTETH BRI, 7720 b 2HEL. FIE OHBRAICK>TT—h1T/
—ROERZFI T v O EILITBBEDNHD T, 7720 bHKGEHICERTREDE S H ZHET
Do

Fic. 27200 O —BNICERTETHSBELHAHLIRET A HD FT, CDHFEIF. &R
AICREI DA LERDAIIL 9,

B—A Iz FIE—%ER T3 ILM JL—IL%EFERY % & 5IC StorageGRID ' X7 LHDEREINTLS
BEIC. F0AE—%EHmAHEREWVWE, AT T MIEONTUANITEXFHA, IFEL. T2z 0
DRI ERAREENE S H & FIE THESEL. StorageGRID S XF L% ToU—=>7v ) LD, 7—5h
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AT/ —RDERZF v EILIED, KONEA TP I bDART—REZN-I LIEDTBIHEDNHD F
ERS

272U bHKERICERTRENE SHZHRT S

FITD U CHKREICERTEDNE SH SR T SICIE. TSMBEEBIVY —IILEFERAL TERZITVLE
XS
WMEBRHD

*BEDT7 IV XIERIUNETT,

c HHEBELTHLMENHD £ Passwords.txt 771,

BB/ —RDIP7RLAZESRELTELHBELRHD X,

CDRRAIICDWT

CCTChRIHIBEERTT, COFIE TlEF. 727 bT—TR) 2a—LHMERFTBEICHR D EIEEMED
HIAIBERREIANATEETBZILIETTEEEA. TSM BEDOEHMICOWVWTIE. TSMH—NICEBT 3 R+
XY hEEBBLTLLESL,

Flig
1. &8/ —RiIcAJ1>L %9,
a XROAY>YRFZASNILFT, ssh admin@Admin Node IP
b. (CEBEINTWBINRT—RZAALET Passwords.txt 771 J)o
2. 7—=hA4T7 /= REFmAEEED A TPV FERELE T,
a BEBEOJIF7AIDIMMRESNTVWET ALY MJICBELF Y. cd /var/local/audit/export

TOT4 7REEOYV 7 71 ILD%AEIIE auditlog TS, 1HICIE. 727« 7 TY audit.log 77
TIDRESN. FILLWIT 7AILDMERESNE T audit.log Z7MILH BB EINE LT, RESN
127 71 L DO%&FINIE. RESNARZOERATRLTVWET yyyy-mm-dd. txt. 1HE. RESIN
22_7 7AIEEHRESIN. COWSTERTEEADEEINET 'yyyy-mm-dd.ixt.gz’ sTD BEZREFL £

b. BEGTZEEOI 7 7MINT. 7T—hA7ENATP o b EaRABERD 2/l EZRI X VT
—VEBRRELET, T ZlE. RDELSICANILET, grep ARCE audit.log | less -n

T—=HAAT /=R AT U b aGmAHERVIESIF. ARCE (Archive Object Retrieve End )
EEXvE—JDERT 1+ —JLRIC. ARUN (Archive Middleware Unavailable ) F 71 GERR (
General Error) ERRENET, RITRITEEOS DHITIE. CBID 498D8A1F681F05B3 IZXFd 3
ARCE XwE—UHARUN EWSHERTIRTLTWLWE D,

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM (UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

FHRICOVTIE BEEAYE-—VZHRT2FIRZESRL TSIV,
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- BRPIKRBLIEA TSI D CBID ZaEg#&k L9,

T—HAAT/—RFTHRESNZ A TP b Zz#RIT37DIC. TSM TER NS RDEMER Z
L TESIEHTEEY,

" IFAINAR—RE* (T—hA4T/—RFRIDICHBELET, T—H17/—RIDERRT I
I&. * Support * Tools * Grid Topology *%Z3#IRL £J, RIC. T Archive Node * ARC * Target *
Overview *] ZFEIRL X7,

= FRIORE Y T —hHA T —RICEK->2TA TSz MIEIDETSENTR) 2a— L4 ID ICHEY
LE¥d, AUa—LIDIFANMOELTAALEYT Bl 20091127) #IEEL. 27 —H1TE
BEXyvtE—JIcATS 7 bOVLIDE L TEERLE T,

* *Low Level Name * : StorageGRID Y X T LICK>TA T ¥ MMZEIDH TS M7= CBID ICHE
HLEY,

d ORI zIHh5O097TRLET, exit

3. TSM H—NZFRT, FIE2 THELA TS U bHKEMICERTENE SHZRHEL F T,

268

a. TSMY—NBEBI>Y —I)LicOJ14> LEd, dsmadmc

ARC H—EXBICHRESNIEEI—HYRENAT—RZEAL £, Grid Manager IC1—H% L
INZAT—REAADLET, (A—HE%ERTTSICIE. * Support * Tools * Grid Topology % 3&R L %
9o RIC. T Archive Node * ARC * Target * Configuration *] Z3ZERL £, )

- AT T SHKGRICERTRED E S D 2R L T

72 zlE. TSM7O9F4ET4 QT TEDA TS T DT —ABEMIS—%2RBRETEET, XD
Blig. 70T« ETOJ TCBIDZSEL AT 7 FOBEIRHOREEZTRLTVWET
498D8A1F681F05B3,

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)

>

IS>—DFEICE>TIE. TSM 72574 ET4OJIC CBID BEEINABEVW EHHD £9, BEIC
Lo Tl BRPEKLERORIERICHD TSM TS —AREL TULWAEWLWHEZEOY TRET IMEN
HOETF,

- T T2EDKENICERATETHBHEIF. €OR) a— LIRS TLWEIRTOFTD Y

FDCBIDZ4FEL £Jo query content TSM Volume Name

CCT. TSM Volume Name & EATETHVWT—TDTSMBTY, COIAX Y FOHNHIZRICT
LET,



> query content TSM-Volume-Name
Node Name Type Filespace FSID Client's Name for File Name

DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

o Client’s Name for File Name ld. 7—HA T/ —RDR)a—LID (F7IFTSMD I LI
DLFT ) £ AT T FDCBID (F7IETSMD TFMuD%ET) ) ZHAEHELEHDOEFELT
9, DFD. TY Client’s Name for File Name 7 #—LZFERALZFT /Archive Node
volume ID /CBID., HABIDN1ITEIC. NFTRRINTUWVWE T Client’s Name for File Name &
T9 /20081201/ C1D172940E6CTEL20

Fle. ZRVWHLTL TV Filespace &7 —H147/—RD./—RIDTY,

FAHLERZF v EILTBICIE R a—LICRRESNTVWEEF TSI D CBID. 8&UT—
HA4T/—RD/—F IDHBETY,

KIS ERREERA TV b LIC. FiAHLERZF v EILL. BEa IV REFHALT &
IV bDaE—bkbnicZ &% StorageGRID > X7 LIBRL £ 9,

ADE >V —ILZzERTBRICITEFRIHVETT, AV —ILZz@EYIERLRVE. &
@ 2T LEA RSN T T — DR T SAREMA B D £9. AV FEAANTIRICIE
F+2IFE L. COFIE ICERESINTVWZ AT Y FOAZFERALTLIEET W,
a 7—ha47/—RIZEEOT1YLTVWRWESIE. XOFIEBTOS 1> LET,
LROARYRZANILE T, ssh admin@grid node IP
i. [CEREEINTVBNZAT—REZANLET Passwords.txt 771 )L,
iii. DAY REASIL TrootiIcIDEX T, su -
V. |[ZEEE SN TWVWBNRT—RZASLET passwords.txt 771 /Lo
b. ARCH—EZXDADEA>VY —JLIC7VtXLEJ, telnet localhost 1409

C ATV U MIFTBZEREFv>EILLEXT, /proc/BRTR/cancel -c CBID
C CT. CBIDIE. TSMA'LFHAHEHRWVWA TSV FDIDTY,
FT72 0 bOOAE—RT—TICLHARVES ' —iEIREERIEIF vy oI Xyt —URRRE
NEITERIIF Yy EILSNELEAT DS bOOAE—D O XA T LRDRDIGAICTEET 258"
FT7 U FDEEIZHDES 2a—ILICE > THIBINZ T80 ' Xy —JICR T 3651 0 BRH
FyotllEnEzLL:

d @A 72z bOIE-DRONCE. BLVEMDODIE—ZERTIHENHB L
7z StorageGRID ¥ X 7 L@ TSIV Re /proc/CMSI/Object Lost CBID node ID

C CT. CBID & TSMUY—NDSEHAHEHRWVWATI T bDIDTY node 1D & FeAH LAk
MLI7—HhA4T7/—RD/—FIDTY,

KoNfcA 72z bOOAE-CCICHADIANY RZANTE2HENRHD FT, CBID DEEDA
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HEHTR—bFTNTVLEFEEA

IFEAEDHZE. StorageGRID S AT LIEZED ILM AR O —ICRE>T. AT 0 b F—2DEN
OOE—DIERZ-IEBICHBLE T,

s 7722 bDIMIIL—IILTOAE—%Z 1 DEIFER T L SBEINTVWT, 20IE—H
KONIHZE. 72V b2V ANITEIILIFTEEREA. COBRIE. ZXRTLET

Object Lost ANV RIE. KbNfcA TP T bDAXRFT—AR%StorageGRID > X T LH5/N—2
LEJ,

Z220'1) v L&Y Object Lost ANV RHAERICKET TR L. RDRXYyE—IHBRENET,

CLOC_LOST ANS returned result ‘SUCS’

@ o /proc/CMSI/Object Lost ARV RIF. 7—HAT/—RICEHEINTWVWBRIERAT
IV ML TOAENTY,
a. ADEO>VY—ILZTLET, exit
b. 7—ha4J/—KhB505T7TLET, exit

5. StorageGRID > X7 LT, EROKKEFHDEEZ )Y FLET,

a. 7—Hh+ 7 /—FRK*ARC * Retrieve * Configuration *([C#&)1L. Reset Request Failure Count *% 3&iR
L¥xd,

b. [EEDEA 120 )vILET,

RIS R
"StorageGRID DEE"

RO ERESELET"
VMware : RZEY> > O BHBRFDHRTE

VMware vSphere /\{ N\—/\1 ' —DOHBEEFRICREY S OHBEESH L RVWEEIE. K
I UHNEBTHEHNT L SICRETIBELNHD XTI,

TJUyRJ=ROIVANIVRXLIEHDX > TF > AF|IBE OEITHRICKREBEYS UHABRE L AWVEEIE. O
DFIE ZETTIHENDHD X7,
Flig

1. VMware vSphere Client 'V ') —T. EEINTVWAWMRETYS V& &RL £ 7,

2. R >ERVUY I L. *BEREAY *ZERLET,

JMRET S UL BEFNICEEE NS L S5IC. VMware vSphere /\ 1 /N\— N1 —%BEL X7,
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JV)w R/ —FDOFIE

KFEDT VY R/ —RTHEEZETIZVENHIHEDNHDET, CNSDFIED—
EBIE Grid Manager N5 FATTEEITH. BLALOFIETIE/ —FOITYY R
D5 Server Manager IC7 X T R3HREBELRHD X7,

Server Manager (R TDT U Y R/ —RETERITEINTH—EXDRREEILEZEIEL. StorageGRID >~
AT LATH—EXDEBICHBESLSPRTITBELIICLET, oo IRTODIVY R/ —ROY—EX%ZE
AL, IZ—PMRESNBEEEHNICBRAZAAT T,

@ Server Manager (I3, T Z ALY R— b SIETRAH - TBEICOAT VLA L TLEE
LYo

@ Server Manager TOEENTTY LS. WEDIAT Y Rty aryzEALTOI 7T
TRIBENHDET, ANTBHIATUE exit

IR
* "Server Manager® A 57 —X A& /N—2 3 VDRR"

C"IRTOTF—ERDIRAEDRT—RXZRRLTVET"

* "Server Manager& KU IR TOH—E X ZRRL TLWET"

* "Server Manager& S U IR TOH—EXZBEH L TVET"
* "Server Manager&8 S U IR TOH—EXZEIELTWET"
*"H—EXDREDRT—RREZRRLET"
*"H—EXZELELTVET"
C"FTIATIUREATFRAE—RICLEFT

" —EXZzEHINICKR T LET"

* " —EXORMIEFIZER"

*"R—rOBY Y E>T DHIR"

* "R AZIKRARTDR—FDEBEY Y E T DHIRR"
gy R/ —=RDYT— K"

*"JUYy R/ —RESYY RO LTOVET"

* "R FOERDA T

TNy RADIRTD/ —ROEROA AT ZYIDBERFT"
* "DoNotStart7 7 1 L= fER T %"

* "Server Manager® kS )L a—F4 20"

Server Manager® X 7 —3X A /N\—2 3 > DFRR

gy R/—=RZkI. FEDOT )Yy R/ —RETRERITEINTLS Server Manager DI
FORT—RRALN=2a>VFERRCEFT, TDTVYR/—RETEITINTWLDS
TRTOY—ERDBREDRAT—RABEIFTT X,
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MBRHOD
HFRABLTHECMELHD £9 Passwords.txt 771,

FlE
1. )y R/ —RicOgd14>LET,

a XOIAXYFZANILET, ssh admin@grid node IP

b. [CEEH TN TWVWE/NRT—FZANIL XY Passwords.txt 771 /Lo
C.RODAY Y REANDL TrooticIDEZX £9. su -

d (CEREINTUVWB/NRT—RZANILZET Passwords.txt 771 Lo
roote LTATA >3, ZAYT AN SZEDLDET s KT ¢ 4o

2. 71w R J—=RETERITEINTLSServer ManagerDIRED R T—RX A% XKL E T, service

servermanager status

J1)w R/ —RLETRITEINTLS Server Manager DIRTED AT —X A (RITHEHE S HMCEHRER <
) IEINE T, Server Manager® X 57— 4 AW DIHFA “running 1&. BEICEHINTHBRITEINT
WBERZIZRLTWET, fl:

servermanager running for 1d, 13h, Om, 30s

CORT—RRIF O—AINAVY =T A RATLADAYE—IIRREINBZIZXT—RRALEL T,

3. 1)y R/ —RETERITETNTLSServer ManagerDIBED/N—2 30 %R RLE T, service

servermanager vers ion

REON-2ayhiRREINE T, f:

11.1.0-20180425.1905.39c9493

4. ORI TILHABOT 7T LET, exit

IRTOY—ERDHEDAT—FAZRLTLTVET

JVyR/—FETETEINTLVEZIRTOY—EXDREDRT—HRIFVDTHER
TCEEY,

MERHD
HRELTEMENHD £9 Passwords.txt 771 )L,

FIE
1. Uy R/ —Ricag1>LET,

a XNIAXYKRZANILEXT, ssh adminRgrid node IP
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CEEINTUWB/NZIT—RFZANLFT Passwords.txt 771/,
C.RODIARY REANDL TrootiCIDERX £, su -

CEEINTUWBNZIT—RFZANLFT Passwords.txt 771/l
roott LTAJA>T2E. FOVTEDBHBEDDERT s &7 ©

2 J)yR/J—=RETETINTVEIIRTOY—EIXDRXT—RRA%ERRLEY, storagegrid-

status

frezliE. 7SATUBE—ROBAICIE. AMS. CMN. LUNMS DE T —EXDIRED X T—
AIAPNETHRERTINE T, CcOBEAIF. T—EXRDXT—EZIDBZEDHZETCICEFHFINET,

Host Mame 190-ADM1
IP Address
Operating tem Kernel 4.9.0 'hrlTlhd
Operating System Environment  Debian 9.4 v
StorageGRID Webscale Release 1.0 v d
Networking V 2d
Storage Subsystem v |
Database Engine 5.5.999%+default Running
Network Monitoring ) Running
Time Synchronization .Bple+dfsg Running
ams .1.8 Running
Cmn 1.8 Running
Running
Running
Running
Running
Running
Running
Running
Running
prometheus S 2+ds Running
persistence 1.8 Running
ade exporter 1.8 Running
attriownPurge . .i Running
attrDownSampl 1. Running
attrDownSamp2 1. Running
node exporter 3. ?.D+d Running

3 ARV RSAVICED. *Ctrl*+*C* %=L ZEJ,
4. REBICIHLCT. Uy R/ —RETEFTINTVDIIARTOY—ERICETZEMNLR—rERTLE

ER /usr/local/servermanager/reader .rb

COLR—FCIE #HRICEFINSLAR—- bEELBRIGENT TN Y—EXDXT—ZINE
HOoTHEHINEE Ao

S. ARV R zIABOTT7 IR LET, exit

Server Manager& KU IR TOY—EXZFBLTVWE T

Server Manager DEEENDNERIZENH D £9, Server Manager ZicE#N 5. J'1)
R/ —REDIRTOY—ERBRBEBINET,

HBERHD
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HRAEBELTELMENHD £9 Passwords.txt 771 )L,

CDRRAIICDWT

Server Manager ' TICEITINTWB T U w K/ — KT Server Manager % #C&)9 % & . Server Manager
HEEHL. JUY R/ —RLEODIRTOY—ERDBEINE T,

FliE
1. Uy R/ —RiICOJ1YLET,
a XRNDIAYYRFZANILET, ssh admin@grid node IP
b. [ZEEEINTVWB/NZRT—FZANILET Passwords.txt 771/,
C. DAY REASNIL TrootiCtIDERX £, su -
d (CEBHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
roott LTAJA>T2E. FOVTEDBHBEDDERT s 87T | 4

2. Server Managerz &1L £ 9, service servermanager start
3. ARV RN 5ATTIRLET, exit
Server Manager& KU IR TOH—EXZHBIEEIL TVWET

1w R/ —RETERITETNTLS Server Manager 8 KUV ITARTDOH —E X DHILEE)
NRBICRBDIGEDHD £,
MBRHOD
HFRELTELHBELRHD £ Passwords.txt 771 ),
FiE
1. )y R/ —RicOga14>LEd,
a XOIAXYKRZANILET, ssh admin@Rgrid node IP
b. (CEEEHINTUVWBNRT—R%ZASLET Passwords.txt 771 Jlo
C.ROIOAX >V RZANL TrooticIDEZ £F9, su -
d [CEHEHINTLWBNRXT—RZANLFT Passwords.txt 771 JLo
root LTOJA >33, 7OVTEHDEEDLDET 8T 1 #

2. 7))y R/ —FR_LEmDServer Manager8 LUV IR TOH—EXEBRL XY, service servermanager

restart

g1y R/—RLED Server Manager EX VIR TOH—EZINZELEIN. FOEBHEINE T,

@ ZfEAY % restart AX >V RIE. ZFEHET3BELEILTY stop ARV RDHEICE A
JALEXY start ANV RZERITLET

AR TIHL5OT7IRLET, exit
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Server ManagerE KU IR TODY—ER&ZEIELTWVWET

Server Manager ISERRITHF THD ZCHFEIHERTID. 30Uy R/ —RTEITS
TW3 Server Manager 8 & UV IR TOH—EXDEFELEDNKREICRZHEHHD 353‘0

MELRZHD

TAELTHBELNHD X9 Passwords.txt 771 J)Lo

CDRRAIICDWVWT

FARL—=F 4 2T RFT L%REI{TLTI-F £Server ManagerzELE T 23 NELHZH—D > F 1) Fik. Server
Managerz i —E XICRE T IHBENHBIHETT. N— RITT7ORTFRT—NOBREDTD
ICServer Managerz {21E 9 32BN H 35 EIE. T—N2EZELETIHELHD X7,

FIE

1. Uy R/ —RiCO1>YLET,
a XDIAXYRZANLET, ssh adminRgrid node IP
b. |[CRBHEINTWVWBE/NRT—RFZANLFT Passwords.txt 771/l
C.RDIAYY REANL TrootiCIDEX £, su -
d [ZEEEINTWVWBNRT—RZASILET passwords.txt 771 /Lo
root LT A>32L. JOAYT DD SEDDET s 8T &

2. 7))y R/ —RLETERIFENTLSServer ManagerE KUV IR TDH —EXZEFEIELE T, service

servermanager stop

1)y R/ —RTEITEINTWLWS Server Manager LUV ITARTOH—EIDEEICKRTLEY, —FE
2D ¥y METUICIFTRK 15 RHDBBZEDHD £7,

3. A YR IAASATTIRLET, exit

Y—EXDHEDRT—FAZ2RRLET

gy R/ —FETRITEINTLEBI Y —EXDREDIAT—FRXIFVWDOTHRRTEZE
ER

MBRHOD

FRABLTHECHMNELHD £9 Passwords.txt 771,

FlE

1. 9w R/ —RICOZ1>YLET,
a XDIARXYKRZANILEXY, ssh adminRgrid node IP
b. [CEBEINTWB/NRT—REASILET Passwords.txt 771 Jlo
CRMDAYY RZEANL TrootiCIDBEX £F9, su -

CEHINTWANRT—R%ZANLET Passwords.txt 771 /o
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root LTCOJA>F2&. OV EDBDSELDET $RT 4
2 Yy R/)—RETEFINTVWBRHT—EXDREDRT—XRE=RRLEFT, *

SERVICE_SERVICE_STATUS * | JUw R/ —RETERITEINTVWBRERINIH—EXDREDIT
—ZZANMBESNFTT (RITHFHESHIFERERDBD FEA) - fl:

cmn running for 1d, 14h, 21m, 2s

3. AR TILABEO7IRLET, exit

H—EXZELELTVET

—EDAYTFYZAFIETIF. UV R/ —REOMOY—EXZHRITLICEFFR. B—
DY —EXZERLETZIHEBEDNHD T, HLOY—EXDELIF. XTFVIFIEH
ST B > TIFBICDOAERTLTLLLEE LY,

MBREHD
HRELTEMENHD £9 Passwords.txt 771 )L,

CDRRATICDWT

NEDFIEZFERLTH—EXR%Z BB LFIE] §5&. Server Manager IFBEMICH —EXZBRAL £
Bho T—ERXEFHTHIAT 3D . Server Manager * Bil28I § 2 MEHNH D £7,

ARL—2/—FED DR Y —ERZFELTIVEDNHZIHEIE. TIT1 TRERDHZ L. Y—EXD
FLEICERND DB ehHBD Y,

FliE
1. Uy R/ —RiICOJ14>LET,
a RDIARY FZANLET, ssh admin@grid node IP
b. [ZEREHINTVWB/NZXT—FZANILZET Passwords.txt 771/,
C.RDIAXY RZAAL TrootiIDER £, su -
d [CERHEINTUVWBNRT—RZANILET Passwords.txt 771 Lo
rootE LTAOJA>T3L. ZAYT B SEDLDET s KT 1 4o

2.8 2 DY —ERX%ZEBIELE T, service servicename stop

Bl

service 1ldr stop

() Y-CROBLERA 1 SDDBBENBDET.

3 ARV R TILAEOIT7TRLET, exit
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E e E:
"—-EREEHERIICKR T LE T

TVISATVREX YT TV RAE—RICLET

WEDAVTFTFURAFIBZEITIBEIIC. PTSATORZAYTFHFIAE—RICT S
MERHD X,
NERHD

* Grid ManagerlZ I3 R— TN TWVWBR TS U EFRALTH A V1 VT I3RELNHBD £,

* Maintenance % 7:|& Root Access MERDMNETY, FHMICDULTIFE. StorageGRID DEEFIEZESRL

TLIETE LY,

CDRAZIZDWVWT
StorageGRID 7 7S A V7V R X TFHFUVRAE—RIZTBRE. 7 TZATVRAIVE—RTIVEIATERL
BRBEZeHhHDET,

@ 1%?’&— F@StorageGRlE) ?’7’3’(7‘/20)/\"2'7— RELUVERZRb - F—lF 7TSA4T7>
ADBEL TV T ERLEXTT,
FIE
1. Grid Managerh*5* Nodes *#Z &R L £ 9
2. Nodes R—J DY) —Ea2—T. 77SAT7YAXAM L=/ —REFERLET,
B[ RRU 1 &ERLEY,

Chverview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Flaces the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. [* Maintenance Mode]*Z iR L £ 9

HERDOA 17O Ry I ZABRRENE T,
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5.

278

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

7OESaZYINRT7L—X%ZAAL. T*OK1 ZFRLET,
EHIRT/N—E [ Request Sent ] . T Stopping StorageGRID | . T Rebaling 1 HE¥D—ED X vt —
Dl PTSZATUVADPAR YT F U RAE—RICADTHDOFIEEZTETLTWA e ZRLTWETD,

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

TITZAT VAR TFH U AE—RIZIE>TWVWREEIE. StorageGRID 7 7 ZA 7V AA YA =7
ANDT I RAIFEHATES URL B RERX v E—JICRRENE T,



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

hitps fH172.16.2.106:8443
hitps 10.224 2 106:8443
hitps 47T 47 2 106:8443
hittps A1169.254.0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

. StorageGRID 7 7 5A 7V RA VA M—=ZIZ7 V2 RXT3ICIE. RRSINTEVWITNHAD URLICTIER
LET,

AEETHNUE. TTSATURDEERY FT—UR—bDIPT7RLRAZEE URL ZERLFT,

@ ADT XX https://169.254.0.1:8443 O—HILEER— MCEEERTINEN
HHFERJ,

. StorageGRID 7 75 A TV AA VAR —=FT. PTSATVABPAYTF UV RAE-RIZBH>TWVWE L%
BERLE I,

A This nodeis in maintenance mode. Perform any reguired maintenance pracedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

WMBBAYTF U RAIR I ERTLET,

ATV RAEEDNRT LIS XVTFUVRAE—RZRTLTCGEED/ —ROERZBRAL X
9, StorageGRID 7 547> R+ 4V X M—ZH5. Advanced>* Reboot Controller* %z &R L .
Reboot into StorageGRID * %3&RL £ 9,
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller I

Rebool info SlorageGRID Reboot inlo Mainlenance Mode |

TIZATAN) T LTIV Y RICBBMT 3 ETICRRK 20 9DD2 ehHDEFT, VIT—hF
PET L. /—RFHRBUIT VY RIZBMLI:C c 289 %ICidE. Grid Manager ICRD £9, [/ —R*

(Nodes *) 12 7ICIF. BEDAT—RADNRKRRINET o 7T BT 5— b0 /—RHY
Jw RICEFRSINTWEA L ZRT. PTS3A4T7 VR —RDFE,

NetApp® StorageGRID® Help ~ | Root~ | Sign Out

Dashboard W Alerts - m Tenants ILM ~ Configuration - Maintenance - Support -

StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
« |DC1-ADM1
«'|DC1-ARC1
«|DC1-G1

Netwaork Storage Objects ILMm Load Balancer

1 hour 1day 1week 1 month Custom

+|0C1-51 Network Traffic @
«|DC1-52

«|DC1-53

6.0 Mbps

B —ER 2SRRI TLEY

T—EXZICIEBELETIHNENHZHEIE. ZFEHATET XY force-stop ANV R%Z
RITLEY
MELZHD
HFRAEBELTELHBELHD £ Passwords.txt 771,
FlE
1.y R/ —RicOg14>LEd,
a RDINVYFZANILEXT, ssh admin@grid node IP
b. ICEEHINTUVWBNRT—R%ZASILET Passwords.txt 771 Jlo
CHROIAY>YREAFAIL TrootictIDEZXFT, su -
d |[ZRBEINTVWBNIT—REASILEXT Passwords.txt 771 Jlo
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root LTAJA T2, 7AOVTEHIDEEDLDET $#7T 1 #
2 H—EXEFHTHFWET LET, service servicename force-stop

f
service ldr force-stop

PRATLIFOMEFERLTHSY—EXZRTLET,

AR TIHS5OT7 IO RLET, exit

B —E RO E I3 B
FlEESNIcY —EXDRIEY. Y—EXDFELEBRANMGEICERZIZEDHD T,

WMERHD
HRELTEMENHD £9 Passwords.txt 771,

FIE
1. Uy R/ —RicAg1>YLET,

a XOAX>YRFZANLET, ssh admin@grid node IP
b. [ZEBEINTVWB/NZIT—FZANILET Passwords.txt 771/l
C.RDIAYY REANL TrootlcUIDEZX £, su -
d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
root& LTAOJA>T3. FOVT B SEDLDERT s KT 1 4
2. F—EZRNRERTEINTVBMELEINTULEZIMIEDWVWT, MEICNTZITVVRZRELE T,

o H—EIANIREFLELTVWEEEIX. ZFEALET start T —EXEZFHTHRBITZ AT R,

service servicename start

Bl

service ldr start

o H—EXNBEERITHOSZEIE. EFALET restart Y —EXEEFELELTEBESH IR,

service servicename restart

Bl

service ldr restart
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ZfEAY 3 restart ANV RIE. 2FEHET2BELELTY stop ANV RDHEIZEA
FALET start AV RFZRITLEIME Z2RITTETFEY restart T—EXNIREELE
LTWAEEHEKTT,

3. ARV R zIA5OF7IRLET, exit

R—rDOBYYET ORI

O—RNSUHH—EXDIVRRAY M 2RET 3% R—FOBYYvEYITDY
YEVIHRR—FELTITICRESNTVWER— b Z2EAT3ICIE. FTERIFOR—
FOBIYYEYIZHIRTBHENHDE T, €5LBVE. TV RKRA Y MHERIC
BOFEEA /—FDOIRTDR—-FDBIYEY T ZHIRTBICIF. BYYEYIE
NIER— D BHRELTVWRREE/ —FELUPT— U/ —FTRIU T 2 ET
THRIBENHD XY,

@ COFIE IF. R—rDOBIYYEIZIRTHIRLE T, —HOBYYEV I Z2RIFI ZHE
RH3EEF. TIZAILYR-MIERVWEDELLIZEL,

A—RNZUHIYRRAY MOREICDWVWTIE. StorageGRID OEEFIEZ BB L T EEL,

R—bDBIYYEITIOZAT YR T7I7EINRMEINZIHBEIE. AIETHNUUEIO—RNS

@ DHIVRRAVPELTRELEMDR—bZERTBZELIICITIT72 b 2BREL TS
EEW. E5LABVE. R—bIVEYIZBIRLTI A7 b7 EIDBRONS .
BYNCRTS 2— L ZRET BDHVEDN DD £T,

@ COFIE IF. RTZAZILKZA DO TF 2 LTEALT: StorageGRID > 2 7 L TIEH&RE
LEtHA RT7ZAZRILRARTDR—EFDBIYYEVIDHIRFIEZESRL TS T L,

FE
1. /—Ricog—o1>L %9,
a XNIAYYRZANILET, ssh -p 8022 admin@node IP

R— F8022(FR—XOSDSSHAR— kT, R— ~22(ZStorageGRID %3217 L TL % Dockerd> 77
MDSSHR— KT,

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 o
CRMDATY REANL TrootiCIDBEX£F9, su -
d |[CRBEINTVWBNIT—REASAILZXT Passwords.txt 771 o

root& LTAOJ A>3, FAYT B SEDLDET $ 8T 1 4

2 RDRUN) T rERTLET, remove-port-remap.sh
3. /J—REUT—=FLZET,

282



JUYyR/=RD)T—FFIRICE>TLESE LY,

4 BYvEYTINTR—EDRELTVWARBIE ) —RBELVOS— YA/ —RIEICEEDOFIEZZED
RLEXT,

BEE ISR

"StorageGRID OEIE"

"Gy R —RDYT— k"
"RT7ABZIKZARTOR— DB Y VT DY
RT7AZIER R TOR— DB v E T DEIBR

AO—RNSUHH—EXDIVRRA Y M 2RET D5H5E. R—FDOBIYYE>ITDY
wEVIHRR—FE LTI TICRESINTWARR— bEFERTBICIE. FTEFEOR—
FOBIYYEVIZHIRTZIMELNHD £9, £5LBVE. TV RERAY MHERIC
BOEHA RTAARJLRA kT StorageGRID #E1TL TWEEEIE. R— DB Y
B> I xHIbRe 2—MINAFIE TIEHRL. COFIB ICR->TLETL, /—RODIART
DR—rDBIYVEYIZHIRL T/ —RZzHBEST3ICIE. BYvyE I EINToR—
FARELTWBRREBE/ —RELTF— T x1/—RD/—RBR7 71 )L % iRE
TRIBEIRHD FT,

@ COFIE IF. R—rDBIYYEITZ2IRTHIRLE T, —HOBYYEV I Z2RIFI ZHE
DRHBHBERIE. TIZALYR—- BBV EDE L,

A—RNZUHIYRRAY MOREICDWVWTIE. StorageGRID OEEFIEZ BB LTI,
()  coFETH. /- ROBRBEICY—EXA—BRICKDNS TN B D £ 7,

FIE

1. J—REHR—FLTWVWSRHRIMIOTA > LET, root & LT, F7ld sudo #R%=F D7 HU KT
OJ14>L&Ed,

2. kAR RERITLT. /—RE—RIIZEMNICLE I, sudo storagegrid node stop node-

name

3. vim ® pico BEDTFRAMIT 4 2EFHLT. /— RO/ —RBR7 71 ERELZE T,
J—RBERTZ 71ILIE ICHD XY /etc/storagegrid/nodes/node-name.confo
4 J—RER7 71T, R—bOBIYVvEYIDHEENTVWEEI 3 VEIELED,

ROPIDTRED 2 T2LRL T L,
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

PORT REMAP T~ k1) ¥ PORT_REMAP INBOUND TV U EMRELT. R—bDBIYvE> T %H|
BRLET,

PORT REMAP =
PORT REMAP TINBOUND =

RDOOAXVRZEEITLT. /—RO/—RBE 7 7AILICRTR3EEZRIEL XTI, sudo

storagegrid node validate node-name

IS5 —NEEDHBZHEIE. ROFIBISECHNICHTUL TS LY,

- ROAR Y FZERITLT R—bOBIYYEYJZFRAETIC/ —FZzEREHL X I, sudo

storagegrid node start node-name

ICEBEHINTVWBINRIT—RZFEALT. /—FRiCadmine LTAY 1> L XY passwords.txt 771
Lo

H—EANELLABINBZCZHERLET,
a H—NEDIRTOF—ERDRT—FAD) A+ %ZRRLET, sudo storagegrid-status



AT—RAISEBHICEFINET,

b. $RTOH—ERDZXF—4ZH TRunning | F7=13 T Verified 1 ICBR3 X TRHEET,
C AT—RABEZHKRT LET, Ctrl+cC

10. BY Y EY I EINR—EDRELTVWARBIE — RELVTSY— I/ —RIEICLEEDOFIEZZED
w’LET,

JUy R/ —KRDUT—k

JUw R/ —FRlE Grid Manager £7zi&/ — DAYV R )b T—hTEF
ER
CDRRATICDOWVWT

TJUVYR/—RZVT—rF3L. /=D vy rEAUYLTHBEHLET, IRNTOY—EINBEHIC
BRTNEY,

ARL—=2/—FZ)T-bh33581E RORUTFEL TS L,

* ILM JL—)LICER D ;A HEEIC Dual commit BEEINT LB IHE. £7IZ/L—JL T Balanced M8 E I
TWT, BEBRIRTOOAE—ZLEBICERTE R VWES(IE. StorageGRID (FFT7zICEXDIAEF N A
Tz EEEBICACYTI D2 DD ML=/ —RICOAZS Yy ALTHEDS ILM ZFHEL £
To 1 D2DHA M TEHOANL -/ —REYT—rd328, VDI—MREINESDA T U MMIT
JEATERVGEDRHD £,

*AML=/—ROUT—=bRHIRTDA TSI MITIEIATEDZLSICTRICIE. /—REUT
—FFBEII. HAMTOF TV FOEDIAHZH 1 BFEEIEL£T,
EEIEER
"StorageGRID D EIE"
EIRAL
*"J1)y R /=KD T — k- Grid Managerh* 5"
gy R/ —=ROUT—=Fr-OI R TILDSETLTVET"

J1)w R/ —R®D!) T — k- Grid Managerh 5

Grid Manager®* 57 ) R/ —RFZ2 )T —-h$2 L. DRITENET reboot ¥—7 v
N/ —RTOTYREETLED,
HEREHD
* Grid ManagerlCIEHR— FENTWBR TS OHZFERELTH A VA1 VT 23HRELRHBD XY,
* Maintenance Z 7=i& Root Access HE[RH\NE T,
s O a=ZVINRTL—XDBRETT,
Flia
1. [/—F (Nodes) 1%=FERL
2 YJ—=FrgB0Vy R/ —FREERLET,
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3. RRYU* (Tasks*) 1RITEERLET,

DC3-53 (Storage Node)

Cverview Hardware Metwork Storage Objects LI Events Tasks

Reboot

Reboaot shuts down and restarts the node. Reboot

4. [Reboot]= 2 ) w2 LEX T,
RO 7O Ry I ARTRRINET,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a WVMware node reboots the virtual machine.
# Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

@ TSARVER/ —Rz)J—b93L. H—EXDELFIFTT S TH L Grid Manager D
BED—RICKRDONE e ZHOoE2HRA A 7O Ry IV ANRREINE T,

S. FAEYI=ZVINRATL—XZANL. *OK*ZIUvILFT,

6. /J—RHVT—rT2FXTHFEET,
HT—EXNT vy bR T2 TZETICRKEADDIDDIFZEDLHD £7,
J—RD)T—rAIE. NodesR—Z DEBICTL—D7 > (Administratively Down) HFRRINE
o INTOY—EIADNBUREBEIND . 7 AVIETOBICED £7,

Ty R/J—=RD)T—=r-OI VR TILHOBERITLTVEY

1) 7 — MLIBZFFICEER T 2 WENH 255X Grid Manager ICT7 V2 XA TE R W5
BlE. Uy R/ —RiCOJ4>LTaAXY Y R )Lh 5 Server Manager D reboot

286



RYRZERITTEET,
WHERHD
* ZARLTHELKBENDHD £ Passwords. txt 771 Lo
Flig
1. Uy R/ —RiCOZ1YLET,
a XNDIAYYRZANILET, ssh admin@grid node IP
b. I[CEEH TN TWVWE/NRT—FZANIL XY Passwords.txt 771/l
C.RODAY Y REANDL TrooticIDEZX £9. su -
d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l
roote LTAYTA VT3, ZAYT AN SZEDLDET s KT ¢ 4

2. PBIZIEL T, Y—ERX%ZEBIELE Y, service servermanager stop

Y—EXDFLIFEETIN, RITITZ3CZ2#HELE T, Y—EXDT vy R T VIZIERK 159D
hBG5EaELHDEFT, ROFIET/—R%=)T—rF2HIC. VE—MSIRXTFLICOTA LT Y
A TTOCREZERITBZECHTEET,

)y R/—FKEI)T—FLET, reboot

4 ORI zIHhBO9 7T LET, exit

JUy R/ —RFRZIv Yy RO LTVWET
gy R/—RiF. /—ROOAXY VR TIDSES Yy MO TEET,
MERHD

c HEAHELTHELHUENHD £ Passwords.txt 771 o

CDRRAIICDWT
CDFIE #RI1TI BHIIC. KDEERBEZEZL TSIV,

* BEIF. FHFORMZEITRIOIC. —BICERD/ —Fed vy U2 TBHTEIFEITTIRE L,

C RFaXIMELEETIVZAINGR—EDBIETRIH T-IHEEZRE. XOTFHUXFIE OETHRIC/ —
RES vy bAEDYLEBEWVWTLTIEEL,

*Tyy RO TFOERIG. S FRA VR =ILENTWVWBEFAICE > TROLSICERD XY,
°VMware / —RZ> vy ROV TBRE REIXI D vy ATV ENET,
°Linux /—FRZIvy bEOYd38, AVTHRO vy MUY ENE T,

° StorageGRID 7 7247V R/ —RZzIvwy OB, AVEa—FTo>7a> O—-3HY
vy RETOEINET,

*C A=/ =Rl vy FETVTEHEIF RO[UTEELTLLEEI W,

° ILM JL—JLICEXD A AEIEIC Dual commit BMEE SN TULBIHE. £721F)L—)L T Balanced h'187E
INTVT BEBIRTOOE—ZEBICERTERWVWEFIE. StorageGRID (FFT7ICENDIAF
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NIATO O b2 EBICACY A D2 DD ML—2 /—RICOAZIY FLTHEDS ILM Z
FHELE T, 1 DOYA P TEBOINL -2/ —RZES vy ROV TRE. vy MET VR
NEDATIT I MITIVEATERVBGEDRHD FT,

CRAML= /= RO vy AT VHRHIRNTDF T TV MITIERATEEZLIICTBICIE /
—RZ2vy hEIVTBEIC. AR TOF T FOBDIAAZH 1 BREELEL FT,

FIE
1. JUwk/—RICOJA>YLET,
a RDIARY FZANLET, ssh admin@grid node IP
b. |ZEREHINTVWB/NZIT—FZANILZET Passwords.txt 771/l
C.RDIAXY RZASL TrootiCtIDERX £, su -
d (CERESNTUVBNRT—RZANLEY Passwords.txt 771 Lo
root LTOJA>F28. FOVTEHBDSEDDET $#7 1 #

2. gRTOY—EREEIELE T, service servermanager stop

H—EXDI vy b TUICIBRAR 15 AHDBEEDRHD XTI, VE— IS XTALICOTAVLT
vy b TOLAZERTBIEDHTEERT,

3 ARV RITILAEOIT7ITRLET, exit
vy hEoV LTS Uy R/ —ROEBBREAFITICTBEDNTEET,
"KRAMDEREDF T"

BEEIER
"StorageGRID D EIE"

RADERDT T

RALDERZATICTBHIC. TDRACLEDOIRTOI VY R/ —RFDY—EX%
FLETIRELDD FT,

Fg
1. )y R/ —Ricogo1>L%xd,

a XOIAX>YFZANLET, ssh admin@grid node IP

b. [ZEEEHINTVWBNZIT—RFZANILET Passwords.txt 771/,
C.RDIAY Y REANL TrootiCIDEX £, su -

d ICEREINTVWEINZRT—REANLET Passwords.txt 771 Lo
root LT A>3 38. JOAYT DD SEDDET s 8T [ 4

2. J—RTHRITPDIARTDY—ERX%EEILELFE T, service servermanager stop

H—EXDI vy T UICIBRK 15 AHDBEZEDHD XTI, VE-—IHSIRTALICOTAVLT
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vy b TOELRAZERTBIEHTEERT,

3. RRAFDE/—FRIZDWT. FIE1 L 2ZBOIRLET,
4. Linux "X FDIFE :
a RAMARL—TFTa VI ATLICATA Y LET,
b. /—R%{FEIELFY, storagegrid node stop
CRAMARL—TFT A VIS RATLES Y YRRV LET,
5. VMwarefRE8< > Y TRITTSHE NTWS / — K, ERFT7TIIA4T72 X/ — ROFBA. shutdown I >
Fz@EHALX9d, shutdown -h now

CDFIEIZ. OFERICBERERCEITLEY service servermanager stop ANV RZEHR{TLET

@ B #FE{TL 7% shutdown -h now 7 S 2A4 7R/ —RTOAYY RZ2ETTBICIE
TTI2AT7VADERZ=BIRALT/ —REBEFHITINELNHD XTI,

FISATYADEE. COAXYRIFAVFO-5%F2 vy bR IV LETH. 7TSAT7VRDER
AN ST=F XTI, ROFIEZHRITTIBELHD X9,
6. 7TTSAT VAR —RDER=AT7ICTD5EIF. ROFIEZETLET,.
° 8SG100 £7=1% SG1000 H—ERT7 FSA 7V ADBE
LTS ATROEBREATICLE T,
i. EEOERLED NNEITT2FTELE T,
° SGB000 7 SS5A 7V RADIFEE
L 2= O-S0OEEICHIIDF vy Va2 T VT4 LEDWEITTZETEHEEET,
CDLEDIE. Fv¥vlaT— 2% RTATICEZTATCHMENHD CZICHITLET, D LED
WHEHITT2D%2FoTH S, BREF TICTIHRENRHD FT,
i. 77SAT7ROEREATICL. BEOEIRLED BT T5EFTRELEEY,
° SG5700 7 754 7V ADIFE
L ARL=2aY b O—SOEEICHZEDT Y v a7 U747 LEDDEITTRXETHEBEEI,

CDLEDIF. FvwiaT—FERSATICESACKRELNHDCFICHITLET, TDLED
WEITT20%F o TH S, BREEA JICTZIHRELHD X,

i. PXSATYRADEREATICL. TRTDLED EFPRIRTT A AL A OEENEILLET S
FTHFEBZEY,

7. ARVRITIILASOT7 IR LET, exit

BB
"SG100 SG1000 —ERT7 FZ4 7> X"

"SG6000 R hL—2F FSA TR

"SG5700 A AL =T TS A TR
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Ty RADIRTD/ —RDEBEFEDA VA TZYIDEZET

T—RAE U A—DIITHRLE T, StorageGRID ¥ X T LEEDS v M E T VUHRE(ICH
BBEDNBDET, TR BEDHETI vy MUV EZRITT Z55DH
RBFIEICOVWT, ZOBEZZHLFT,

YA LEFTVY FROIARTO/ —ROEFRZFATICTBHE. A L=/ —RBEFT 54 Y OMIE. B
DRAATEAT DT MITIVERTERLLABDET,

F—EXZFBLELTIVY R/ —FZovy Yy bRV LTVWET

StorageGRID > X T LDERZ A 71T BICIF. BT VY R/ —ROETHDIARTD
H—EXZELELTHS. VMwarefr#8< > > Dockerd> 77+ . StorageGRID 7 /35
AT VRAZITRTOVvY MR VT RIRERHD XY,

CDRRTICDOWVWT

Al THhNE. RDIEFTT/ VY R/ —ROY—EXZFLELTILEEV
*EBAIS. T—bhUITA/—ROY—EXZFELELE T,
*RREBIC. TIARVEE/ —RFOY—EXZELELEY,

CDREBS. T7ARVER/ —F2RALTHOITVY R/ —RFDRT—R A2 TEBRITRCERTSE
9,

B—0R2 MDY Uy K — REEFN TV HAIE. ZOFRZ P LOTRTDH/—K
()  ZBLETEET. AR PES Yy MDY LARNTIRET D, KR MITSAIUEE) — K
PEENTNBHEIE. TORI MERBICS vy FEDYLET,

@ MEIZIE L T, BEDLinuxEX RO SBIDLiInux R RS/ —REZBITL. 7w ROKEE
ARAMICHEREZTICRA MDAV TF Y RERITTEET,

"Linux : FTLWKRX ADT Uy K/ — ROBIT"
Flig
1. IRTOISATU T IV r—a>ohod Uy RAOT V2= EELET,
2. [log_in_on_gn [ &7 — koo /—RICAJA1>VLET,
a XROIAYYRZANLEY, ssh admin@grid node IP
b. ICREEINTWVWENZAT—RFZANLET Passwords.txt 771 )L,
CRMDAYY RZANL TrootiCIDEX £F9, su -
d ICERHEINTVWBENZXT—REZANLFT Passwords.txt 771 )L,

root& LTAOJA>T3E. FOVT DS EDLDFRT KT © #

3. [[stop_all_services]/ — R ETERITTNTVWBRIRTDH—EREEFIELF T, service

servermanager stop
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H—EXDI vy T UIIBRR 15 DD BHZEDHDET, VE-— ISR TLICOTAVL
Tovy MO TOERZER/ITBZIEDHTETET,

. RO 2 ODOFIEZZEDERLT. IRTDRML— /=R 7—hA4T /=R TFSATVEER/ —
FOY—EXZFLELET,

oD/ —ROY—ERIE. EDIEFTELELTOEDNTVEEA.

B2 ZR1T9 35513, ZBBR L T service servermanager stop ANV R ! 7F35
(D) AT7YRRFL—V/—FOY—EREFLET B, 77517V AOTREBRAL
T/ —FzBEFHITIHENDD T,

CTSARVEER/ —RIZDOVWT, OFIEZEDRLEY /—RICOJAYLET LY /—FDIAT
DY —ERZFLELTVET,

- Linux RZX R TERITINTWVS / —RDIHFE !

a RAMARL—=Ta VI ATLICATA Y LET,

b. /—R%{FEILELZ 9, storagegrid node stop
CRRAMARL—FTAVIIRATLZED vy ATV LET,

- VMwarefR¥EY S VY TRITENTWVWSE / —REKLUVT T4 T VAR ML=/ — ROFERE

I&. shutdownIAY > FZFEALEXJ. shutdown -h now

COFIEIE. DFERICEFZEE<CEITLETY service servermanager stop AVY RERTLET

TIS5AT7VADGBE. COAXRVRIEOAVYEa—FTo>7abO0—5%2S vy M LETH. 7
TS5ATVADERIIANCHEST-FF T, ROFIEEETIIHNELHD FT,
TIPS ATIUR)—RBHBBEE .
° SG100 £7-1£ SG1000 U —ERXRT7 IS4 7V ADIKEE
. TIPS ATVRADEREFTICLET,
i. SBEDEIRLED WSEIT T2 EFTHLEE T,
° SG6000 7 IS5 A 7V RADIBE
L 2= b O-SOEEICHIIDF vy v aT VT4 LEDWEITTZETEHEEET,
CDOLED . ¥ viaT— 22 RSATICEZATCHRENHD ZICHITLES, TDLED
HEITT2D%FoTH S, BREA TICTIHELRHD XTI,
i. 7T7SAT7ADEREATICL. BBDERLED WNHEIT T3 EXTHEBE I,
° SG5700 7 754 7V ADIFE
L ML= bO—SOBEICHZIRMDF Yy v 270747 LED BT T3 ETHEBE I,

CDLEDIE. Fv¥ vl aT— 2% RTATICEZTATCHMENHD CZICHITLET, D LED
WEITT2D0%F o TH S, BREA JICTIHRELHD X,

i. PXSATYRADEREATICL. TIRTDLED EFPRILRTT A AL A OEENEILLET S
FTHFEBZXEY,
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9. MBEICKBL T, AXY Rz 5OIT7IMLET, exit
_MNT. StorageGRID 7w RDI vy hATUIFTETTY,
REE1E R
"SG100 SG1000—E X7 FZ1 7> X"
"SG6000 A L —TFFSAT R
"SG5700 A AL —CTFFSA TR
Uy R/ —RZEBHLTVET

Ty R/ —REREICO vy MOV LTcHEICEFT BFEIF. ROFIEZEITLT
<12 W,

51y REHEA 15 BUES vy FEIVENTOBHER. JU v K/ — KERET 58I
(D F9ZhUYH— FCBET ZUENBD 7, Cassandra ¥ — 2= BHET 3 /U FIB
REALAVTRE V. F—2HEDNSTREMABD £

CDRRAIICDWT
AEETHNIE. ROIEFETT VY R/ —ROBREZAICLTLEIL,

CRIICEBIE ) —ROERZAVICLET,
* BBICTS—bUTA/—ROEREAICLET,

@ RAMIEBHOT )R/ —RHREGENTVWBIGRIE. RAMDEREZEAICTZEE/—FR
HEEWICT > S IREICED £,

FIE
1. 75A4TVER/ —REFETSATVEE/—FORILDERZAICLET,

() 2PLTY/-FOBEBARTIZET. BR/-KEOSIYIBICETERE
hoo

2. gRTDT7—HAAT/—RERAML =2/ —RORRASDEREAVICLET,
INoD/—FRiE. EDEFTERZAVICLTHDLFEVEEA.

B IRTDT—hrTxA/—FRDERAMDERZAICLET,
4. Grid Managerictr 1> L% 9,

S. /=R*Z20 )y LT JVY R/ —RORT—2ZAZBEH/LET, IRTO/—RORXT—2ZH T
1 ICR>TWB e ZzMaRLET,
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Dashboard s Alerts ~ Nodes Tenants ILM ~ Configuration ~ Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

A Data Center 1
DC1-ADM1
« DC1-ARC1

« DC1-G1

Network Storage Objects ILM Load Balancer
1 hour 1 day 1 week 1 month Custom
v DC1-81 Network Traffic @

« DC1-S2
v DC1-S3

5.00 Mbps
4.75Mbps
A Data Center 2 450 M
» DC2-ADM1
v DC2-S1
» DC2-S2 4.00 Mbps
v DC2-S3 3.75 Mbps

4.25 Mbps

A Data Center 3 == Received Sent
« DC3-81
/ DC3-S2
DC3-S3

DoNotStart”7 7 1 L= (RT3

TIOZANTR—FDIBTRD T TAY TV ARKEDFIEZRITL TWVWBIHEIE.
Server Manager DEBIFF X 7o IFBESFICT —E XD B INZVEL SIS,
DoNotStart 7 71 ILZERATELOKRHSNBZZEeHHD FT,

@ DoNotStart 7 71 JLIZ. T ZHIYR—bHSIETRAH S-ZEDHBMET-IFHIBRL TL
=0,

FT—EXDHEBINLBVKIIZTBICIE. EOH—EXDT L2 bUIZ DoNotStart 7 71 )L ZEEEL &
9. Server Manager |HCEIFRFIC DoNotStart 7 7 1 ILZIREKR L. 77 1IDEFEETZHE. T—EX (LT
ZFHICEKET BT —ER) IFBAINEH A, DoNotStart 7 7 1 ILZHIBRT D&, BlESh TV —EX
I&. Server Manager HVR[EICEN F 7= IXBEF L 7= & FICBBINE T, DoNotStart 7 71 ILEHIBRL TH.
H—EXIIBFMICISEABRINEE Ao

ITARTOY—ERZBREALAEVESICTZ2RDMEBEMNARAEIE. NTPH—EXZRBLAEVWLSICTS L
TYo, INTOH—ERIEINTP H—ERITHKIFELTWVWB®H. NTP H—EXRETEINTULARVESIFE
TTEEHA

—E XDDoNotStart 7 71 JLZEMML TWE

EROY—E ZDBIELAVNESICTBICIE. Uy R/ —RDEOY—E DT L
£ JIZ DoNotStart 7 7 1 L& L £ 9

WMERHD
ZRAEBELTELMENHD £9 Passwords.txt 771 )L,

293



FIE
1. Uy R/ —RiCO1>YLET,

a XRNDIAYYRZANLET, ssh admin@grid node IP

b. [ZEEEINTVWB/NZRT—FZANILET Passwords.txt 771/,
C.RDIAXY REASNIL TrootiCtIDBEZXE 9. su -

d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
roott LTAJA>T2E. FOVTEDBHBEDLDERT s 7T © 4

2. DoNotStart 7 7 1 )L %=BML £ 9, touch /etc/sv/service/DoNotStart

CZTC. serviceld. FBBLEBEWVWLSICT A H—EXDEBITY, -
touch /etc/sv/ldr/DoNotStart

DoNotStart 7 7 T ILHMERETNE T, 771 ILORBRIFARETY,

Server Manager £7z137' U w K/ — RHBESH TNz & FIZ Server Manager (IBiEEIL £ IH. —FE
Z2iFEAINEE A

ATV RIS OT IO RLET, exit

—E XDDoNotStart7 7 1 L ZHIBRL TWE T

H—EXEBBRTERVLSICT S DoNotStart 7 717 )LEZHIRT BICIE. EDH—EX
ZHIRT IHNELHD XTI,

WMERHD
HRELTELMENHD £9 Passwords.txt 771,

Flig
1. )y R/ —RiCOJ14>LET,
a XROAX>YFZANNLET, ssh admin@grid node IP
b. [ZEREINTWVWB/NZIT—FZANILET Passwords.txt 771/,
C.RODIARY REANDL TrooticIDERX £, su -
d (CEHEHINTLWBEINRT—RZAALEXT Passwords.txt 771 )L,
root& LTOJA>T 3. FOYT B SZEDLDERT s #K7T 1 4

2. H—EZXDFT 4 LY k)h 5DoNotStart 7 7 1 ILZHIBRLE o rm /etc/sv/service/DoNotStart

C ZTC. service ld. Y—EXDEHITY, f:

294



rm /etc/sv/ldr/DoNotStart

3 H—EXEZBHBLET, service servicename start

4. AR50 7R LET, exit

Server Manager® S )L a—F1 >0

TOZAINYTER— D5, Server ManagerBIEDBREDRERZEEZIEH B T=DHIC LT T
Woa—TFT4 Y0 RRTDETZIRIRINDZHZEDRHD T,

Server Managerd 7 7 71 JLICT7 VAL ET
Server Manager DFBRFICHENRELHEIE. £0OJ 7717 IILZHEBLE T,

Server Manager|CBES 2 TS5 — X wt—d. Server Managerd7 7 7 1 JLICERERINE T, COT 71
JUIE. RDIBAAICH D £9, /var/local/log/servermanager.log

CDTF7AIINTIS—ICEHATRIS—XAyvtE—CBERLTLLIETVL, BREBIZGLT. MEZTI7Z2ALY
R—PMCIRAL—23>LFT, TVZHINGR—MMIOT T 7MINEZEETBELOIRDSNBBENHD
x9,

IZ—REDOH—ER

H—EXDNITS—REICHR > RBINZEIE. T —EXOBRAZHATLE
LY,

MBRHOD

FAELTHEHBELNHD £ Passwords.txt 771 J)Lo

CDRAZICDWVWT

Server Manager I, H—EXZEHRL. FHETELELEY—EXDRHNIIBESLET, Y—EXTESE
WREET B L. Server Manager [ FZDH—EXDBEHHZHITLE T, 5 7URICHT—E XDRRA 3 Bk
M2, U—ERIEIITS—RREIZHRD £9, Server Manager |IBEEZHITL XA,

FliE
1. Uy R/ —RiZOZ1>YLET,
a XNIANYYRZANLET, ssh admin@grid node IP
b. |ZEREHINTVWBNZXT—FZANILZET Passwords.txt 771/l
C.RDIAXY RZASL TrootictIDERX £, su -
d (CEHEINTUVWBNRT—RZANILET Passwords.txt 771 Lo
root& LTAOJA>T3L. ZAYT B SEDLDET s KT ¢ 4o

2 H—EXODITZ—REEEZRLE I, service servicename status
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service ldr status

H—EXDNIS—RREICE>TVWEBEIE. RDOAXAvE—JHIRENZE T, servicename in error
stateo fll :

ldr in error state

@ HF—EXXT—R2ZXHDIFE “disabled #f —E X DDoNotStart7 7 1 JLDOHIRFIEZ SR L
TS,

3 H—EXZBRLT. T7—REEMELEJI, service servicename restart
H—EXEBRTIAWVGSIX. T72AILTR—MMIBBALEHELTETL,
4. AT Rz IHh5O9 7R LET, exit

REEIER
"ty —E XMDoNotStart 7 7 1 JLZHIBRL TLVE T

TISATVR/—kooO—Z>7
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TYUR (B=Fy ) ICHBICETH|AZCHTEEY, COTOEATIE. IART
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s FMEDIVWTWBR T TSA 7 ADIH
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w kD —OR—FDBRAEREHD 100GbE Hh'5 25GbE IZED F 3,

° 8G100 & SG1000 7 75 A7 VATl XY hT—J ORI INEBDET, V7 TFAT U ADRA
T2ZET350IE. T—TIELIFSFP ED a—ILOREHREICKRDZZehHD £,

C AL =T TSAT ORI RBETBRAM =2/ —RUEDBRENVETT,

c B=Y RAML=TTISAT VRO RSATHDY — X/ —FERLBEIF. 4—T v 775
ATVADRSATDEE (TB) HEALHIENULTHEIBENHD T,

o =Y RAKNL—=STTSATVRCKRESNTVWAIEBER S A THHAY -/ —RORS1TH
FOHDBEVGEEIF. YVIUYRIT—RRZ47T (SSD) HRESINTWBRH, 24—y N7 TS
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7=72L. 60 R54 7 SG5660 VY —R./—RT7FZ4 7 > XH' SANtricity Dynamic Disk Pools DDP -8
ZHEALTHEMRINTVWSE5ES. DDP16 ZfEA L7758 RS TDRELY A XD K Z41 7 SG6060
R=y NTTISATVADHREICE 2T AML=RAEELTVWS O, SG6060 775
FYADEMRIO—22 =4y MIRZA ML HD £7,

V—RT7TZA4T7>R/)—RDREDRAIDE— FICEAT B1EHIE. Grid Manager®* Nodes R — 2 THEER
TEEd, 7TF5A4T7 2V AD [*Storage] X T = FIRL £

HO—=>F SR MER

UTDT7F547 Y RBEIG. VO—ZVIRIIRIBAT 7517V REGEESNEF Ao KIBAT 75147
ALY b7y TRICRE T AV ELRHD £,

*BMCA>X%—T1I14R

XYy LT=0UY

* J—FEBStAT—42R

* SANtricity ¥ 27 LY HZ—T v (RL—Y/—RA)

*RAD E—F (REL—/—FRA)

IO0—Z 2T OIhT 7 BREE
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C XY RT—URENELLHD FHEA
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BIT93ICIE. 20—Z=VJD=OICKHE 2RI I2HELHD £,
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TR T7 T4 T AN ROEEZ /L TVWB I e =zBEBLE T,
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C JO-Z VI TEBOE, BE/ —R7 TS TYRERBY — hI 1/ — K7 TS TV R
Y.
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StorageGRID BEBDRED T ITSA TV R/ —REIVO—Z VI $3EBEMOH I KBAT ISA1T7 VR %
BIRT BHEICDVTIE. StorageGRID D EEIBUEICERAVEDLELIET L,
TISATVR/—RDoO—-22fl T 2 %me L TVWET

TIZATVR/—RzoO0—Z>093ICldF. ROBHRPUBETT,

VY RRY T D—HNABIP7RLAZXy hT—0BEEHNSEIRGL. RIIDA VX b—I)LE

ICA—=T Y T TISAT7RTHERALES, V—R/—FDPEEBRY N T—IFLRB VATV RRy
T—JICBLTVWEHEIF. TN5DRY FT—JD—RMNRIPT7RLAZEIRLE T,

—BFNRIP 7RLAIERE. 7O0—=->993Y—R/—RT7FS5A47>ReBELY TRy b EICH
D, JO0—Z2IDRTRIIMNEDHD FHRA, VO—ZVTEGEEEILTRICIE. V=T TSA4TUR
ER—=TY NTTSAT > ADWAD StorageGRID DT SA I UEE ) — RIZEHINTLIRELRD
DExd,
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ERS
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware « IMonitor Installation Advanced ~

Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage 2

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discovery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

Enable Cloning

Primary Admin Node connection 1227 < 3 > h*' Clone target node connection t7 > 3 VICBEHZ 5N F
l./T':O
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage v
Node name hrmny2-1-254-sn
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
[ ]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

IO—ZVJ %G 3MEDEFET B8, *JO0—ZVJ DB * DEMCR>TEST . ERH®
EBAMEN * HBERE* C LTRREINE T, CNOSDMEIF. V—R/—REE—T YT TZA4T7>
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NetApp® StorageGRID® Appliance Installer Help
IMonitor Installation Advanced -

Home Configure Networking - Configure Hardware ~

Monitor Cloning
Complete

1. Establish clone peering relationship
Running

2. Clone another node from this node

Status

Progress
Sending data, 0% complete, 8.99 GB transferred

Step
Send data to clone target node

Pending

3. Activate cloned node and leave this one offline
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