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Software Update

You can upgrade StorageGRID software. apply a hotfix. or upgrade the SANtricity OS software on StorageGRID storage appliances.

« To perform a major version upgrade of StorageGRID, see the instructions for upgrading StorageGRID, and then select StorageGRID Upgrade.

« To apply a hotfix to all nedes in your system, see "Hoffix procedure” in the recovery and maintenance instructions, and then select StorageGRID Hotfix.

« To upgrade SANtricity OS software on a storage controller, see "Upgrading SANtricity OS5 Software on the storage controllers” in the installation and maintenance
instructions for your storage appliance, and then select SANtricity OS:

SGE000 appliance installation and maintenance
SG5700 appliance installation and maintenance

SG5600 appliance installation and maintenance

StorageGRID Upgrade

StorageGRID Hotfix

SANTfricity OS

3. StorageGRID Hotfix *# &R L £ 9

StorageGRID Hotfix R—UHFRREINFE T,

StorageGRID Hotfix

Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are

back online.

Hotfix file

Hotfix file @

Passphrase

Provisioning Passphrase @

Browse

4. NetApp Support Siteh 5 X T > AO— R LRy b 74w IRT7 74N ZHERLET,
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hotfix-install-version
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.
When the primary Admin Node is updated, services are stopped and restaried. Conneactivity might be interrupted until the services are

back online.

Hotfix file

Hotfix file @ Browse + haotfix-install-11 5.0 .1

Details @ haotfix-install-11.5.0.1

Passphrase

Provisioning Passphrase @
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StorageGRID Hotfix
Before starting the hotfix process, you must confirm that there are no active alerts and that all grid nodes are online and available.

When the primary Admin Node is updated, services are stopped and restarted. Connectivity might be interrupted until the services are
back online.

Hotfix file
Hoffix file @ Browse " hotfix-install-11.5.¢.1
Details @ hotfix-install-11.5.0.1
Passphrase
Provisioning Passphrase @& | «ereee q

]
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A Warning

Connection Might be Temporarily Lost

When the hotfix is applied, your browser's connection might be lost temporarily as services on the
primary Admin Mode are stopped and restarted. Are you sure you want to start the hotfix

installation process?
ﬂ
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2. B  ZOORYREFERALT. XU TrOEAD%ERLE S, check-cassandra-rebuild

c ARL—=UH—EXNRRITEINTVBRHERIF. TNSZEFELETEILSICKOSNET, *y*1 A
JILET

c RV T FADELEEHERLET, WINORRHZYELARWVWEEIX. Cassandra DBIEEREEE L
£9, *y*1 CAHALET

—EBMD StorageGRID U A1/N1) F|ETIE. Reaper #{#F L T Cassandra DIE1E % A2
LET. AEY—EXFLIIBRERY—EZXNRHBIND T CITEBELNBHNICITH
@ nNExd, VUV OB AICIE. Treaper ] £7z1& I Cassandra repair ] D& N T
WBZEHhHBDFET, BEINKBMLIEZEERTIII—XvE—UQARRENEES
IF. T7—XyE—JICRENEAT U RERITLED,
B VEIRIET LIS, ROF v I ERTLET,

a. Grid Manager . * Support ** Tools * Grid Topology *Z &R L £9,

b. site *VANVBAARL—/—R*SSM*H—EX*ZERL£Y,

C INRTOY—EANEITEINTVWE e ZMHELEF T,

d DDS*T—4R X R T7*&FRLE T,
€ *F =R+ ANTDRT—RA*N T7vF] THOH., *T—2 - ALTORE*H @FE] THBCZ
CEESRLED,
REE ISR

"SRTLRZATEENSD) AN
StorageGRID 7 /S A7V AA ML=/ —RD ) AN

FEEMNFE LI StorageGRID 7 TS A T7VRAA ML=/ — R AN BFIE (3.
DATLRZATDEENSDANDTEIHEEDH. ANL—UR) a—LDAHDIEELHD
S5UAN)TBRFEHELCTY,

CDRRAIIZDWT

TI2ATVRZ#E BB LTV T I T7ZBAYA =Ll /—RBTUY RICBEMT 3L DICHEL.
AbL=VZBI =XV bl ATV T —2ZVRNTIBIHEDNHDFT,

25



Prepare the appliance for reinstallation.

v

Start appliance installation.

v

Monitor appliance installation.

v

Select Start Recovery to configure the
Storage Node.

v

Remount and reformat storage volumes.

v

Restore object data to storage volumes.

v

Check storage state.
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NetApp® StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Monitor Instaliation Advanced «

Home
© The installation is ready o be started. Review the seftings below, and then click Start Instaliation.

Primary Admin Node connection

Enable Admin Node =
discovery

Primary Admin Node [P 172.16.4.210

Connection state Connection to 172.16.4.210 ready

Mode name

MNode name MetApp-SGA

Installation

Current state Ready to start installation of NetApp-3GA into grid with Admin Node
172.16.4 210

Start Instaliation

IRTEDIRED T Installation is in progress | ICZ1H D T Monitor Installation 1 R—IHRRINET,

CD EZRDA VAR =IIR=DICFETT I/ LRATIHBENHBZHEIE. XZa—N—-H5*
EZEDA VRN ")y I LET,

RS
"SG100 SG1000 —ERT7 IS 17> X"
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Manitor Installation

1. Configure slorage Running

Step Progress Status

Connect to storage controller _ Complete

Clear existing configuraton I Corice

Configure volumes Li i i ;| Creating volume StorageGRID-ob-00

Configure host seftings Fending

2 Install OS Fending

3 Install StorageGRID Pending

4 Finalze installation Pending
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JdE—-LFT,
B A VA M—ILDETIRRDERZ KT T, SHHAAAD Y —JLIC T install StorageGRID * | X F7—IH

—BHELEL. JUY YR —2 v ZERALTEE/ —RFETID/ —FZERITBLDITKDBI Ay E—
CHRREINZETHLEFT,
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Home Configure Networking - Configure Hardware - IMonitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install O3 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12.3625661 INFO -- [INSG] NOTICE: seeding ~var~local with c
ontainer data

[Z2O17-07-31T2Z2:09:12.3662051 INFO [INSG] Fixing permissions
[2017-07-31T22:09:12.3696331 INFO [INSG] Enabling syslog
[ZO17-07-31T22:09:12.5115331 INFO [INSG] Stopping system logging: syslog-n

1201?—9?—31T22:09:12.5?009&] INFO [INSG] Starting system logging: syslog-n

[Z2017-07-31T22:09:12 .5763601 INFO [INSG] Beginning negotiation for downloa
of node configuration
[Z2017-07-31T2Z2:09:12.5813631 INFO [IN3G]
[2017-07-31T22:09:12.5850661 INFO [INSG]
[Z2017-07-31T2Z2:09:12 .5883141 INFO [INSG]
[Z2017-07-31T22Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12.5948861 INFO [INSG]
-07-31TZ2:09:12.5983601 INFO [IN3G]
-07-31TZZ2:09:12.6013241 INFO [INSG]
-07-31T22:09:12 .6047591] INFO [INSG]
-07-31T22:09:12 .6078001] INFO [INSG]
-A7-31TZ22:09:12.6109851 INFO [INSG]
-B7-31T22:99:12.6145971 INFO [IN3G]
-07-31T22:09:12.6182821 INFO [INSG] Please approve this node on the A
min Mode GMI to proceed...

4 FIEICTIVERALTTIIAT YRR L= ) —REZRELEF T,

Start RecoveryZ#IRL T. 7FSA 7V RAML—J/—RZERELET

BENEELI/ —FORDDELTTTIAT VAR ML=/ —F2RET BIC
IZ. Grid Manager T [Start Recovery] Z:&iR§ 2% EBHH D £,
BB D

* Grid ManagerlZ I3 R— TN TWVWBR TS EFERALTH A V1V TI3BEBELNHD X,

* Maintenance ¥ 7z|& Root Access #ERDHNE T,

s OEY I ZVINRTL—IADNRBETY,
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CUANVRBT7IZATUVRAM L= —RZEALTHELSBELRHD XY,

CALASYy—A—T a4 T—2DEES I TORBAEZIBEL TEKHBELRHD £,

C ARL—=/—RFHBEIS AURICBEEINTULVAEAVWI EZBELTEKHBELHD £,
Fig

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TFVXR R
7*)ANY)) ZFEIRLEFT,

2. yAN)T3B51)y R/ —R% Pending Nodes 'J X h TiEIRL £9,

J—RIBEEVEETZE )X MIEMEINETH. BAYIAS—ILENTUANYDERFNTESET
IFERTET I A

3. O I ZINRITIL—X*E#ZAHNLET,
A [DANVDRBIZo) v I LET,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Sea Q
Name 1T IPv4 Address IT State It Recoverable I
* 104-217-51 10.96.104. 217 Unknown
Passphrase
Provisioning Passphrase | sesess

Start Recovery

S. UANVURDT Iy R/ —RF—=TILT. UAN) OETRRZEHRLE T,

g1y R/ —RAH T Waiting for Manual Steps | XT7—JIEATRES. XD MEYIDFIEICRE>T. 7
TZ2AT7VADRA ML =R a—LEFETHIYIV ML B74—<Y vy bLET,

Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage

de2-s3 2016-09-12 16:12:40 PDT h WY Waiting For Manual Steps
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UHURDEROBET, [ Uty &2y LTHLWI AN ZBATS &
() 7. BERECTOIRYIZABRRIN, FIEEULY FTBL — RATRERRED
FFHICBB LD TREINET,

O Info

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
# For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

oo o

FIEZz)Ey bLIeHEIZU ANV ZBRITT25H81F. ZRTLTT7IZAT7VR/ —RzA42VA M=
JLBIDIRREICU A R T §RIHNEDHD £9 sgareinstall Iy I LET,

Do you want to reset recovery?

TISATYAZAML—=2RY a—LOBIYVY BT 4—< v b ( TFE8FIE )

2DODAVV T EFETEITLT. BRINTVWBRANL—UR Y a—L%EBIYIY
L. BEXML—VRUa2a—LZBI7+#—XY FIIRERHBDFT, mFIDRT )
7 &, StorageGRID A AL —J R a—LeLTEYICT =<y hENTWVWSBHR
2—LEBYIYMLET, 2BBOR U T ME X7 FEINTULARWARY 2—L4
EFEHI7A—Tv bL. BEICHLC T Cassandra T—EARN—XEHIEEL T, Y—EX%®
AmBLET,

HBERHD
*BEVEELILANL VRV a—-LDS55. BBLHBLIGBRRN-FU T 723 L TELED
HHEY,

#E{TLZET sn-remount-volumes X7 U hEFERTZIE. BEXNL—JRD a—L%ZEBINTHEE
TE3580HDET,

* AML—=2/ —ROERFEIELEBIETR TRV . £iE/ — ROFIE O:ERFELELED—EEIEE
NTWBZ xR L TH T £ (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#IRL £7) o

* ERMETH TRV E #EL THEE£XT (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *Z#RL £9, )
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BEDANL— /) —RBF TS0 205G, £LIEZOTVY RADIANL—2 )/ —RANE

@ E 15 HURICBBEINTWVWRFEIE. TI7ZAILTR—MIEAVWEHLELEETV, &%
TLABRVWTL TV sn-recovery-postinstall.sh XZ Uk~ 115 HURICEHD I ML
—Y/— R T Cassandra ZBEIERTI L. T—EADNKRDODNZ LD HD T,

CDRERIIZDOVT
COFIE 27T I BICIE ROEEZITVET,

*UANUShEA ML=/ —RICOJ1>LET,

* #FE1TLET sn-remount-volumes BYIC T A —<I v b ENANL—UAR) a—LEBIYIV RT3
201) T b CORVVT+ZRITTDE. ROUEBENTONET,

c BRANL—URYa—LEYIVRLTTZURIY ML, XFSSv—FIILE) LA LET,
*XFS 771 IILDEBEMF T vIERITLET,

7AW AT LICEEMEDRH35EIE. ARL—2R) a—LDEYIC T +—<y S
StorageGRID AML=UR)a—LTHZIDESHZHERLET,

c APL=YRYa—LHABYNCT =y FTNTWVWBHBEIE. A L—URYa—LZBIYU> bk
LEd, RUa—LLEOBIFEOT—2IEZDFEHRINET,

* A7) T hOEHNEER L. BMEZERLET,
* ZRITL XY sn-recovery-postinstall.sh AZ UL CORV )T ERITT 3. ROMNIEH
RITEINF T,

DAN)DOERTHRIEA ML=/ —REDT—=FLABEVWTLEEV sn-recovery-
postinstall.sh (FlE4) BEIAL—JHRYa2a—LOBI7+#—<X v beFATPxo b+

@ XRAT—=AD)ART7ETENICA ML= /) —R%Z1)T—KrLTWXT sn-recovery-
postinstall.sh completesZiEE TR T—EXDFABL LI TR EITT—HELE
L. StorageGRID 7 /S A7 >R/ —RDBMRFE—REKRTLE T,

e TRRELEAML—VARVa—LEBI74+—<I Y MLET sn-remount-volumes AT Fr%&ETY
VETEBD oD FRIERIZVTITROEAINELLHD FHATLT

AbL=UR)a—LZEBI7+—X v bd3L. TORVa—LEDT—RIFINTE

@ ODhET, BROA TV bAE—ZRINTBLSIC ILM L—ILARESNTWVS
BaE. Uy FROMDIBAANSA T I T =22 VXTI B1OHITEMDF

B #RTITI2HRELNHD £,
c JEBIZIG LT, /— RO Cassandra T —2~N—X=BERL 7,

c AbL—=2/—FOY—EXRZHBLET,

FIE
T UANYLIEERML—=2/—RICOd1 > LES,

a XNIAXYRZANLEXT, ssh adminRgrid node IP
b. [CEEHINTUVWBNRT—R%ZASILET Passwords.txt 771 Jlo
C DAY REASIL TrootiCIDEZ X9, su -
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d |[CRBEINTVWBNIT—REASAILZET Passwords.txt 771 o
root LTAYTA>F2. 7AVTEHBHDSEDODET s T 1 4

2. GIORZ )T hERFTL. BYNCT+—<I Yy bINFRANL—SRY a—LEBITVNLET,
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®

a X)) T h%EFETLEI, sn-remount-volumes

TARNTDRML—=2R) a—LHHRTIT #—< v R ELRIFE. TRIFIRTORH
L—UR) a—LTEENEELIESIE. COFIEZEBLT2 ODHORI ) FhexR
7L ROV EPENTVWABVWR ML —=IR ) 2a—LZIRTHEIA—IY LET,

T—ADBRRAESNIEA ML =R ) a—LTIDRI VT ZRTTHL. BERHINBZehHD
9,

b. X7 1) 7 rOERTEIC. HABZ 07O &R LE T,

BEICIGL T, ZFEATEET tail -t A7V 70O T771IILOREZERT S
AV Y R (/var/local/log/sn-remount-volumes.log) o AZ 77 JLICIE. O
RYRSAVOHNEDHFHRBERNTENTULET,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number O in the volID file
Attempting to remount /dev/sdb

Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by



making additional replicated copies or EC fragments, according to the
rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-

remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh, this volume and any data on this volume will be
deleted. If you only had two copies of object data, you will
temporarily have only a single copy.

StorageGRID Webscale will attempt to restore data redundancy by
making additional replicated copies or EC fragments, according to the

rules in the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on this volume cannot be rebuilt from elsewhere in the grid
(for example, if your ILM policy uses a rule that makes only one copy
or 1if volumes have failed on multiple nodes). Instead, contact
support to determine how to recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.
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COBENFTIE. 1 DDA PL—=IRY a—LARERBICBYVY FEN. 320X ML—IR) a—
LTIZ—hAEELTVET,

* /dev/sdb l& XFST 7ML AT LOEERF T v IICER L. R a1 —LBENBMET
. ERBICBYVYbEhE Lo RV TMIEL>TEIYVY FENLETNA RDOT—2IER
BEINTLET,

* /dev/sdc iF. AL =R a—LAWSIRELISRIEL TWelc®. XFST 7 1LY AT LD
BEMFIVvIICERTEEFEATL

* /dev/sdd T4 RVHBEALETNT VARV, T RIVDX—N—=TOv I MIEL TV
H. XTIV FTEEFEATLe RATZUTME AFL=UR)2—LZITY b TSRV
B 77INSRTLADEGET TV IV ZRITTINEINZRR I A v E—VZRRLE
ER

* A=Y e R a-LBFHLVWT « RTZICERETNTVABEIR. @E*N*Z7O0Y 7
ICRRLET FILWT A RIDT 7AWV AT LZF TV I TBHEIFHD FEA.

" ARL=T R a—LHBIEFEOT « AV ICERINTVWAHREIE. BE YA SOV T+
ICRAREINET, 770N RATLADF v IDERZFEAL T, WBOERZIFETE X
o FBRVIHEREFESINET /var/local/log/sn-remount-volumes.log AJ 7 7L :

* /dev/sde & XFST 7ML AT LOEEUF T v IICER L. R a—LIBENBMTL
Teo 7c72L. DLDR/ —FRIDTY volID 77 AMIHZDRA L -2/ —RDIDE—HL XFHAT
L7 (configured LDR noid EBEBICERR) o COXwvtE—TldF. CORY a—LDFIDR ML
—J/—FRICBELTWAZZmRLTWET,

3. RUVT DN EHERL. BEZBRLET,

ARL=URY a—LWXFS 77 AN RTLOBEMF Ty IICERTE R o125
@ By FREAML—=—UR)2a—L%EI T M TERDTHBEIE. HIIDIS—XvE—

D EKHERBLTLETV, ZRITLIEBEOXEZIER L TEBENRHD XY sn-

recovery-postinstall.sh CNEDARI 2 —LICRI VTR ZHREL XY,

aBELTWVWBRIARTDAR) 2a—LDITYMIDBRICEENTVWA L ZHERLE T, RrcnTw
BROWRY 2a—LHEH 35681 RV =BEITLET,.

b. YTV REINIEIRTDTNARDAYE—2PZHRLET, APL—2RYa—LRZDR ML —
P/—FRICBLTVWAWI 2RI IS DBV e zBRBLE T,

ZDFITIE. /devisde DHEAIC. KOIS—XvE—IHREFNRTUVET,

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

HBZARL—=UR)a—LDRDA L=/ —RIBELTWR EHRE SN HEIE.

@ TOZAINYR=FIBEERVWEDLELLTEEV, ZXTITIHEIE. ZRTLET sn-
recovery-postinstall.sh AZU T LTIE. ARL—=HR) a—LHABET7+—<T Y
fEnFIH BER OTF7—2BRHON3ZehdHdb 9,

C.RXUVKTEBDOIERAML =T NAZRDBBHZEIF. TNAREBEAXAEL. TNA X2 EEFL
FHRLF T,
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() IV PTEBDORR LU AT NTERE L BTAT SXBHBD &
ER

FTNARE%=FEALTR) 2a—LIDERELE T, ZDIDIF. 22T IT3ERICHERANBHRTY
repair-data 77TV b F—R%ZRYa—L CROFIE) ICUARNTTBERI) Tk,

d IV FTERVTNARZIRTEBEZIEEBLEZS. #R1TLET sn-remount-volumes H
S—EXIVVTrEEFTLT. BYIYRTEZIARTORNL=UR) a—LDBY I MENT:
CCEESRELED,

AbL=YR)a—LZERTY FTERWVGE. LB ASL—IRY 2—LDNEY)IC
@ T 4=V hENBHSTSZRICROFIBICELC L. RUa—LEEDR) a—LED

T—RDEIRENE T, ATV I bT—2OAE—DN2 DH-THE. ROFIRE (

TP RT—2DOURET) HNRETTBETIAE—IE 1 DRIFICHED FT,

ZERITLABWVWTL IV sn-recovery-postinstall.sh XU Tk (BEI L=
R a—LIlE>TWET—2%Z7 Uy RROMDIBFAD SEERTZ A TIHLL

(D Zzx5n388 (MKUS—TIE—EIDRHERT B L —LABRAINTNZHE
P BHO/—RTR)2a—LICEENRELILBERY) - KODIZ. TZAILGR
— MIBWEDETT—2D) ANUFEEREZELTLLIEEL,

4. ZRITLET sn-recovery-postinstall.sh A7k ! sn-recovery-postinstall.sh

CDRIVTRIE IOV RTERD ST ANL—=UR) a—LA FHRIEBYICT -y TN TULA
WXRL—=UR)a—L%xBT74—<v L. BEIZIGL T/ — RO Cassandra T —XRX— X% BiEE
LT ARL—=2/—ROY—EX%ZRBBLETD,

RORUITTERLTLIESE L,

° A7) T FOETICIZHEEEHI DB EHHD XTI,
o —fRIC. ATV T EDOETHRIF. SSHE Y aVIFBEBTITOBRERHD £,
*SSHEy> a7 o714 TICB>TVWBREIE. *Ctri+C F—ZH T BV TS,

c CDRIVTHME Xy b T—ODOHFMHBEELTSSHE Y a VR T LICERICNY TS
FTRITESNEITH ETKRRIFVANIR-THERTEE Y,

o AL =Y/ —RTRSMHY—EXZFEHALTVWAESIE. /—RY—EXOBRHHEICZIY
W5 REELELTVWBRELSICRRABZZEDAHDEFT, D5 BDEEIE. RSM H—EZXIHHH T
EETHIEIICEELEFT,

C) RSMH#—E Zif. ADCH—ERASENBZANL—/—RIcHD £7,

—EBD StorageGRID ') 72/\1) FETIL. Reaper Z £ L T Cassandra DIEEZLIEL £
T BEY—EXFLIBBELRT—EXNFABIND LT CICBENBFNICITONE

@ To RV T rOHAICIE. Treaper ;1 F7zld I Cassandrarepair | EENTWVWE L
KHDFET, BEIEKRLIEZEZRIIST—XytE—IhKRRINEERIEF. T5—X
wE—JICRENOY Y FZERITLED,

5. £ LT sn-recovery-postinstall.sh X7 ) 7 cHERITIN. Grid Manager® ') 71/N1) R—IHESHR
INE9,
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DRAT—RADBEIE. VANIR—ZOESRKREN—E X T—IFTHRTEEXT sn-recovery-
postinstall.sh XUk :
Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address 1T state 11 Recoverable I

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-53 2016-06-02 14:03-35 PDT . O O N Recovering Cassandra

6. ¥ AZ7LT. StorageGRID 7 754 7> XA > X k—Z DMonitor Install R—JICED £
“\http://Controller IP:8080° A>Ea—7+4>F 2> O—5DIP7RLAZFEALTEDODHTET,

Monitor Install R—(ZI&. AT ) T RDERITHDA VX b= ILDEITREDRREINE T,

DHEIANLEXT sn-recovery-postinstall.sh ATV T MIK>T/—RTH—EXNFHBEINE
L7co RDFIE TEHATEIELOIC. ATV TRTI =Y FENEEBDRA ML =R a—LICATY
IV T—RZVIANT7TEXT,

BEISER

"ANL= /) —=RDIVRATLRZATDY AN ICET ZESDORHER"

"PIZATVADA L =R a—LADA TSz bT—R2DU R LT

TISATVADA L =R a—LADA TSz bT—2DUZXNT

VIZGATVRAAML=2/—FROXA ML= R a—LZUAN) LIS, AL —
/) —ROBETERONIA TSI T —2Z )R T TEET,

MHERHD
cUANUSINIERA ML=/ — ROEFARRED' * connected * TH B xR L THEHBELHD £
9 Grid Manager®* Nodes > Overview *& 7,
CDRAZIZDWVWT

JUYRDIMIL—IBF T2z bAE—ZFRT B LS ICRESNTUVIGE, O L -2/ —
R 7—=hAaT /=R, FLBIZIVRIML=IT=IUW oA TPz T —RZ)RANTTEET,

LT U= FENEOE—% 1 DEFRET S5 M L—LARESATVT, 0L
()  —PREL—URU2—LIEENRELLBE, ATV PEUANUTEC LTSS
Ao
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ATz rOAE—DISTRI L =T —=)LICLD TR > TLWRWES. StorageGRID

@ lE. ATz T—RE VR NTSRDICERDODEREISTRIANL—JF—I)LI VR
KA MIEE 38BN HD FT, COFIE ZRITI BRI T7ZHIILTER—MZEHWVWE
HET. UANVEECBEEIX NDORBEH D ZMEEL TSI L,

720 QA= T—HAT /= FIZLHFERS>TVLWEWESIE. 7—h1T/—Fh5
@ FITPz O T mAEINE T, AT —HA TR L= XT LA SDFHAHH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J/—=RADAF TP bT—2DU X+

I MO L =2/ —RA5IE—ZU X T T B3G5RICHRTERELDDD X7,

ATz T—RZVRNTTBICIE. #FRTLET repair-data AZV T I ZORT )T RE 7
IO =20V M77O0X%Z@BL. IIMXAF v EEHLTILMIIL—ILZEBALEF I, Tl
SEIERATOaEFERALET repair-data ROAZET. LIV r— b FT—RA LA y—0—FT
AT T—=RADEESZ)ARNTTEINMEICRIIVTSRTT,

LIV bT=R LTV T —RZ VAT IBZARV . /- F2FZBETZION. /—
FED—EBDR) 2 —LDAHZEETZDOMIGLT22HD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALASy——FT4>7 (EC) T— X AL APy —A—FT«4 VI F—2% VA T7$3IAIYVER
&, /— Rz BETZION. /—RLEO—EDOR) 2 —LDAEEETIONMNIGLT22HD £
XS

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

TLADPv—0—T4 2T —2DEEIZ. —BOIXLL—2/—RFHRATS5A4 VIRETHIBTEEX Y,
BEIETANTD/ — FHIMERTREICH > TcHEICTETLET, ROAR Y FZFEALT. 1LY vy—1
—TAVIT—EDEEREEHTETET,

repair-data show-ec-repair-status

ECEEZaTICE>T REDRML—IH—BNICUHF—-TEIhET, X L—IT7 35—
@ AR UA—ENBZCEHDHDEITH BEDPTTIBEHRLET, FRICHERI L —

IDRFELTWVWB L. ECOEESITNREMLEY, AbL—JUHFR—-232id Y37

MERBMLUTDHRII LIcMCEERAEL. ECEBEY I TNRET IH BRI NE T,

HERATB3HEDEFMICOVTIE. 2BBLTLEE VW repair-data A7) T hEAHNLET repair-
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data --help 754X VUEE/ —ROOTVRSA U EFERLE Y,
FIig
1. 72547 VERB/ —RiCOJ1>LEY,
a XNIANYYR%ZANILET, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—RFZAALEXT Passwords.txt 771 Jo
C.RDIARXY RZASL TrootiCtIDEX £, su -
d (CERESNTUBNRT—RZANLEY Passwords.txt 771 Lo

root& LTAOJA>T 3. FOYT B SZEDLDERT $#K7T 1 4

2. #ERALFET /etc/hosts URARTEINRML—=SR)a—LORNL—2/ —ROKRI NEERTE
237710 JUYRHDIRTD/ —RFRDIRAMERRTBICIE. RDESICAALET, cat
/etc/hosts

3. IRTDRML =R a—LTEEDVRELIIGRI. /—F2EZzBELET, (—HORUa—L
RIITEENEELIISGEIE. ROFIRICEAFT) o

@ HRITTEFFEFHA repair-data O/ — RICH L CREICMIBERITI R, EH
D/ —REDVANIVTBZHEIE. TI7ZAILYR—MIBEEVEHELTEETL,

c gy RICLTIVT— b T—2hH235E1E. ZFHALE T repair-data start-replicated-
node-repair ANV RICZIBEL XY --nodes AL =2/ —REFE%ZEETEZIF T3> T,

ROIAXY RIE. SG-DC-SN3 WS A ML—U/—RIZHBZLTVT— b T—2%EBELET,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

AT RTF—2D) X NTHE. StorageGRID Y X FLHL TV r—raSnfcA47
U TF—2%ZBOIF5NAEVEEIX. *Objectslost* 77— hH MU H—ENhZF

() 9. SRFLEBORIFL—U/—RTFS— M RUA—SNBCEHBD T, 1A
KORER . JVANUDAIEENE DD =R T IHNENH D £9, StorageGRID DE:
BERSTN a—TFTo VI DFEZBBL T,

)Y RICA LAY —OA—FT a4 >0 T7—320H35E1%. ZFEBL XY repair-data start-
ec-node-repair AX YV RICZIBEL XY --nodes ANL—2/— R %EETZ2ATFT 3T
ER)

ROARX Y FIE. SG-DC-SN3LWS R ML =2/ —RIZHBZBALADv—O—T 1 VI T—R%=ZER
LET,

repair-data start-ec-node-repair --nodes SG-DC-SN3

—BDHRINET repair ID CNZFHAIL FT repair data #fFe CNZFERALEXT repair
IDZEIZVwI LT, OEFIRAEHERZENL XY repair data . VAN 7OELINZETL
TH, TNUANDT 1+ — RNy IIHREINEE A,
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(D ALAPY—0—FT 4 I T7—2DEEIZ. —BDIL =/ =R TS RET
FIETE X T, BEIIIRTOD/ — RHIMERRIREICA 2 TcH EICTKT LE T,

c Uy RICLTVT—bT—REALADYy——T 4 I T—2OMANHZHEIF. MADIT
YREERITLET,
4 —EDRY 2a—LRITTEENRELIISGEIZ. REZRITR) 2 —LZBELET,

R)a—LIDZ16ERTANILEY, fl: 0000 F. FHDRY2—LETY 000F 16EBHDR) 12—
LTYe 120K a—L, —EORY a—L, FLFEHLTOVBVEROR) 2—-LZEBETER
ERS

TRTORY 2a—LHRLR L=V ) — RICHZUBLBO £ T, ERORML—Y/—RORY 21—
LEUZ T EUBELHZHER. T ALPE— MCBELEDECET L,

c gy RICLFVT—bT—2H0H3581F. ZFHAL X9 start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZHBATEIA T3> RIS, ZEBMLEXT --volumes
F7cld --volume-range XDBUIRT LSS AT a>zBELEFT,

B—RYa—L:LFVTr—brENcT—RZR)2a—LICUXST7LET 0002 SG-DC-SN3& LS
BHIDA ML=/ —RTROELSICHELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

AR a—LEHRH: LTV T— b INT—2%ZHHERROIARTOR) a—LICURXRZLET 0003
27 : 0009 SG-DC-SN3EX WLWSLRDA KL -/ —RTHROELSICEKRELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHELTULWEEA . COOYVRIF. BRINT—2%FR)a—LICURNT
LEJd 0001, 0005 BEKY 0008 SG-DC-SNILWVWSEBIDRA ML —2 /) —RTHRODESICEHREL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITSzUVTF—2D) X NT7H, StorageGRID X T LD L FUr—hEhicA4T
STV T—R2%ERDOIF5NABVESIE. *Objectslost* 75— hHMUH—ENIZE

() . YRFLEKORFL—U/—RTFS— b RUH—ENBCEHBD ET, 18
KOFERE & VANUDEIGEEMNE SHZHERTIHNENDHD £, StorageGRID DEE
RVELTZ TN a—TFTa VT DFIEZBRL TV,

N RICALADYy—A—T 4 20T =20 H 3551 ZFEALEXT start-ec-volume-
repair AX Y RICZIBELET --nodes /—RERANTZA TS 3>, RIC. ZEBMLET
--volumes £7zl& --volume-range XDFUIRT LS. AF>a > EEBELE T,
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HB—R)a—L AL y—A—TFT oI Nl7—2%R)a—LICUXM7LET 0007 SG-
DC-SN3E WS HRIDA KL=/ —RTROELSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—L&E A LA y——TFT I NcT—2FHBERNDOIARTOR) 2 —LICURMT
LE9 00047 : 0006 SG-DC-SN3E WSHZRIDARL—/—RTROELSICEKRELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BEORY) 2a—LHNEHLTVWERA : COOAXVRIEALAPy—O—FT oo nf-7—2%R
)a—LICYZXR7Z7LET 000a. 000 H KXY "000E SG-DC-SN3X WLWSEBIDA ML —Y/—R
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data —EDMERINFT repair ID CNZHWAIL £ repair data . ThZzfd
FALZXY repair 1DZI U v I LT OESKRTEERZENLEXT repair data #fE. JAN
D70 AR TLTH. ENUADT s — RNV TIEREINEE Ao

@ ALAPY—0—FT 4277 —2DEEIF. —BDIL =2/ —RBF TS5 RET

IR CTEE T, BEIIIARTO/ — FHMERARICE 2 Tch EICTETLET,

Uy RICLTVT—hT—=REALADYy——T 4 VI T—2OMANHZHEIF. MADIT

VRERITLET,

S LIV —bT—2DEEZERLET,
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* Nodes > Storage Node being repaired > ILM *] Z3&RL £7,
MFHE €02 a>0BMZFERAL T, BENET LA SHhZHL £7,

BENFTT T3 L. Awaiting - AEMIFOEDA Tz bZRLET,

C. BEDFMZER T BICIE. * Support > Tools > Grid Topology *%#ER L £ ¢,

I* grid > Storage Node being repaired > LDR > Data Store *] Z&ERL £7,

e ROBMUZMEAEODET. LTVT—bT—2DEBENTT LIchESh e E DHFIL E

ER

@ Cassandra [CREENELCTVBAEMLH D . £/, KR LIBEITEHSNEL
Ao

* * Repairs Attempted (XRPA) * : LU — b T—RDEEOETREZEHLET, CORE
Mg, ARL=2/—=RBDBNAVRIATO U COEEEHAABZVICENESLET, D
BHEOEHIIRED X+ v > HIE (* Scan Period - - Estimated * B TIEE) O HEVHIREICH



7o TEELAVES. ILM AF v UIEIARTD ./ — RTEERMRELGNIIVRIA TS T
FEEHLTWEEA.

C) NTVRIAT U held. BRICKDNZGEAHZ AT TY, ILM
REEWELTLWAVWAT SV MIEFENEFEAS

xR - #E (XSCM) * L CoBMEFEAL T UEICEDAEFNA T U MMIR
) —BENBRINDZAIVIZRBBEHDET, [ *Repairs Attempted * 1 BHEDIRED X
Fv UHBEEDBRLCAGoTLARWVGEEIF. BREENETEINTVIHEEYNHD £, X+
v VHEIBIEZE DL B EREMD H DD TEE L T EE L\, * Scan Period - - Estimated ( XSCM ) *
BHEE. Uy R2ERORE ZRLET, ChUE. IRTD/—RDIXAF v VEIEDRAKET
Yo J')w R®D *Scan Period - - Estimated * BMtEBEZRa L T. BY)HBZHHTEE I,

6. LAYy —0—TaIT—2DEEZERL. KELLAREOHZEREZBHITLET,
a ALAYy—A—T VI T—2DEEIAT -2 XZzMHRL £ I,

" REDDDRAT—RAZRRTBICIE. COATXY REFERAL XY repair-data 121E :
repair-data show-ec-repair-status --repair-id repair ID

" IRTOBENIEZRRTZICIE. ROAT REZFERALET

repair-data show-ec-repair-status
HAICIE. BEDBRHARTIINET “repair ID LFIIC. IRERITHRO IR TOESE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LB L BB SNTEEIE. ZFEALEXY —-repair-id BEZBHITI A4 T3> T
ERS
COOT Y RIE. BEIDZFERLT. BENMRELLE/ —RFOBEZEBHITLEY
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83930030303133434

repair-data start-ec-node-repair --repair-id 83930030303133434

OOV RIF. BEIDEFERLT. BEARELEARY 2a—LOBEZBRITLET
83930030303133434 .

repair-data start-ec-volume-repair --repair-id 83930030303133434

BEEIER
"IN a—Ta I ERLET"
TTIZAT VAR L=/ —=ROUANIEDR ML —J OREDRER
PI2ATVRAANL=D /) —RZ2 VAN LS. PTS5AT7RAML—2 /=R
ICHEB L SNBIRED T Online J ICRESNTWVWSZZRHERL. A L=/ —RY
—N\HEEHTICRICA Y TAVREICBDIELDICTIHENHD T,
WHERHD
* Grid Managerl I3 R— TN TWVWBR TSV EFRALTH A V1V TI3BEBELNHD £,
c A=/ =RV ANUEIN, T—FUANIDRETLTWVWIHRELRHBD X7,
FlE
1. Support > Tools > Grid Topology *%3&R L £ 9
2. )ANYSINFRA ML —2 ./ —R*LDR * Storage * Storage State - Desired *& & U Storage State -
Current *DEZ R L £7,
WA DREMEDIED Online THZHEHLHD £,

3. Storage State --Desired H' Read-Only ICEREINTWVS3HEIF. XOFIEZETLE T,
a[rBR 275V IvILET,

b. [* Storage State] —[Desired *] (FFERE —FL TS *)] ROy FL T2 1) X MHS [*Online] (F >3
1) Z&ERLET,

C [EXEDER*ZU/UVvILET,
d B 1X2T7Z0U v o L. [ R L —0REE --Desired * KU * X b L —IREE --current | DIED
[AVTAVICEFINTWVWBR TSR LE Y,
SATLARSATICEENBRVGEDI ML =R a—LEEHNSD ) /8D

A=Y/ —=RT1EUEDR ML =R a—LICEENRELEDDOD. R T
LRZATICBEIBRVGEEIF. —EDRRAVZRITLTY I I I T7R—IODR ML
—J/)—=REDANVTEIBRELHDEFT, AML—UR) a—LARRITTEENREL
eHZaIE. AL —Y /) —R%Z5|E#HiE StorageGRID > R TLTHEATEXT,
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CDHERTICDOWVT

COVANVBFEEREY IR IZITR—IADANL—= /) —RDHe PTSATIVR A ML= J—
RTREL—=2 - R a—LICEENRELLESIE. FIE Z@HB L T IStorageGRID 7 75147V X + R
L= J—=RDUAND ] ZFRITLTLEETL,

Review warnings about storage volume recovery.

v

Identify and unmount failed storage volumes.

v

Recover failed storage volumes and rebuild the
Cassandra database.

v

Restore object data to a storage volume.

v

Check storage state.

REIE R

"StorageGRID 7 FSA 7V RAA ML=/ —RD Y AN

F&E
C"ARL=UR) a—LDUANIICETRIESZHR L TUVWET"
*EEIASL—UR)a-LEFEL. TRV ELET
*"EEX ML —UR) a—LD!) AN ECassandraT —Z N — X DEEE"
" RATLRZATICEENBWVEEDA L =R a—LANDFA TSI b FT—RZDIJ X LT
C"AML—=UR) a—LDUANIVEDR ML= DIREDHEE"

AbL=URUa—LOVANIICEATZEEEZHRL TVWETY

A=/ —FOEEXNL—UR) a—L%Z)AN) T3S ROESZHERT
BRENDHD XT,

ARL—=/—RADASL—URY a—L4 (rangedb) (. /RU 2—LA ID &IEIEN 3 16 EEHTHEF SN
F9, fceziE. 0000 (ZRZFDARY) 12— L. 000F IF 16 FEHDAR) 2 —LTT, FAML—C/—RODOR
MOATST I RART (KUa—L0) & ATV b XXF—AY¥ Cassandra T —ZN—XDAUIE|C
RANA4TB DAR—XZFERALEFT, COR)a—LDEDDIAR—REA TV U b TF—RIERINE
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o HOIRTORIL =R a—LlE T2z b T—2FRADR) 2—LTY,

AR)a—L0 TEENRELTYANUDRRERIGEIE. R a—LUA/N)FE O—EBE L T Cassandra
T—AR—ADBEBEIPVEICRZZEHHDEFT, XDKKETH. Cassandra "BEHEBEINZZeHHD
£9,

c XAML—= /=KW 15 BUEATSA VIR oIz, ASAVICEDET,

* VRTLRSATE1DUEDA ML —UR) a—LTEELRAREL. VAN TN,

Cassandra DBEEHEE. Y XTLIIMMOI ML -/ — RO 50EHREFERALET, 77531V DA ML —
C/—RHBZTFTB . —ED Cassandra 7 T—REFERATETARVTREENHD £, =i Cassandra h'EBE1E
LEINTIH/BEIE. Cassandra T—RD—EMDEET )y REATHERINTLWAWIEDAHD FFT, 7
>4 /@X FL—2 ) —RBZITEBREECERDODANL =2/ — R 15 HURICBEEINTULIIES
&, T—REBEIRETZAEELHD £,

BEHOR FL—Y ) — FCRENRELLSE (3751 0B8) 1§ 7oALY
O F-PEaMusht CESL. ROUA/FIRERFLENT RSN, Fosh%N
DB D £ 7,

Z L= — FOREETEU AU 15 BUAIC 2 DEOR FL— / — K OBEAS
(O ELrgalE 77— MCBELADE R, 15 BURICEROR hL—2
— RT Cassandra zBHBREIT 3. T—4DBKRDONBZEHHBD T,

@ Y1 hOEHMDR ML -2/ — FTRENRELLIZEIE. ‘U"r MU ANDFIE NBEICES
AN HD T, TIOZAILTR—MIERVEDLEL T

"TOZAINYR=MIEBIYA MU ANYDERITHE"

@ LZVr—hOE—Z 1 DIEFRETEZELIICILMIL—ILZREL TVLWBHEIC. £00E—
RHBZASL—IR)a—LTERENEETSE. T2z bZ2)VANUTEEEA,

1) A/NRIC Services . Status - Cassandra (SVST) 7S5—LNDRELI-BESIZ. BERE

@ ESTIN>a—FTa>0D0FIE%=EELT. Cassandra ZBBELTT7S—LDS5UANUL
TL BT\, Cassandra #BIBRERTZ . 7I7—LIIBRINET, 7o —LHEERINERL
BaIE. TUVZAILYR—=MIEZLTLLETL,

BEIEEHR
"IN a—Ta T EERLET"

"Iy RJ—RDOUANDICETRESEEZERIE"
BFEIANL—URUa—LZEEL. 7YX IVMLEY

AbL=2R) a—LICEERRELIEAML—=2/—FZ2UAN) T35EIE BE
RUa—LZH/EL. TRV ETRIBEBERHDET, BEXNL—2RU21—LD
AV ANVFIE TEITA—X Y bEINB I 2HRID2BENHD X T,

REBREHD
Grid ManagerlZIdHR— b EINTWE T SO ZFERLTH A1 VT I3RERHD 9,
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CDRRAIICDWT
FEENRELEANL =R 2a—LIETERRITES VAN TRIREAHD X,

FIRAMIC. BRERINTCARY a—L. POIIY MDBRERRY 2a—L FLFNOIF—HEELTL
BZRV1—LEZRELET, BERV 2—LBS VA LICKIBELIET 71 AT L2 GATUVLSIRETER
SNTWVWBIEEIF. T1 XATDKRERED TIEREID HTEHDOBIEZ > X T LHRETE RV A HD

9,

T4 AT DEMVEEN. /—ROFELE. /—FORt. VI —haE. RUa—LZJAN
@ B 1HDDFIHFIEZRITIBFIIC. COFIEZRTLTEBEDRHD X, ENUHND

BEIE. ZEITLI-C EIC reformat _storage block devices.rb VU TFRTIT 7L

SRTLIZ—DEEL. RIVTEDBNVTLIEDEKBLIED T235E8D0HD £7,

@ HERITITBEIC. N—FR I T7%BEBL., T4 XI7%=BUNIEFHELE I reboot AV R%EE
TLEY

BEXFL—URY 2 — LFHEIREL T RSV, COBBEERALT, B74—T vk
(D) reEsRU1—LERELET, KU~ LEBT4—Ty bTEL, TORY1—LOF
ZREUANITE Ft Ao

BEASL—IR)a—LZELLUANITBICE BEX ML —2RUa—LDOTNARBEEDRY 2

—LID DA ZIBELTESBEN DD X7,

AVAR=ILERC. EA ML= FNA RUSIET 74 )LS 27 LD Universal Unique Identifier (UUID ) AY

FOHTHEN, FOUUD ZFEHLTRA ML=/ —R®Drangedb T L FJICRTV NENET, 77
1D RATLDUUIDLrangedbT 1 L7 b UG ICEBEEINTWET /ete/fstab 771 )be T/ XA
rangedb T4 LV b BLXUTT Y FEINTcAR) 2—LDH A XiE. Grid Manager ICRREINE T,

KDBITIE. device T /dev/sdc ICIFATBOR) a—LHAYT Y FEINTUVET
/var/local/rangedb/0 T/N\A X%%ZFEAL XY " /dev/disk/by-uuid/822b0547-3b2b-472e-
adSe-elcf1809faba ZBRL T TV Jete/fstab 771 ¢

f fdmutade Feictetab file L Errarasraamint-ra, barey
var - Feeviadd Fuar/local S EYICIa~TeNMIT-Eo, barrl
fdev/ade AWAQ AL defanlca n

7 local idevisde — proc fpros pros defanirs ]
rangedb m ayafla feEy= =ysls noAlito fi

s 0 '-’ debugta foysskcnel fdcbug debugta noamTo o

 fdevisdd — deupts Fdevipts devprs pode=0520, gid=s i

] | Fdev £dD fredia/Eloppy o ROBLEO, UIET, ITHD il

i} :—}&:me—'_ Sdev/cdron Jodoom izoPE60 zo,mosuts 0 0
‘\\ | AdEv/Eian /by-uuld /384046873511 -47a7-0700-Tb31bAS5a0bE Sust/local/ayaql_ibda
| 4396 GBE || Sdev/eappers/Lagug-Lagly /l2g xf2 dwapl mipis/L2g,nealign,nobarcier  ikeep 0 2

[Fdcvidiaa by uaid/ Beabi5d) - doan-4iac-ndbe-cLoELa0aEaba /var, local/rangedb /o)

Misrt Pt Deven Sashm  SiEe Spece Avalsthy  Tétel Entties Erfries Avadible  Wiie Cuche
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1. ROFIEZETL T BEI ML —IRUa—LEZDTNA REZETRLFT,

a. Support > Tools > Grid Topology *% &R L £ 9,

b. T*sjte * failed Storage Node LDR * Storage Overview ** Main *] %#iRL. 75 —LHDFEEL TV
AT RANTEZELE T,

Object Stores

D Total Available Stored Data Stored (%) Health

0000 96.6 GB 9.6 GB i 823 KB 4 0.001 % Error 5,
0001 107 GB 107 GB 0B 0% No Errors Yy
0002 107 GB 107 GB €08 0% No Errors 59

Cc. T*site * failed Storage Node SSM * Resources * Overview Main *] %&RL £9, BIOFIETIHE
LEBEEIML—URY2a—LDI TV MRAY FER) a— LA XEBRBLET,

TPV FRETICIR. 16 EREOFESNMIITSNTUVET, fcezxid. 0000 IERADARY 12—
L. O000F (X 16 FEEDHR) 2 —LTY, TDHITIE. IDH0000DA T U b X L TIEITHIGL T
WX T /var/local/rangedb/0 T/\1 X&HsdcT. 1 XH107GBDIFE,

Volumes

Mount Point Device Status Size  Space Avallable Total Entries Entries Available  Wiite Cache

/ croot Online &) 104GB 417GB 5 & 655360 554,806 & Unknown B
Ivarlecal cvioc Online = &) 966GB 961 GB [f &y 94369792 94369423 H & Unknown
Ivarllocalirangedb/0  sdc  Online 2% 107GB 107 GB 79 104857600 104856202 55 &) Enabled 5=
Ivarllocalirangedb/i  sdd  Online =)@ 107GB 107 GB %) 104657600 104856536 55 @) Enabled =)
Ivarllocalirangedb/2  sde  Online =)@y 107GB 107 GB 9 &) 104857600 104856536 &= Enabled 5=

2. BEARELLLANL—S /—RiICOJ1>LET,

a RNDIAVYRZANLET, ssh admin@grid node IP

b. [ZEEEHINTVWB/NZIT—FZANILET Passwords.txt 771/l
C.RDIAYY REANL TrooticUIDEX £, su -

d (CEBHINTVWEINRT—RZAALEXT Passwords.txt 771 )L,
rootE LTOJA>93E. FOVYT B SEDLDERT s KT 1 4

S RDRV) T ERITLTA ML= —EXZEFLEL. BEX ML =R 2a—LZ2T7UITVMLE
ER

sn-unmount-volume object store ID

o object store IDIF. BEX ML —IKRUa21—LDIDTY, fc&XIE CBEL XTI 0 IDAH0000D
AT RARTDIARV R,

A FOYTERRREINES, *y*ZWLTRML—2/—REDR L —CH—ERZRFELELFT,

@ AL —=SH—EZXIDRITTIELELTWVWBRREESIE. 7O MEIRT-EINFE
Ao Cassandra —E XE. R 2—L OIS LTOAMELELET,
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sn-unmount-volume 0
Storage services (ldr, chunk, dds, cassandra) are not down.

Storage services must be stopped before running this script.
Stop storage services [y/N]? y

Shutting down storage services.
Storage services stopped.
Unmounting /var/local/rangedb/0

BHBICA ML= —EIDMELEL. RV 2a—LHAT7 IRV EENET, TOCRDERTY TZR
TAYE—IDPRTEINE T, REOXAYvE—2IF R)a—LHA 7T FENcleZRLTVE
ED

BEINL—URY a—L0Y) AN ¥CassandraT — 2 N— X DEIESE

EENRELIEAML—RYa—LATAML—C2ZB 74—V Y NLTEYIVMT
BT I‘%iﬁb\ SCATLDUNETHSCHILIEBEICIERA NL—U )/ —ROD
Cassandra T —ANR—X*BIBRIINELRHD XY,
c THAELTHELHUMENHD £ Passwords.txt 771 o
CH—NEDIRATLRSATIHEBEIR VW EHARETT,
cBEOERER ZHEL. DEICGLTKEBAIANL—N—RI 72 AFLTELMBELHD XY,
CRXWBHIAML—=UDEFHY M XIE TORA L= B THIHRELHD XTI,

* AML—2/ —ROERRFIEALEBIETR TRV . £iE/ — ROFIE OERFELELEL—EEIEE
NTWBZ ez L TH T X9 (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *ZERL £7) »

* EERAETR TRV E E#HESR L THE T £J (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *Z:#&RL £7, )

*ARL=YR)a—LOVANIICETIESZREL TELEBLHD T,
"ARL—=UR)a—LDUANVICEATEZESEMEELTVET"

a. MEBICIGL T, ARDOFIETHEL TV I I Y M LEBEXI ML —2R) a—LICEE[MIT SN
foo BEDNRELIYPEXIFREBI L -2 LET,

A= L5, ARL—T« ‘/7“*‘/27_-1_\L:J:O'Cuu5§k*h5ct9k2l\l/ VEBIF
vOFRRIEUVT—ELET, 2L RU2—LIFBIYTY FLABRVWTLESWL, X FL—UHEY
DY EEINTICEMINET /etc/fstab BOFIBTERITLEF T,

b. BENMKELIANL—C/—RICOJ1>LET,
LRDARY RZANILET. ssh admin@grid node IP
i [CEEE TN TUVWBNRT—REZANLFT Passwords.txt 771 JLo
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i. XA RZEAAILTCrootiCIDEZFd, su -
V. [CEBE TN TVWBNRAT—REASNLET Passwords.txt 771 Lo

root LTOJA >3, AV RDBDESEDLDET s#7T ¢ 4

C TFALITaA (viXfcldvim) ZERAL T, ISEERY 12— LZHIFRLET /etc/fstab T 7
TIEERL. 771V R ELE T,

TREER)2—LZAXETIRLET /ete/fstab 7 7 A IDFR+DTY, R

@ aA—LEDSHIRTZIHNELNHD XT tstab BFERAL T ANVNIEBERITT S .
DIRTOITHIRESNE T fstab NIV RSN T 7AMILS AT LET 71 ILH—
BMLTW3,

d BEILL—YR)a—-LZBT74—<v L. BEIIGL T Cassandra 7 —ZN—Z2BHEEL X
Yo ANNIBINYYE reformat_storage block devices.rb

" ARL=CH—EZXNREITEINTVBRERIF. TNSZEFBLETEILSICKOSNET, *y* ]
EANLET
" BREIZIG L T Cassandra T— 4 R— X xBIEETILS5KRDODENFET,
s BEEERELET, WTNORREDLZY LARWVESIE. Cassandra T—XEN—XEBEBEL

Gy

9, M*y*1 CAAILET
FBEODRANL =Y/ - FTSADBE. TRBRIDIAL—2 /- 15 BURICE
BRINTWLWEHSEIF. T*n*] CAALET

221) 7 ki Cassandra ZBRBREETICKRTLES, 772 AILTR—-KIEBLEHEL
EE0,

* L=/ —REDErangedb R 51 JIZDWTERSNT-E FE. IDELSICHED £,
‘Reformat the rangedb drive <name> (device <major number>:<minor number>)? [y/n]?" T. XD

WFNHLDIEEZANILET,

Y LIS ARELIERNSATEBTI Y MLET, AML—UR)a—LHBT +—
JY RSN IR ML= R) a—LDEBIENET /ete/fstab 771 o

" RSATICIST DB FSATZ2BT7+—< v LARWVIEE,

n*EERTBE. RTUVTRHRTLES, FS1TZIYU2MT3H (K
@ SATEDT—2ZRIFIBVEDHD. FSATHR->TTUIYUVMEN

123%8) « FIATZBROALET, RIC. ZFTLET

reformat storage block devices.rb ANV RZHSI—EETLET,

—EB® StorageGRID ') #1/\1) FJETIE. Reaper % {FF L T Cassandra DEE%

WIBLET., BEY—EXFLIIBEBELAY—EIADHBINZ T CITEENEH
@ BHICiThnxd, XU T bOHAICIE. Treaper 1 F£7cid I Cassandra repair

1 BEENTVBRZLHHDEFET, BENKBMLAEZLERIII—XvtE—IH

RRINHERIE. T5—XyvE—JIIRSINOR Y RZERITLETD,

KROEHETIE. RSATHRRRINTWVWET /dev/sdf BT #—< v FHMET, Cassandraz B
BERIIVNEBIEIHD FEATL



root@DC1l-Sl:~ # reformat storage block devices.rb

Storage services must be stopped before running this script.
Stop storage services [y/N]? **y**

Shutting down storage services.

Storage services stopped.

Formatting devices that are not in use...

Skipping in use device /dev/sdc

Skipping in use device /dev/sdd

Skipping in use device /dev/sde

Reformat the rangedb drive /dev/sdf (device 8:64)7? [Y/n]? **y**
Successfully formatted /dev/sdf with UUID c817f87f-f989-4a21-8f03-
b6£42180063f

Skipping in use device /dev/sdg

All devices processed

Running: /usr/local/ldr/setup rangedb.sh 12075630

Cassandra does not need rebuilding.

Starting services.

Reformatting done. Now do manual steps to
restore copies of data.

B
"ARL=UR)a—LOUANVICEATEIESEMEELTVET"

SRATFLRSATITHEENBRVBEDA ML =R 2a—LADF TSI FTF—2DUR LT

SRATLRSATIEBEDNEVWA ML=/ —RTRNL—=YRUa—L%72UANJL
feb AL—UR) a—LDEETRONA TSI T —2ZUANTTEX
ERS

BERHD

c UANUSINFR ML=/ — ROEFARRED' * connected * THZ Z EZ R L THEHBELHD £
9+ Grid Manager®* Nodes > Overview *% 7,

CDRRAIICDWT

JUYRDIMIL—ILBAFA T2 bAE—ZFRT B LS ICRESNTUVIGEE, O L—2 )/ —
R 7—=hAaT /=R, FLBIZIVRIML=IT=IUh oA TPz T —2Z)RNTTEET,

LT U= SN aE—% 1 DEHRET 54510 IML—LARESNTNT, ZDIE
() —PREL—URU2—LIEENRELIBE, ATV PEUANUTEC LTSS
Ao
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ATz rOAE—DISTRI L =T —=)LICLD TR > TLWRWES. StorageGRID

@ lE. ATz T—RE VR NTSRDICERDODEREISTRIANL—JF—I)LI VR
KA MIEE 38BN HD FT, COFIE ZRITI BRI T7ZHIILTER—MZEHWVWE
HET. UANVEECBEEIX NDORBEH D ZMEEL TSI L,

720 QA= T—HAT /= FIZLHFERS>TVLWEWESIE. 7—h1T/—Fh5
@ FITPz O T mAEINE T, AT —HA TR L= XT LA SDFHAHH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J/—=RADAF TP bT—2DU X+

I MO L =2/ —RA5IE—ZU X T T B3G5RICHRTERELDDD X7,

ATz T—RZVRNTTBICIE. #FRTLET repair-data AZV T I ZORT )T RE 7
IO =20V M77O0X%Z@BL. IIMXAF v EEHLTILMIIL—ILZEBALEF I, Tl
SEIERATOaEFERALET repair-data ROAZET. LIV r— b FT—RA LA y—0—FT
AT T—=RADEESZ)ARNTTEINMEICRIIVTSRTT,

LIV bT=R LTV T —RZ VAT IBZARV . /- F2FZBETZION. /—
FED—EBDR) 2 —LDAHZEETZDOMIGLT22HD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALASy——FT4>7 (EC) T— X AL APy —A—FT«4 VI F—2% VA T7$3IAIYVER
&, /— Rz BETZION. /—RLEO—EDOR) 2 —LDAEEETIONMNIGLT22HD £
XS

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

TLADPv—0—T4 2T —2DEEIZ. —BOIXLL—2/—RFHRATS5A4 VIRETHIBTEEX Y,
BEIETANTD/ — FHIMERTREICH > TcHEICTETLET, ROAR Y FZFEALT. 1LY vy—1
—TAVIT—EDEEREEHTETET,

repair-data show-ec-repair-status

ECEEZaTICE>T REDRML—IH—BNICUHF—-TEIhET, X L—IT7 35—
@ AR UA—ENBZCEHDHDEITH BEDPTTIBEHRLET, FRICHERI L —

IDRFELTWVWB L. ECOEESITNREMLEY, AbL—JUHFR—-232id Y37

MERBMLUTDHRII LIcMCEERAEL. ECEBEY I TNRET IH BRI NE T,

HERATB3HEDEFMICOVTIE. 2BBLTLEE VW repair-data A7) T hEAHNLET repair-
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data --help 754X VUEE/ —ROOTVRSA U EFERLE Y,
FIig
1. 72547 VERB/ —RiCOJ1>LEY,
a XNIANYYR%ZANILET, ssh admin@primary Admin Node IP
b. [CEBEHINTWB/NRT—RFZAALEXT Passwords.txt 771 Jo
C.RDIARXY RZASL TrootiCtIDEX £, su -
d (CERESNTUBNRT—RZANLEY Passwords.txt 771 Lo

root& LTAOJA>T 3. FOYT B SZEDLDERT $#K7T 1 4

2. #ERALFET /etc/hosts URARTEINRML—=SR)a—LORNL—2/ —ROKRI NEERTE
237710 JUYRHDIRTD/ —RFRDIRAMERRTBICIE. RDESICAALET, cat
/etc/hosts

3. IRTDRML =R a—LTEEDVRELIIGRI. /—F2EZzBELET, (—HORUa—L
RIITEENEELIISGEIE. ROFIRICEAFT) o

@ HRITTEFFEFHA repair-data O/ — RICH L CREICMIBERITI R, EH
D/ —REDVANIVTBZHEIE. TI7ZAILYR—MIBEEVEHELTEETL,

c gy RICLTIVT— b T—2hH235E1E. ZFHALE T repair-data start-replicated-
node-repair ANV RICZIBEL XY --nodes AL =2/ —REFE%ZEETEZIF T3> T,

ROIAXY RIE. SG-DC-SN3 WS A ML—U/—RIZHBZLTVT— b T—2%EBELET,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

AT RTF—2D) X NTHE. StorageGRID Y X FLHL TV r—raSnfcA47
U TF—2%ZBOIF5NAEVEEIX. *Objectslost* 77— hH MU H—ENhZF

() 9. SRFLEBORIFL—U/—RTFS— M RUA—SNBCEHBD T, 1A
KORER . JVANUDAIEENE DD =R T IHNENH D £9, StorageGRID DE:
BERSTN a—TFTo VI DFEZBBL T,

)Y RICA LAY —OA—FT a4 >0 T7—320H35E1%. ZFEBL XY repair-data start-
ec-node-repair AX YV RICZIBEL XY --nodes ANL—2/— R %EETZ2ATFT 3T
ER)

ROARX Y FIE. SG-DC-SN3LWS R ML =2/ —RIZHBZBALADv—O—T 1 VI T—R%=ZER
LET,

repair-data start-ec-node-repair --nodes SG-DC-SN3

—BDHRINET repair ID CNZFHAIL FT repair data #fFe CNZFERALEXT repair
IDZEIZVwI LT, OEFIRAEHERZENL XY repair data . VAN 7OELINZETL
TH, TNUANDT 1+ — RNy IIHREINEE A,
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(D ALAPY—0—FT 4 I T7—2DEEIZ. —BDIL =/ =R TS RET
FIETE X T, BEIIIRTOD/ — RHIMERRIREICA 2 TcH EICTKT LE T,

c Uy RICLTVT—bT—REALADYy——T 4 I T—2OMANHZHEIF. MADIT
YREERITLET,
4 —EDRY 2a—LRITTEENRELIISGEIZ. REZRITR) 2 —LZBELET,

R)a—LIDZ16ERTANILEY, fl: 0000 F. FHDRY2—LETY 000F 16EBHDR) 12—
LTYe 120K a—L, —EORY a—L, FLFEHLTOVBVEROR) 2—-LZEBETER
ERS

TRTORY 2a—LHRLR L=V ) — RICHZUBLBO £ T, ERORML—Y/—RORY 21—
LEUZ T EUBELHZHER. T ALPE— MCBELEDECET L,

c gy RICLFVT—bT—2H0H3581F. ZFHAL X9 start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZHBATEIA T3> RIS, ZEBMLEXT --volumes
F7cld --volume-range XDBUIRT LSS AT a>zBELEFT,

B—RYa—L:LFVTr—brENcT—RZR)2a—LICUXST7LET 0002 SG-DC-SN3& LS
BHIDA ML=/ —RTROELSICHELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

AR a—LEHRH: LTV T— b INT—2%ZHHERROIARTOR) a—LICURXRZLET 0003
27 : 0009 SG-DC-SN3EX WLWSLRDA KL -/ —RTHROELSICEKRELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHELTULWEEA . COOYVRIF. BRINT—2%FR)a—LICURNT
LEJd 0001, 0005 BEKY 0008 SG-DC-SNILWVWSEBIDRA ML —2 /) —RTHRODESICEHREL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITSzUVTF—2D) X NT7H, StorageGRID X T LD L FUr—hEhicA4T
STV T—R2%ERDOIF5NABVESIE. *Objectslost* 75— hHMUH—ENIZE

() . YRFLEKORFL—U/—RTFS— b RUH—ENBCEHBD ET, 18
KOFERE & VANUDEIGEEMNE SHZHERTIHNENDHD £, StorageGRID DEE
RVELTZ TN a—TFTa VT DFIEZBRL TV,

N RICALADYy—A—T 4 20T =20 H 3551 ZFEALEXT start-ec-volume-
repair AX Y RICZIBELET --nodes /—RERANTZA TS 3>, RIC. ZEBMLET
--volumes £7zl& --volume-range XDFUIRT LS. AF>a > EEBELE T,
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HB—R)a—L AL y—A—TFT oI Nl7—2%R)a—LICUXM7LET 0007 SG-
DC-SN3E WS HRIDA KL=/ —RTROELSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—L&E A LA y——TFT I NcT—2FHBERNDOIARTOR) 2 —LICURMT
LE9 00047 : 0006 SG-DC-SN3E WSHZRIDARL—/—RTROELSICEKRELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BEORY) 2a—LHNEHLTVWERA : COOAXVRIEALAPy—O—FT oo nf-7—2%R
)a—LICYZXR7Z7LET 000a. 000 H KXY "000E SG-DC-SN3X WLWSEBIDA ML —Y/—R
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C,000E

o repair-data —EDMERINFT repair ID CNZHWAIL £ repair data . ThZzfd
FALZXY repair 1DZI U v I LT OESKRTEERZENLEXT repair data #fE. JAN
D70 AR TLTH. ENUADT s — RNV TIEREINEE Ao

@ ALAPYy—0—T1 VI T7—2DEEIF. —BDRX L —2/ —RB T 7514 VIRET
FIETE X T, BERIIIRTD/ — RHIMERRIREICA > TcH EICTET LE T,

c Uy RICLTVT— T —REALADY—OA—T 4 VI T—2OWEANHZHEIE. mADIT
YREEITLET,
S LFVT—hT—2DEEZERLET,
a. ™ Nodes > Storage Node being repaired > ILM *] %Z3#RL X9,
b. TFHEL £/ a>DEEEFERALT. BENTT LENESHZHIML £7,

BENFTT T3 L. Awaiting - AEMIFOEDA Tz bZRLET,
C. B1EDHM%E BT B ICI1%. * Support > Tools > Grid Topology *% 2R L £,

d. T grid > Storage Node being repaired > LDR > Data Store *] Z#ERL £,

e ROBMUZMEAEODET. LTVT—bT—2DEBENTT LIchESh e E DHFIL E
ER

@ Cassandra [CREENELCTVBAEMLH D . £/, KR LIBEITEHSNEL
Ao

* * Repairs Attempted (XRPA) * : LU — b T—RDEEOETREZEHLET, CORE
Mg, ARL=2/—=RBDBNAVRIATO U COEEEHAABZVICENESLET, D
BHEOEHIIRED X+ v > HIE (* Scan Period - - Estimated * B TIEE) O HEVHIREICH
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7o TEELAVES. ILM AF v UIEIARTD ./ — RTEERMRELGNIIVRIA TS T
FEEHLTWEEA.

C) NTVRIAT U held. BRICKDNZGEAHZ AT TY, ILM
REEWELTLWAVWAT SV MIEFENEFEAS

xR - #E (XSCM) * L CoBMEFEAL T UEICEDAEFNA T U MMIR
) —BENBRINDZAIVIZRBBEHDET, [ *Repairs Attempted * 1 BHEDIRED X
Fv UHBEEDBRLCAGoTLARWVGEEIF. BREENETEINTVIHEEYNHD £, X+
v VHEIBIEZE DL B EREMD H DD TEE L T EE L\, * Scan Period - - Estimated ( XSCM ) *
BHEE. Uy R2ERORE ZRLET, ChUE. IRTD/—RDIXAF v VEIEDRAKET
Yo J')w R®D *Scan Period - - Estimated * BMtEBEZRa L T. BY)HBZHHTEE I,

6. LAYy —0—TaIT—2DEEZERL. KELLAREOHZEREZBHITLET,
a ALAYy—A—T VI T—2DEEIAT -2 XZzMHRL £ I,

" REDDDRAT—RAZRRTBICIE. COATXY REFERAL XY repair-data 121E :
repair-data show-ec-repair-status --repair-id repair ID

" IRTOBENIEZRRTZICIE. ROAT REZFERALET

repair-data show-ec-repair-status
HAICIE. BEDBRHARTIINET “repair ID LFIIC. IRERITHRO IR TOESE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes
Affected/Repaired Retry Repair

949283 DC1-5-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359
17359 No
949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes
949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes
949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LB L BB SNTEEIE. ZFEALEXY —-repair-id BEZBHITI A4 T3> T
ERS

RO RiE, {EEID 83930030303133434% AL T, BENKE LT/ — ROEEEZHERITL
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£,

repair-data start-ec-node-repair --repair-id 83930030303133434

RDAT Y RiE. {E1EID 83930030303133434 =z A L T, EENKEELAR) 2 —LDEEZHBH
1TLET,

repair-data start-ec-volume-repair --repair-id 83930030303133434

REETER
"StorageGRID OEIE"

"WITNT AT I ERLET"
ZPL=YRY 2= LDYANIEDR b L—I DREDHES

AhL—=UR)a—L%=)AN)LES. R ML=/ —RICHBE SNZIREN
Online | ICRESNTVWA e xMERL. A NL—2 /) — R — /\b‘ﬁt@]?‘%ﬂivk
FOSAVIREICRBZEDICTEIRELNHD X7,

HERHD
* Grid ManagerlZ I3 R— SN TWVWR T SO EFRALTH A V1 VT I3REBELHBD FT,
cARL—=U/=RABUANIETH, T—RUANIUAET LTVWIHELRHD £,
FIig
1. Support > Tools > Grid Topology *%*#R L £ 9,
2. )ANYSINFR L —Y/ —R*LDR * Storage * Storage State - Desired *& & U} Storage State -
Current *DfEZHEZEL £ 9,
WA DEMDIED Online THEIREHLHD £7,

3. Storage State --Desired H' Read-Only ICEREINTWVWBRIFEIE. XOFIEZRITLET,
a BN 2ITExT )y ILET,

b. [* Storage State] — [Desired *] (RERE—FLT S *)] ROy LT X MH5S [*Online] (A>3
V) EERLET,

C[EEDER =V vILET,
d P"#BEBE1X27E20) v oL, [ AL —0REE --Desired * KU * X b L —JIREE --current | DIED
[AVSAVICEBHSNTVWR I e ERELET,
SRTLRSATEENSD) AN

VIRIZITPR=ZADRAL =2 ) —ROIRATLRZATTERENMEET DI . D
AML—Y/—RId StorageGRID > R TLATHEERETERLBDFET, PRATLRZA4T
DEENS VAN TBICIE. FEDRAIVERITITZ2RELNHD £,
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FIE

Prepare for node
recovery.

v

Replace node.

VWiVlware Linux

Mo Yes
Linux host?

—force flag
or force-recovery

Comective

actions taken when

restoring node?

Yes

No See the
Recoveryis
Y "What next?”

complete.

section for details.

New or changed

v

Select Start Recovery to
configure the Storage Node.

v

Remount and reformat
storage volumes.

v

Restore object data to
storage volumes.

v

Check storage state.

block device

Recovering from
storage volume
failure

C'ZARL=P/=RDYRTLRZATDOUANIICET BZEEDRER"
*"ZA ML=/ — RO
* "Start RecoveryZ#ERL T. AL -2/ —FRZHZRELZFIT"

"ML= ARV aA—LDBEIYVYNEBT7 A=<y & (FEFIE) "
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©
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1) A3/N) HRC Services : Status - Cassandra (SVST) 75 —LNELELI-ESIF. BERE
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Rz hNUTBICIE BOFIBICRSBEDHD T,

"StorageGRID 7 751 7Y AR RL—J/ — RO U AND"

* Linux @ * 2 RTLRSATTRENREE LD ESHDRALIZEIE. / — FOTHBFIRICHE>T. &
BRUANIFIEZREEL TRE L,

TS5y T A—LA FE

VMware "VMware ./ — K DAH#e"

Linux DF& "Linux./ — K D3ZHa"

OpenStack DHERE% 1F JANAIEE IR E LTz OpenStack BDREYS VT4 R0 T 74

WBELUVRT) T & REBRBINTULEEA. OpenStack IRiE
TERITIINTVWE/ —RDOUANI)DBRERIBEIE. FALTWVLS
Linux ZRL—F 4 YIS RATLAD 7 70l 2A 7 >O—RLTLTE
TV, FDE. FIE ICHE> T Linux / —REH#LET,

Start RecoveryZ:&ERL T ANL—Y/—RERELET

A=/ —RERZHELTS. Grid Manager T Start Recovery %3&iRL T. BEN
RELLE/ —FORODELTHLWLW —RZREITIHENRHD XTI,
MHEIRHD

* Grid ManagerlZ I3 R— TN TWVWR T SO EFRALTH A V1 VT I3HELNHBD £,

* Maintenance % 7z|d Root Access 1&RDHE T,

s OEY I ZVINRTL—AHRBETT,
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c ARL—=/—FHBEEIS BAURICBEEINTULVAVWI EZBELTEKHBELHD £,

CDRATICDWVWT
ARL=2/=RALnux RAMZIOAYTFELTA YA M=ILENTVWRESIE. ZOVWITNMNMIEZET D
BRICDACDFIEZRTIBIHENHD XTI,
cZHEIIBENRHD LI —-force /—RZAVR—bTRRODT T, FrEERTLE
storagegrid node force-recovery node-name
* J—RDTFEBRBA VA M—ILEETITBH. Narllocal ) A NTITIHELRHD £ LT
FIE

1. Grid Manager®* 5. * Maintenance * Maintenance Tasks * Recovery * (XY T F Y Z* AV TF VXA R
g*)ANY)) ZFEIRLEFT,

2. )ANYTBT Uy R/ —R% Pending Nodes U X R T:&EIRL £7,

J—RIIBEEVEETHE VI MIEMENEIN BV A —ILENTUAN) DEFENTETEET
IFERTET XA

3. O a I NRTL—X*Z#ADLET,
A [DANVDRB I Zo) v I LET,

Recovery

Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

& Q
Name 1T 1Pv4 Address I1 state It Recoverable I
® 104-217-51 10.96.104.217 Unknown
Passphrase

Provisioning Passphrase | sesess

S. UANVRDT )y R/ —RF=TILT. UAN) DETRREZERLET,

DANVFIEOERTHRICH VLY b 20Uy o338 HILWIANI ZRIBTSEE
() 7. BRACTOIRYIABRRSN. FIEEULY FTBL ) — RATRERRED
EFEICHBCEHRINET,
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FIEZUty bLEEHBEICUANU ZBRTT 255 ROFIET/ —RZA VX ~—ILEIOIREEIC)
AT TRRENDD ET,

Do you want to reset recovery?

e *ymware * [ EBALREI VY R/ —RZHIBRLET, T0HE. VANV EZBRATIERBHI TS
5. /—FRZBEALZET,

° *Linux * : Linux RXA R TXRODOAY Y R ZRITLT. /—RFRZBEHL XY, storagegrid node

force-recovery node-name

6. X kL — « /— KD Waiting for Manual Steps 27— ICEATES ' U ANDFIE DRODE RV ICHER'
A=Y R a—LEBIVYMLTEB7+—< v bLET

Recovery

Select the failed grid node to recover, enter your provisicning passphrase, and then click Start Recovery to begin the recovery procedure.

Recovering Grid Node

Name Start Time Progress Stage
de2-s3 2016-09-12 16:12:40 PDT N Waiting For Manual Steps
s
BEIEHR

"B VAN =IDODT TZATVADE R (7Y b T +—LDOHBEDOH) "
AL—=RYa—LOBIYINEBI 44—y b ( TEHFIE) )

2 DDAV VT hZFHTEITLT. FIFNTVWBANL—UR) a—L%EBIT Y
fL. BEIXINL—JRYa—LEBI7 44—V FNITIRELRHDFT, RHIDIXT )
7 hi&. StorageGRID A AL —U R a—L LTEYICT A=y FENTWBHRD
A—LZBIYIVELET, 2BBDODRI) T RE. IO FEINTUVAWR) 2 —A4
EFHI74—<wv bL. BEICHLC T Cassandra #BHEEL TH—EXZ@BRLET,

BEZRHD
*BEPHEELILANL IRV a—-LDS55. BBLHBLIGRRN-FU T 723 L TELHED
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HHEY,

#E{TLZET sn-remount-volumes X7 U hEFERTZIE. BEXMNL—JRD) a—L%ZEBINTHE
TE3580HDFT,

* AML—=2/ —ROERFELENEIETHR TRV . £iF/ — FOFIE OEREFEIELEN—RHEIES
NTWBZ xR L TH T £ (Grid ManagerT. * Maintenance * Maintenance Tasks *
Decommission *Z#IRL £7) o

* ERMETH TRV E E#SEL THEE T (Grid ManagerT. * Maintenance * Maintenance Tasks *
Expansion *Z#RL £7, )

C A== ROV RTLRZATOVANIICEATZIESZER L TEBELRDHD £,
"ZAL=2 )= ROIRTLRSATD)ANVICET 2 EHOHR"

BEOINL—C /=R A 75314 00BE. £RIECOT )Yy RRODRI ML=/ —R
MBE 15 HBURICBBRINTWVWBRIBEIF. T ZAILTR—MISEVEHDELES

@ Wo ZERITLAWVWTL LIV sn-recovery-postinstall.sh XZ Uk 115 HURAIC
BEDODANL—2/—RTCassandra ZBEBRIT I . T—RHEKbN3ehHD X
a_o

CDRRAIICDWT
CDFIE ®ZTITBICIE. ROEEXITVWET,

cUANIEINIEA L=/ —RICOJA Y LEFET,
* ZE1TLFXT sn-remount-volumes BYUIT #—I v bENcRA ML =R 2a—LZBIYVV RT3
A9) T b CORVVT+ZRITTDE. ROUWEBNMTONEFT,
cBAML—URYa—LEITELTT7URTV ML XFSOv—F I Z ) FLALET,
*XFS 77 M IILDEEMFT v I/ ZEITLET,

e 7 AN AT LICEEUDRHZ5EIF. ANL—JR Y a—LAEYIC T #—Ty hEnf:
StorageGRID A AL —J 7R a—LTHEIDESIHZRIRLET,

C ARL=URUa—LRBYICT A=<y FTNTWVBRIEEIF. A NL—2RUa—LZBIYIY b
LEJo R)a—LEDEIFEDOT—RIFZDOEIMHEFINE T,

* RV T DR L. BEEZERALET,

* #E{TLE T sn-recovery-postinstall.sh AZ U Tt CORIV) T EERTT 3. ROMIEH
RITINFT,

DANVDOERTHIEA ML=/ —REDT—=FLBVWTLZEV sn-recovery-
postinstall.sh (DFIEEBELTLLEIVWA VA F—=)LEOZRY ) TEF) BEX L
@ L=SR)a—LOBI74—X Y NEFATOT IO MAET—EDUINTEITVWETS, E
TEICA ML=/ —R%Z1D)J—FLTWETY sn-recovery-postinstall.sh
completesZiEET D L. T—EXDABLES TR EIZ—HEEL. StorageGRID 7
T2AT7VR)—RIMRTFE-—RZETLET,

e THRELEAML =RV a—LEBI7 44— Y FLET sn-remount-volumes AT Fr&ETY
VETERD TP FRIERVVTFOFEANELL HD EFHATLT
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AL=R)a—LZB74—X Y rT38. TDOR)a—LEDT—RIEFTANTEK
(D ONET, BROA TPV FAE—ZRINT DL SIC ILM IL—IILHAREINTWV S
BEIE. 7)Yy FROMDIBFADS A TS I T —2% ) AT 30HIZEMDF
g #ERITTIHBELNHDFT,
c MBICIHEL T, /—RD Cassandra T —ZR— A= BHEEL X,
c ARL—=C/—ROY—EXRZHBLET.

FliE
L OANDLIEER L=/ —RICAJA Y LET,
a XRNDIAYYRZANILET, ssh admin@grid node IP
b. [ZEEEINTWVWB/NZRT—FZANILET Passwords.txt 771/,
C. DAY REASNIL TrootiCtIDEZX £, su -
d (CEBHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
roott LTAJA T2, FOVTEDBHBEDDEFT s 7T 1 4

2 RHDRVV T ERITL, BUNCT -y bENIcA ML —PRY a—LZBIYVYMLET,

TARTDRAL =R a—LPFFRTI A=<y FHBERIFES. RIFIXRTOI b+
() L—oRUa-LTEENRELLHAR. COFEEEBLT2 OBORSUT FEE
Lo XUV PEATUANR FL—URY 2—LETRTHET +—< v bLET,

a X)) h%EETLET, sn-remount-volumes

TSN A L =R ) a—LTIDRIIV T ZRTTHL. BERINBZZehHD
9,

b. 27 )7 ~ORTEIC, HhrEE 07OV Tz L EI,

MEIZIHLC T, ZFATEEXT tail £t A2V 70O 771 IILORBZERT S
AV > R (/var/local/log/sn-remount-volumes.log) o AZ 77 JLICIE. O
RYRSAVOHENEDHFHRERNTENTULET,

root@SG:~ # sn-remount-volumes
The configured LDR noid is 12632740

====== Device /dev/sdb ======

Mount and unmount device /dev/sdb and checking file system
consistency:

The device is consistent.

Check rangedb structure on device /dev/sdb:

Mount device /dev/sdb to /tmp/sdb-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12632740, volume number 0 in the volID file
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Attempting to remount /dev/sdb
Device /dev/sdb remounted successfully

====== Device /dev/sdc ======

Mount and unmount device /dev/sdc and checking file system
consistency:

Error: File system consistency check retry failed on device /dev/sdc.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,

this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sdd ======

Mount and unmount device /dev/sdd and checking file system
consistency:

Failed to mount device /dev/sdd

This device could be an uninitialized disk or has corrupted
superblock.

File system check might take a long time. Do you want to continue? (y
or n) [y/N]? vy

Error: File system consistency check retry failed on device /dev/sdd.
You can see the diagnosis information in the /var/local/log/sn-
remount-volumes.log.

This volume could be new or damaged. If you run sn-recovery-
postinstall.sh,



this volume and any data on this volume will be deleted. If you only
had two

copies of object data, you will temporarily have only a single copy.
StorageGRID Webscale will attempt to restore data redundancy by
making

additional replicated copies or EC fragments, according to the rules
in

the active ILM policy.

Do not continue to the next step if you believe that the data
remaining on

this volume cannot be rebuilt from elsewhere in the grid (for
example, if

your ILM policy uses a rule that makes only one copy or if volumes
have

failed on multiple nodes). Instead, contact support to determine how
to

recover your data.

====== Device /dev/sde ======

Mount and unmount device /dev/sde and checking file system
consistency:

The device 1is consistent.

Check rangedb structure on device /dev/sde:

Mount device /dev/sde to /tmp/sde-654321 with rangedb mount options
This device has all rangedb directories.

Found LDR node id 12000078, volume number 9 in the volID file
Error: This volume does not belong to this node. Fix the attached

volume and re-run this script.

COEDBITIE. 1D2DRAML—2RYa—LHAEBICBIYYY FEN. 3DOXML—2R) a—
LTIZ—HEELTLET,

* /dev/sdb &« XFST 7ML AT LDEEGEF T v 7ICER L. R a—LBENBH BT
. ERBICBYIYAENE Lo RV TMIEL>THEIYVY FENETNA RDOT—2IER
BENTLERT,

* /dev/sdc lF AL —=URY a—LDFRIFIIBIE L TWelcd XFST 7ML R T LD
BEMTFIvIICERTEEEATL,

* /dev/sdd T A RIVDEMETNTVAWVWD. T4 XIDIA—N=T Oy IHHIEL T
H. EXTVFTEEFEATLe ATZUTHME ARL=UR)2—LZITY b TERWVE
By T7MINSRTLDBEETF vV 2RITITEDESIHZEHERTEXA v E—J%2RRLE
ER

" AbL—=2 AR a—LDHLWT « AZICEHREINTULRHREIR. BE*N*Z27O0Y7
ICRRLET FILWT A RIDT 7AWV AT LZFT VI TBHEIFIHD FEA.

" AbL—=2 - R a—LDBHFEDOT « AVICEREINTULRESIR. BE Y *HT7OV T
ICRTENET. 77TV RTLOF TV I DERZFEAL T, WEORAZRETE X
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o BERNMRFREFESINET /var/local/log/sn-remount-volumes.log AF 77 )L :

* /dev/sde l& XFST 7ML AT LDEEUF T v IICEK L. R 2a—LBENEMTL
fzo 7272L. vOIIDTZ 71 JLOLDR/ — RIDRZDRX L —2/—RDID () E—HLTWEEA
configured LDR noid EEBICERTR) o COXvE—TF. CORYa—LHRORXNL—2 )
—RIBELTWBZtZRLTWVWET,

3. RV VT rDH Nz L. MEZEALEX T,
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@ By FRBAML=2RUa—LZITY FTERD SIHZER. BHHDODIS—XvtE—

TEELCHERLTLIETVY, ZETLIEGEOREZIER L TEKHBENHBDXT sn-
recovery-postinstall.sh CNHEDHR) a—LICRI) TR ZRELE T,
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BOWRY 2a—LDH 356 RTVThZzBERITLET,

CRIVVEENTETRTDTNARADAYy L=V ZHRBLE T AFL—2RUa—LRZDOI ML —

C/—RICBELTLWAWCEZRIIS—DA VW e ZzERLET,

COBITIE. ODEIETRLET /dev/sde ICIEF. RDIS—XytE—IJHEFENET,

Error: This volume does not belong to this node. Fix the attached
volume and re-run this script.

HBZARL—=UR)a—LDROR ML=/ —RICBELTWR EHRESNDIHEIE.

@ TOZAILYR—MMIBBEVEHLELTEEV, 2RTT35HE1F. ZFRITLET sn-
recovery-postinstall.sh XZUFrTlE. AL—=2R ) a—LDB74+—<T Y
FEINEITH. BER DOT—XDBEKDONZHhHD XY,

ROIVETEBDDTER ML =T NAZADBBHZERIE. TNARBEXEL. TNA RZEEEX

FRHLE T,

@ ROYETEBDSTA ML —ITNARRF IR TEB XIS IHNEDNH D F
ER

TNAAZ%ZFEALTAR) 2a—LIDZRFRELET, CDIDIF. ZRITTIBRICHBERANBHRTY
repair-data A7V bTF—2%ZR)a—L CROFIE) ICURRTTERIU T,

NIV RTERVWTNARZIRTEEEIERBELIES. ZF1TLET sn-remount-volumes H

S—ERIVVTFZRITLT. BYUYEFTEBZIRTDR ML —=2RUa—LHBIY VY hEhic
TR LET,

AbL=YR)a—LZERTY R TERWVSEE, FLBASL—URY 2—LDNEY)IC
@ T+—=X Y bETNBD S IBRICROFIRICEC L. RUa—LEZDR)a—LED

T—RNEIRENE T, ATV bT—R2OAE—N2 DB o1HZE. ROFIE (

ATV bT—2DI)ALT) DT IBETIE—IF 1 DRIFICBED XY,



#RITLABWVWTL TV sn-recovery-postinstall.sh XU~ ([EEI ML —
R a—LIZE>TWET—2%7 )y RRODMDIBFAN SBEHERTZCHTIHLL

(D Zzx5h388 MEUS—TIE—E1DRHERT B L—LABRATATEHE
P, BHO/ =R TR 2—LICEENRELIHZGERY) - KDDIZ. T7ZAHIYR
— MCEWEDETT—2D) AN EEEZREREL TILEIW,

4. ZzEITLEYT sn-recovery-postinstall.sh X7 Fk ! sn-recovery-postinstall.sh

CDRTY)TRE YOV RTERDSTERAML—=UR) a—Ay FREIGEYIC7A—< Y FEINTULER
WRARL—URYa—LZBI7+—< v bL. BREICIGL T/ — RO Cassandra ¥ — X N— X = BIEHE
LT A L= /=R —EXZRBLET,

ROB[UTFEFRL TS L,

° 2V P RDOERTICIIEERHI DI DZ LB £,
o —fiZIC. RV FDETHIE. SSHEY I 3 VIFBEMTITSOSMNELRHD £9,
°*SSHEY > a W 70T 4 TIC8>TWVWARIE. *Ctrl+C F—%IBIHVTLIET L,

c CDRIVVTRE Xy b T—TJDFMHBHEELTSSHE Y 3 VR T LISGRICNYITST Y
FTERITShE I EITRRIFIANIR-DTHETEX T,

c AbL—=Y/—=RFTRSMHY—EXRZFERALTVWBREEIE. /—FY—EXOBEEKICXIUTH
N5 DEMFLELTVBEIICRZZIEDHDET, TD 5 DEDEEIL. RSM H—EIDHHT
EETHESICRELE T,

@ RSMH—E Zif. ADCH—EZASENBZIANL—/—RICHD £7,

—&RD StorageGRID ') A/V) FETIE. Reaper Z{EF L T Cassandra DIEEEMIEL £
T, BEY—EXFRIEMVELRY —EXDFHEBINS T CIBENABFNICIThNE

@ o RV T rOHAICIE. Treaper ;1 F7zld [ Cassandrarepair | EENTWVWE L
BPHDET, BENKRRLIEIEERIIT—XvE—IRRRINLFBEIE. T57—X
wE—JIOREINEOT Y RERITLED,

5. ZYLTHERALETY sn-recovery-postinstall.sh X7 U T EHEITEIN. Grid Manager® ') 73/8
R=IHERINET,

DRAT—RADOBE(L, VANIR=SOESIRREN—ERT—VF THESETE XY sn-recovery-
postinstall.sh XZ Uk
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Recovery

Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Name Il IPv4 Address T state 11 Recoverable i

No results found.

Recovering Grid Node

Name Start Time Progress Stage

DC1-S3 2016-06-02 14:03:35 PDT . O S N Recovering Cassandra

DHEICANILET sn-recovery-postinstall.sh AT FRCE>T/—RTH—EXDREBINE
Lfco ROV TR TT 34—y FEINTEEDIX ML =R a—LICA TSIV T—2%2 )X NT7TEE
o FMICOVWTIE. EDFIE 28R L TV

ESPEN
"AL=2 /)= ROYRTLRSATD)ANVICET 2 EH DR

"BEICBCIEA ML =R a—LANDF TSI T —2D )X LT
BEIBLLEZA ML=V R a—LADF TSI b F—=2DUR LT

RIS C T sn-recovery-postinstall.sh XZ U FhiE. BEX ML =R 2

—LDIDULEZB 7 #—N Y T R1OICBETY, O L— /) —Re7—HA
TJ7/—RH8B74—<IYbSINEANL—=R) a—LICA TSI T—2% )R

7 T23HERHDET, CNSDFIEIE. 1 DUEDRXML—PR) a—L%ZHB7 7+

—XYELBULWHAETORBEDHD FHA

HBERHD

c DANDINIZA ML=/ — ROEFIRED * connected * THB 2R L THEBENHD X
9+ Grid Manager®* Nodes > Overview *& 7,

CDRRAIICDWT

7UVF®me IWHAA T bAE—21ER T2 EDICRESNTULW RS, O NL—D ) —
R, 7—HA4T /=K. £FIEIVTITIRIAML=F=ID AT T — &%UZFﬁT*iﬁo

LT U= FENEOE—% 1 DEFRET S5 M L—LARESATVT, 20K
() —PREL—URU2—LICEENRELLBE, ATV PEUANUTBC LTSS
Ao

FI7Pz O rOAE—DISTRI ML= T—)LICLDR> TLWARWES. StorageGRID

@ i AT T —RZVRANTTBRLDICEBOEREISTVRIA ML= F—IILI VR
RAYMCHEE TR3HENHBD ET. COFIE ZEITITBEIIC. TI7ZAINTR-MIBVWE
HET. VANVEBCEEIR FORBOH D EKBLTLETW
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ATV bOAE—DT—HAT/—RICLHFERS>TVWRWEEIF. 7T—h1T/—RFH5
(D FTIOT UV bT—EHTAHEEINE T ALT DA T L=V S X T LD S5 DFRAH LIS

ISBEDMES 1D, T—HAT/—RDSA L —J /) —RADAF TPz bT—2DU X+

TICIF MO L—2 /= RS AE—Z U X T I BEEICHANTEEADDD 7,

ATV MT—REVRNT7TBICIE. 2RITLET repair-data RV I ORIV VT NI 7
Tz bhTF—20) 770X %ZRABL. M AFX ¥ D EEFHLTIMIL—ILZEBALET, Tl
SEIFERA TV EMFALET repair-data ROAET. LTV TF—bT—REA LA y—0—7F
AT T—R2DEEEZ AT ETEIMNMEICRAIVTITY,

LIV bhT=R LTV T —RZVRANTIBZARVRIE. /—FeEZzEETZION. /—
FED—FRDR) 2 —LDAHZEETZDOMIGLT2OHD T,

repair-data start-replicated-node-repair

repair-data start-replicated-volume-repair

cALAy——FT4>%Y (EC) 7—R A LAy —A—TFT 440 T—2%&)AMF7IBIATUR

iF. /—R2BfZzBETZDD. /—FEO—EDOR) 2 —LOIHEEETZIONISELT22HD X
ER

repair-data start-ec-node-repair

repair-data start-ec-volume-repair

MLADYy—O—TaVIT—2DEEIEE. —FOISL =/ —RBEF TS VRETHEBTETE Y,
BERIETANTD/ — FHIMEREREICHR > TcHh EICTET LET, ROAX Y FZFEALT. 1LYy —1
—TA VI T—HDEEZEBHTETEY,

repair-data show-ec-repair-status

ECHBEIaTICL>T. RKEDAML—IH—HENICUHF—-TENFEFT, AL—DF75—

@ EARUA—ENBZIEHDHDEITH. BEDPTETIBEHRLET. FRICBERI L —
DHRBLTWVWB L. ECOEEYaTHRBMLET, AbL—2UHFR—=2a3viE a7
MERBLULEHDHIN LIcMCEERAE L. ECEBEY aINTET 5 EBRENE T,

ZERT3AEDFMICOVWTIE. ZBBLTLLEEV repair-data A7) T hEANLET repair-
data --help 7ZAXVEBER/ —ROOAVYV R4V EFEBHALE Y,
FIE

1. 754 VERB/ —RICOJ1>LET,

a XDIAXYRZANILET, ssh admin@primary Admin Node IP
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2.

3.
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b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo
CHROIAT>YREAFAIL TrooticIDEZXFT, su -
d |[ZRBEINTVWBNIT—REASILZXT Passwords.txt 771 Lo

root& LTAJA >3 TAYT OB SEDLDET $ 8T 1 4o

ZEALZET /etc/hosts URRNT7ENRAML—UR)a—LDR ML= ) —RDKRR MEESTE
237710 JUYRRADIARTD/ —RDIJRAMERTTBICIE. RDODESICAHTLET, cat
/etc/hosts

TRTDRARL—=UR) 2a—-—LTEENIRELIIGEIR. /—F2EZBELET, (—HORUa1—LA
RIITEENEELIIGEIE. ROFIRICEAFY) o

C) HERITTEFEHA repair-data O/ — RICH L TRABFICMIBZRTIZZ X, EH%
D) —REYANYTIESIE. TI-AILYR—FcBBEVEHELEI L,

c gy RICLTIVT— b T—2hH23551E. ZFHALF T repair-data start-replicated-
node-repair ANY Y RICEIBELEXT --nodes AL =Y/ —RE(K%EBETZA T 3>20TY,

RODIARY RIE. SG-DC-SN3 LWS AL =2/ —=RIZHBLTIVT—bT—2Z2EBEELFT,

repair-data start-replicated-node-repair --nodes SG-DC-SN3

FTSTORTF—2DY) X MT7H. StorageGRID > X T LML U r—rENfctd
IV TF—R2%ERDOIF5NABVEEIE. *Objectslost* 75— hHMUH—TNZE

() . SRFLEGKORFL—U/—RTFS—MRRUA—SNBCEHBD ET. 1A
KOER . VANIDAIENE SHZHRT IHNENHD £, StorageGRID DE
BRI TINoa—FTa VT DFIEESBLTLIEETL,

N RICALADYy—OA—T a4 20T —2DH35HEIE. ZFEALEXT repair-data start-
ec-node-repair AV Y RICZIBELEX YT --nodes ANL—2 /) —ReF%ZBETZF T3 0T
ERS

MDAV RIE. SG-DC-SN3LWSZA ML=/ —RIZHBZB AL AP v—O—T14 VI T7—2%EE
L&,

repair-data start-ec-node-repair --nodes SG-DC-SN3

—ROMREINETT repair ID CNZHAIL X repair data #fFe CNZEALEXT repair
D7)y I LT, ODEFKREERZENL X T repair data #fF VAN TOEIDETL
TH. TNUAND T+ — RNy VIFREINEH A,

@ LAYy —0—T1 VI T7—2DEEIE. —BDANL—2/ BT TS5 VRET
IR TEE T, BEIRIRTO/ — FHMERARICE > Tch Il T LET,

c VY RIELTVT— b T—REALADYy—O—T 4 VI T—ROMANHBHEIF. MADIT
Y RERITLET,



4 —EOR) 2 —LEITRENRELIISGEIZ. KBZRITIR) a—LZ2BELET,

R)a—LIDZ16ERTAILEI, Fl: 0000 & RFIDAKRY2—LETY 000F 16EBDRY 21—
LTYo 1 D2ORYa—L, —EDRY a—L FEIHEHRL TOVRWVERDR) - LZIEETETE

EXS

TARTORY 2a—LHRLA ML =2/ —RICHIBEDHDET, BEOANL—J/—FDRY 12—
Lz T TR2HEBENRDHBHEIF. TIZAILYR-MIERVEDELLRZTEL,

o

o

Ty RICLFVT— b T—320H 3551, ZFEAL XS start-replicated-volume-repair
AV RICEIBELEXY --nodes /—RZEHHTEZF T3>, RIS, ZEBMLET --volumes
F7cld --volume-range XDBUCRT LSS, AT a>ziBELEFT,

HB—R)a—L: LTV 5—brENT7—2%R)2a—LICYJZXMTZLET 0002 SG-DC-SN3& LS
ZEIDA ML=/ —RTROESICERELE T,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0002

RYa—LEE: LFUTr— b ENTF—2%28EROIRTORY a—LICUR M7 LET 0003
87 : 0009 SG-DC-SN3X WS LFDA ML —S/ —RTADESICHELE T

repair-data start-replicated-volume-repair --nodes SG-DC-SN3 --volume
-range 0003-0009

BHOR) 2a—LHEHLTUVEEA  COOTYRIF. BRINfT—42%ER)a—LICUR T
LF9 0001. 0005 KU 0008 SG-DC-SNIXWVWSLBFIDA L -/ —RTRDESICETEL
£9,

repair-data start-replicated-volume-repair --nodes SG-DC-SN3
--volumes 0001,0005,0008

FITST I RTF—2D) XA N7, StorageGRID Y XF LML TV — kAT
PV M T—RZBOIF5NABVESIE. *Objectslost* 77— AU AH—ENZF

() 3. SRFLREORPL—U/—RTFS— MRUH—SNBLABD 7, 1A
KORERA . JVANUDAIEENE DD\ R T IHNENH D £9, StorageGRID DEE
BVEESTNoa—To VT DFIEEBRL T,

TJUYRICALADYy—OA—T 1 I T7—3hH 35813, ZFERALET start-ec-volume-
repair AX¥ Y RICZEIBEL XY --nodes /—RERATEAF T3>, RIS, ZEMLET
--volumes 7zl --volume-range XDBUIRT LSIC. AT a>EBELET,

B—AR)a—L AL y—A—FT oI Nlc7—2%R)a—LICUXF7LET 0007 SG-
DC-SN3Z WSEZBIDRA L —S/ —RTROELSICEELE T,
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repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes 0007

R)a—LER A LASvy—dA—FT4 I ENT—2%2&EEROIARTOR) a—LICUR LT
LE9 00047 : 0006SG-DC-SN3IEWVWSERIDA L=/ —RTROLSICERELE T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volume-range
0004-0006

BHORY) 2 —LHNEHLTVWERA : COOXRYRREBALASYy—dO—F oo nfic7—4%R
)a—LICYRXRR7ZLET 000a. 000 H KXY “000E SG-DC-SN3X WLWSEBIODA ML — /) —FR
TRDESICHELF T,

repair-data start-ec-volume-repair --nodes SG-DC-SN3 --volumes
000A,000C, 000E

o repair-data —EDMERINET repair ID CNZHAIL £ repair data . ChZfd
FALEX Y repair 1DZI UYL T OESKAEHERZENL XY repair data #fE. VAN
7O XANRRETLTH. ENUADT s — RNV TIEREINEE A

@ ALAPY—0—FT 4 2IT7—2DEEIFZ. —GDIL—/ =R TS RKET
FIETE X T, BEIIIRTD/ — RHIMERRIREICA 2 7cHEICTKT LET,

c Uy RICLIV = b T—REALADYvy—0—T 4 I T —2OMANHZHEIF. MADIT
YEEERITLET,

S. LIV — b T—2DEEZERLET,
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a. ™ Nodes > Storage Node being repaired > ILM *] Z3#RL £7,
b. TFffly o> a> OB ZFERLT. BEFPRT LELESHZHIKLE T,

BIEMNTT 5 . Awaiting - AIEHIFOEDA T U b ERLET,

C. BEDFHMEE R T BICIL. * Support > Tools > Grid Topology *%Z IR L £9,
d. I™* grid > Storage Node being repaired > LDR > Data Store *] %#iRL 9,

e ROBHZMAEODET. LTVT—bT—2DEENTT LI E S DTN E DHFIL F
ERS

@ Cassandra ICAREEHDELTVWBEREELH D . £/, KB L-BEITEHFSINEL
Ao

* * Repairs Attempted (XRPA) * : LU —rT—R2OBEOETREZENRLET, CORE
Mg ARL=/—RBNAVRIOATS U bOBEZHADT-OIEHNERLET, COD
BEOELIRED X+ v > HIR (* Scan Period - - Estimated * B TIEE) LD HEVHIRICH
7m>TERELAWVSE. LM XX v I3 IARTO/ — RTEENMRELRNAIVRIATS U+
ZRHELTVWEE A



(D NTVRIFTI I held. RRICKONBBRYEHZ24T I T, ILM
BREZBLLTVWARVWAT DT/ MEEENEE A

" X2E v VHAM - #E (XSCM) * I COBRMZEMFAL T UEHCEDRAENA TS o IR
) —BENBRINDZZAIVIZRBBEHD £T, [ * Repairs Attempted * 1 BHEDIRED X
v UVHEILDBHRCB > TULVARWVGEIE. BREENRITEIN TV AEMELAHDFT, X+
v VHIIEZE D B HEMD H DD TEEL TLZE L\, * Scan Period - - Estimated ( XSCM ) *
BlEld. )y R2E0EEB #RLET, Chid. TRTO/—RDRF v VHIBODRAET
9o ') w KD * Scan Period - - Estimated * BItBE%ZB& L T, BYIAHRZHITET £,

6. MLY% —0—Ta I T - 2DBEZERL. KMLIATREOHZERZH/HITLE T,
a ALy —A—TA VI T —2DBEIAT IR ZMHRL T T,

" HFEDODDDRAT—RAERRTBICIE. COAYY REZFEALET repair-data #1E :
repair-data show-ec-repair-status --repair-id repair ID

- TATOEENEERTRT 3ICIE. ROATY REFRALET

repair-data show-ec-repair-status
HAICIE. BREDBERHRTINET repair ID'UUFIC. RERITHFO IR TOERE,

root@DC1-ADM1l:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est Bytes Affected/Repaired
Retry Repair

949283 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:27:06.9 Success 17359

17359 No

949292 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:37:06.9 Failure 17359
0 Yes

949294 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:47:06.9 Failure 17359
0 Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:57:06.9 Failure 17359
0 Yes

b. LM L 7-BEEBUENE A INIBEIE. ZFHALEY ——repair-id BEXBHITIZF S>3 T
ERS

RDAR > R, E18ID 83930030303133434%Z fFA L T. BEDVHEEL/ —FOEBEZBHITL
9,
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repair-data start-ec-node-repair --repair-id 83930030303133434

RDAT Y RiE. 181D 83930030303133434 %A L T EENKELAR) 2 —LDEEZBH
TLET,

repair-data start-ec-volume-repair --repair-id 83930030303133434

BEISER
"StorageGRID D EIE"

"W AT I ERLET"
APL=V/=RYRFLRFATDIANIEDZ L —J DREDOHER

AL=2 /) —=ROVRATLRSATHRDANI LIS, A L= —RICBEBE E
NZREN T Online | ICRESNTVWBRCEZRERL. A NL—U/ — R —/\H'EiE
I BTCUICA Y SA VIREICR DK DICTIHRELRHD £9,
MHEBHD
* Grid ManagerlCIdHR— FENTWBR TS OHZERELTH A VAV TI23HRENHD XTI,
* A=/ —=RPBUANITETNH, T—RUANIDTET LTVWBIHERHD X7,
FlE
1. Support > Tools > Grid Topology *%* R L £ 9,
2. JANYSINI=A ML —/—KR*LDR * Storage * Storage State - Desired *3 & U} Storage State -
Current *DfEZ R L £7,
WA DEMDIED Online THHIREHLHD XY,

3. Storage State --Desired H' Read-Only ICERE TN TWVSHEIF. XROFIEZETLE T,
a @27 E0 )y I LET,

b. [* Storage State] — [Desired *] (RFIRRE—FL TS ") ROV FE T2 1) X D5 [*Online] (4> Z
1) ZBERLET,

C[EEDER Vv ILET,
d P#BE1X27E227)v oL, [ AL —0REE --Desired * & U * X kL —JIREE --current | DIEH
[AVSA V] ICEHTNTVWR I e ERELET,
BIE/ —ROEEHLISD!) AN

BE/—FOUANITOERIF T53AXVER/—REIETSAVIEE/—FT
D FEY,

CDRRAIICDWT
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TSARDELRBHRTSATIER/ —FOEEEH BV ANUFEZRLCTIN, FHIZEZRD XTI,

Prepare for node recovery.

v

Preserve the audit log.

v

Replace node.

VMware SEF.'IIICES Linux
appliance

See the
"What next?”
section for details.

Corrective
actions taken when
restoring node?

Recovery is
complete.

Yes

—force flag
+ or force-recovery

Select Start Recovery to
configure the Admin Node.

v

Restore the audit log.

v

Reset the preferred sender.

v

Restore the Admin Node
database.

v

Restore Prometheus metrics.

DANIRROEER/ —FOELWIANUFE ICBHBITR-> TSV FIEOBBRIZRALLSICRXIET
M FHBFIEFELED T,
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E e E:
"SG100 SG1000 —ERT7FZ1 7> X"

SEIR
' FSATER ) — ROBELSDY AN
cETSATUBIER) — ROBEHSDUHNY"

T7ARVER/ —FOEENSD) AN

TS2ARVEER/ —RFOEENSVANITBICIE. FEDRRIVZRITIBZHNELD
DExd, TT7ATIVERE/—FIE. JU v R®D Configuration Management Node  (
CMN) H—EX%ZHKRIAMLET,

CDRRAIICDWT

BENRELLTSAVTVER) —REICIIBTINENHDET, TSATVEE/—FLED
Configuration Management Node (CMN) #—E X JUy RICRHLTATC o bIDOT7Ov I ZH
TLET, CNBDIDIE. ATV FORDRAIRFICA TSI MIEIDHTHENE T, FHAAEER ID
PEVE, FILWA TSz P ERDAD CCIETEEREA. VY RIZIFN1 AAZDDA*vySadE
NTW37®H. CMN ZFERATERVEETHA IOV FOBMDAAEFTITTEE T, 7L, Fyrvia
SNBRFZEVTIZ . FILWA TSI M ZEBMTEAREDET,

TV RTOATO T bOBDRAAKICRKENELBVELSIC. BEVRELIETSATUE

@ B/ —-FRELE1HAURICEET ISR T ILEDNHD FT, ERGHBEIEIA T T
FOEDAHEEICE > TERD T, BFEVDT )y RTOERBIBIUELRIZSIE. T
ALY R=-FIBEVEHhELTEET W,

Flig

CEBENRELLETSATUER/ - RHSEEOJ/ZIE—T3"

" TISATVEE /) — RO

CRBATTATVER — RORE"
"DAN)EINETIATRVEER/ —RTOEEOATJD X LT
"DANVBHATSATIEIERE/ — FTEEXEEZ VLY FLTUVET"

" ISARVEER/ —REVANVTIROEE ) — R T —ZRXR—XDUZX 7"

C"TSATVER/ —RE AN T BEEDOPrometheustSiZD 1) X k7"

BENARELLTSATUEBER/ —RHASEEOV/ZIEF—93

EBENMRELALTSATVER/ —FOSEENJZAE-TEBRHEIE. TV ERD
SRATLT VT ET« LERRROL I- R 22 DICEEOI ZRELE
Fo VANULTZARVER/ —FHEFLIS. RELTEVWEEOTZZD
J—=FICVREFT7LET,

COFIE 13, BENRELLER — ROBEEOT 77 LERDY Uy R/ — RO—BNBISHRIC I~

LEY, RELLEEOVIZ. XBAEE/ —RICOE-TZFT, HLLEE/ — FIZFEEOINETN
ICAE—EnFEt A
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FEORHEICL - TIE. BEHVNRELLEBE/ —RHOSEEOJ/ 2 IE—TETRVEELHD £, B/ —
I~73\19L,7b\73l,\i—r“0)iﬁ . VANV LEEE/ —RTHLLED 7 7MILOBEEOIADIRY FDEE
OB IN. LEICERSN T —RIdkbnEzd, BB/ — RHIERHIREDHSIE. JIOEE ./ —K
HoEEOSZ)ANITEEXT,

@ CCCREEE/—RFEOBEEOJICTVIEIATERVESIF. RAMDODUANVELRYE, &
ENBBEEOVICTIVEATE3REENRHD T,

1. A THhNIE. BEEE/ —RICOJA Y LET, TERVESIF. TIATVUEER/ —RHLEHOE
B/ —Ricog1>LEd,
a XROAYYRZANLET, ssh admin@grid node IP
b. |[CRHEINTWVWE/NRXT—FZASLET passwords.txt 771/l
C.RODAY Y REANDL TrooticIDEZX £9. su -
d [ZEBEHINTVWBRNRT—REZASILET Passwords.txt 771 /Lo

root LTOTA >33, 7OV TR ESZEDLDET s#KRT © #

2. AMSH—EZXZELELTHLVLWAT 77 IDMERETNABE VL SICLE T, service ams stop

3. auditlog 7 7 1 ILD%FEIZZEELT. UANYLIEBE/ —RAQIE—KICBIEDO 7 7 LA LES
NBZVWEIICLET,

auditlog DEHIZ. yyyy-mm-dd.txt.1 BED—BEDBSDM W T 7IIGICEELET, 1 X
IE. auditlogZ 7 1 JLD#AE]Z2015-10-25.ixt. 1ICEE L £ 9 cd /var/local/audlt/export/

4 AMSH—EXZBikE8L £9, service ams start

O IRTDEEOI 774N ZRDT )y R/ —RO—KRNARBRICIE—9 370071 LU M) Z{ER
L&¥J. ssh admin@Rgrid node IP mkdir -p /var/local/tmp/saved-audit-logs

A7 EHREFEINS. admin DINXT—RZANDLET,

6. IRTOEEOV 770 IAE—LFT, scp -p * admin@
grid node IP:/var/local/tmp/saved-audit-logs

IOV T ERRRINSS. admin D/INZXT—REZAHLET,
7. root LTCOY 7O RLET, exit
TS5ATVEER )/ — RO

TSATIVEEB/ —REUANDTBICIE. FTYIRELIFREN—RT T 7DOREH
WNETY,

EENRELETSATIER )/ —RZELTZY NI A4—LTEITINTVWETSATUER/ — R
I352H. VMware £7IE Linux RA R TERITINTWVWER FSATVER —REaHY—EXT7SS147 >
ATHEANINTVWERSSATUEER/ —ReXHBITIEHTEFET,

J—=RICH L TCEBRLIEKRBEAT Sy b 74— LIC—HBT2FIE Z#FERALEFT, (TRTDO/—RKEA TSI
WL /—RKXBFIEZRTIDE. TT2ARIVER ) —RDYANVICEETBIRORT Y THFEIE LS
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RREINET,

AT SYv b T r— L4 FE
VMware "VMware ./ — K D3ZH"
Linux DS "Linux./ — K D 3Z3a"

SG100 &LV SG1000 U —ERT "U—ERT7 IS4 7 > ADH"
TS3A4T7>2R

OpenStack DHERE % £/ AN IEE SR E LT- OpenStack ADIREY S > T4 X7 T 74
LWBELUVRT) T RE REBRBINTULEE A, OpenStack IRiE
TERITTINTVWDE /—ROUANUDNKRERIFEIZ. FHALTVLS
Linux AXL—F7 4 YIS AT L0 7 7 )l 2o >O—RLTLE
TV, FDE. FIE ICHE> T Linux / —REHLET,

RIS AR)ER/ — FORE

¥/ — Ri&. StorageGRID X T LDTSATVEER ./ — R LTRET ZHEN
HOFET,
RERHD

*REYSUTERRANSNE T4 IVER/ —FOBEIE. REYS > ZEAL. EREF >ICL THHE
It BRENDHD XT,

*H—ERXRTTISATVRATRANENETSATIER/ —FOBREIF. PTIAT7 R 2L, VT
FOTT7Z2A A —IILLTEKBEDRBDET, FRAITZT7TIAT7VADA VA M—ILAA F2ER
LTLEE L

"SG100 SG1000 —ERT7 IS4 7> X"

CDANINT—=2T 7 AIINDRFDINY T THIURETY (sgws-recovery-package-id-

revision. zip) o
c JOEDIZVINRTL—IADRMETT,

FIE
1. WebT7 S OHZBE. ICBEL FJ https://primary admin node ipo
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NetApp® StorageGRID® Help ~

Install

Welcome

Use this page to install a new StorageGRID system, or recover a failed primary Admin Noede for an existing system.

€ Note: You must have access to a StorageGRID license, network configuration and grid topology information, and NTP settings
to complete the installation. You must have the latest version of the Recovery Package file to complete a primary Admin Node
recovery.

» Ve

Install a StorageGRID system Recover a failed primary Admin
Node

2. [*Recover a failed primary Admin Node] #2 ) w2 L £ 7,
B VANUNYT—SDRFONY Ty TET7yFO—-RKLET,

a BRI ZIVYILET,
b. StorageGRID ¥ XA T LICHISLIZBFIDU ANUNTr—S T 70 IL%FE L. *Open*Zo ) woL
9,

4. 7O azZ>INRITIL—X=zANALFT,
S [UANUDRE] 20V v I LET,

JAN) 7O IDEBINET, BELRY—EXDREIBIND ETOHSIME. Grid Manager Z{ERT
ERLBBIEDBDET, VANUNRT TR, BAVAUR=IDBRRINET,

6. StorageGRID Y XF LTIV J LY 27> (SSO) BERICE>TED. UAN) LIZEE/ —RD
SERREFAEEEL T 74N FOBEEA VA —T 24 A —N\IEEEFEATILSICKRESNTVSS
BlE. /— ROFIEAEF)BESFE % Active Directory7 T 7 L—> 3> —E X (ADFS) TE#H HIkE
FUBER) LEd. BB/ —ROUAN) 7OCRAPICEREINTZHLVT 7 4L b —/N\GERREZ#
BLZET,

SFEAEFIREEEERTE T BICIE. StorageGRID DEEFIEEZBBL TL TV, T7 4
C) LY —=NGEREICT7 VX T 3ICIE. BE/—Froav >y R oilicaog1> L%
9o ICT7IVEALEY /var/local/mgmt-api 7« L7 MJICHEEIL. Z3&IRLET

server.crt 771 )L,

7. Ry b 74 v ADBRNMBENE SHEHILET,
a HR—brINTWVWB T U5 %ERL TGrid Managerlict 1 >4 > LE T,
b. [/ —F (Nodes) J%ZZERL
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C DU RNT, 7ZAXVER/ —FZFRLET,

d [BE|2TDO[VIEIITN=23Y ] T4—ILRIZRRTINTWVWAN—Ua v ERRLET,
e Iy R/ —RZERLZEXT,
LIBEIZTDO[VILIZTN=3 Y] T4 —ILRIZRRINTVWEIN—-a Vv ERRELET,

"[VIRDZTFN=03 2| T4 —IILRIZRRTNZN- 3 VHREICEHER. BIETOV S L%
BHRT2HEIEHD £E A

"[VIEDITN=23r | T RICREENBZN -2 a VBB ZHBRIE. Ry bTry
V2ZzBALT. VANIVESNETSATUEER/ —RZRLCN—JaVICEHTIHENHD
9,

BEEIER
"StorageGRID DEIE"

"StorageGRID v k7 1 v o XF|@E"

DANVENLTSATVER/ —RTOBEEOJDODUR LT

BENRELIETSZFAVIVER,) —RFHSEEBEOJTZFRETERBEIE. UANITS
To5ATVER/ —RICFEOOJ 2 IE—TEFEJ,

c UANYLIEBE —REA VA M=I)ILLTEFTINELHD T,

C TDEE ) — RTEBEARELEHEIC. BEOSERNOBFAICIE— L TELBELABD T,

BE — R TEENRETI L. ZOBE/ — RIREINEEEOINRDNZEREENH D £9, BEN
RELEE ) —RHSEEOSEIE—L. UANUINEEE/ —RICURRPETRET. T—42%18
ENSFECENTEREEHBNET, BEICL-TIE. BEPRELLEE )/ —RHSEEOSE IP—

TERVEEDHDET, ZDHE. BE/ - FHIERHIRIFETIIIRNTOER ./ —FICEEOJH LT
T—hrENBZDH. HOEE/ - FHSBEEOJZVANITEET,

BB/ — PR DLABVRIETEE / — RO SEEOJZ IAE—TEHWVEEIR. VAN EINIER/
—RFT FRA VR —ILDBEERLCLSICEBEOTANDIANY FDOEFEDFEIBIN T T,

OF > JMEZEBIASE37OIC. BB/ —RIETEZRITRCVANVTBIHENRHD £,
T UANYLEBRER/ —RICOJ1>LES,
a XAV RZANILET, ssh admin@recovery Admin Node IP
b. [CEEHEINTWVWE/NRT—FZASNLET Passwords.txt 771/l
C.RODAR Y REANDL TrooticIDEZX £, su -

d |[CRBEINTVWBNRAT—REASAILZET Passwords.txt 771l
root LTAOJA>d2. 7AYTEHBHDSEDLDET s T 1 4

2 REFINTVREE T 7ML EZMHERLE T, cd /var/local/audit/export

B RFEINTVWAREEOI 770 E)ANYSINEEER/—RIZOE—LF T, scp
admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY* .
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IO PRI INES. admin DNNXT—REZAHNLET,

4. vXxa)TF0 LOBHICEKD., BEBEOINVANYIN-BIE/ —RICOAE—SN-Z e =R L5,
EEOJEEES )Yy R/ —RHSHIBRLE T,

S. UANUEINIEE/ —RT BEBOV 777D —H eI IL—TOEREZEHLF T, chown ams-

user:bycast *

6. root LTOJ7IRLET, exit

EEHBEANDOBREFEOIZA TR T IVEIRBHUANTITZIHRENHD £J, FMICDOLWTIE. StorageGRID
DOEEBFIEZSRL TIZTL,
REEER
"StorageGRID DEE"
DANVEBATZATVER/ — R TEEXEEZVEY FLTVET
DANVTBZTSATVER/—RH. 75— B, 757—LEHM. LU
AutoSupport X vt —J DEBHEXEFEEL LTRESNTVBRHEEIE. COREEZZEET
BRENRHDET,
BEBRHD
* Grid Managerl I3 R— TN TWVWR T SO EFERALTH A V1V TI3BEBELNHD X,
*RBEDT IV RERNMBETT,
cUANVYLIEE/ —REAYAM—ILLTETIIHNELNHBD XTI,
=2
1. * Configuration > System Settings > Display Options *%Z &R L £ 9,
2. [*Preferred Sender] ROw 7RI > « UZRRDSUANIETNIEER )/ —REBRLET
S EEOEA N Z0VvILET,
BB
"StorageGRID DEIE"

TI2ARVER/—RFZUAN)TBBDEER ) — R T—ERXR=XDUI T

BENRELLTSATUEE, — ROBE. T5—L. BLUTS5— FORBEER%E
HMRELIEWERIZ. BB/ —FT—AR—-ZUIXLTLEY, COT—ERN—% )
ART7TEBDIE. StorageGRID Y AT ALICRIDEIE /) — RDBHBHBEDH T,
cDANDLIEEE/ —REA VA M—ILLTERITIZIHENHD T,

* StorageGRID ¥ X T LICIFEER / — KRB D% eH 2 DBETT,

c ZAEBELTELBENDHD XY Passwords.txt 771 o

c JOEDIZVINRTL—ADRMETT,

BE/ —FTREIEETS . EOEE/ —FT—IR—XIBHEIN TV BEBRNEDODNE T, CD
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T—=RAR=ZTIERDBEHRISENTVWE T,

* 75— hDERE

* 7S—LDER

c BREBMT—%, Y R— Y= )L* )y RNRO*R—STHERETEZFv— bBLUTFI LR
— FTEARAINET,

B/ —FZ2UANIVTBRIC. VIIIITOAVZA=LTOERICE>T VANI LT/ —RIZZED
BB/ —RT—ARXN—ZBMEENE T, L. ILVLWT—ER-X(ZIE. BESXATLICEENTVWSY
—NEY—ER, FFHETEMSNIEY —NDBEREITIHEZENT T,

TS5A)ER/—R% )X ~7 L7 StorageGRID Y AT LICHIDER / — KD HZ3HEIE. 753147 UT
BUWER ) — R (source Admin Nod) DB/ —RFT—EZR—=X%EUAN)LIETSATVER ./ —RICO
E—922¢T. BREB®REVANTFTEET, PXATLICTZATIUEE ) —RLHAEBWVGEIX. BIE/ —
RF—ER—X%E)IART7TEEH A

@ %.fii/“—I~“7_-“—'}7/\‘—Z0):!\l:"—t%tzti&ﬂ%ﬁ?jb‘h‘ég <‘:7’3“;273 D\i?‘o ‘/—\X%:EE/— FTH—
EXPMELELTWBEIF. Uy RIRX—2 v D—EBDOMEEENMERTE < B0 £T,
1L.Y—BRB/—RiIcOJ1>LFT,
a RNDIANYYRZANILET, ssh admin@grid node IP
b. |ZFREHINTVWBNRXT—FZANILZET Passwords.txt 771/l
C.RDIAYY REANL TrootiCIDEX £, su -
d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l
2 Y—22BEB /) —RHSEMIY—EX%ZFEILELE YT, service mi stop

3. Y—RER/—RHh6. BBT7 IV r—>3>70953 0042 =T 24X (mgmt-api) H—E X%
ZIELEF, service mgmt-api stop

4. JUAN)LIZEE/ — R TROFIEZERITLE T,
a UANYLEEERB/ —RicOJ1> L&D,
LROIYY REASILET, ssh admin@grid node IP
i. ([CEEHSNTWVWBNRT—RZANLEY passwords.txt 771 Lo
iii. DAY REASIL TrooticIDEX T, su -
V. [CEEEINTUVWB/NRT—RZANILET Passwords.txt 771 Lo
b. MIF—EXZFIELE T, service mi stop
C. mgmt-apitf —EXZ{EIELFJ, service mgmt-api stop
d. SSHI—Y x> hC SSH WEEZEBMLE T, ANJTSIYY Fssh-add
e ICEEHINTWVWBSSH7Y 7 ANRT—R%ZANILET Passwords.txt 771 )L,
fY—XBE/ —ROT—EZR—XEYAN) LELER/—RIZOAE-LZET,

/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

9 FOYFrHREREINS VANULEEE/ —RTM T—ER—RZLESTEICZBELE
ERS
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T—AR—REEZDBET—2H. UAN)LIEEE/—RICAE—ChET, AE—NIEHTETT
B VANDLIEEEB/ —RERRIUTMIL>TREBISNE T,

h. DT —/NICNKNZXT—RBELTT IV ERTBIREN BB STIHRIE. SSHI—J > b oWER
ZHIBFRLEX 9. ANJTSIY> KRssh-add -D
5. V—REBE/—RFRTH—EXRZBEHHL XY, service servermanager start

TI53ARVEER/ — Rz AN T BEDPrometheustsiZN U X 77

T5AT)ER ) — RTEENRELIES. €D/ — KR LD Prometheus TEIE I
TUWEBEDIBEEMRBICGLTUR N 722N TEFE T, Prometheus $51Z% 1)
ART7TEZDIE. StorageGRID > X T LICHIOER ./ — RHDBHZHBEDH T,

cUANYLEBE/ —RZ2A4 YA M=ILLTEITITIHNELHD XTI,

* StorageGRID ¥ X T LICIFEE / — RHBDELLH 2 DHRETT,

c ZHEBELTHELHMERHD £ Passwords.txt 771 )Lo

s O a=ZVINRTL—XDBRETT,
B — R TEENEET D Y. Prometheus T—HR—IATEEINTUVLEIE ) — R EDIEEIZSRDNE
T, BIE/—REUANITBZHEIC. VIRDTT7DA VR =)L FOERICE > TH L L Prometheus 5 —

BAR—IPMEREINE T, VANULKEE/ —RFZiiEs 5. StorageGRID > AT LZHFHIRICA VX b
—ILLT=IBE CARICIBIEN SR INE T,

TS3AR)EER/—R%E1 X LT L7 StorageGRID Y AT LICRIDEER ) — RHAHBIFEIE. 731U T
BULWEE/—F (_SOURCE B2/ —FK) @ Prometheus T—42XR—XEUHANYLITSATI)ER/ —
RICOE—93 2T, BEDEIEZEZ VAN TEXT, YATLICTSATIER /) — R LHARWVBEEIE.
Prometheus T—AXR—XX% )AL T7TEFtH Ao

@ Prometheus 7 — &\ —20 JE—ICIZ 1‘\H§Fa’ﬁILXJi\73‘7J‘Z>1§é7b‘¥ DEY, V —\Z%\iﬂ/ -k
TH—EXDMBELELTWVWBREIE. Uy RIR— v O—EBOMEENERTE A< AD T,
1L V—RBE/—FICOJAYLET,
a XOIAX>YFZANLET, ssh admin@grid node IP
b. |[ZERHEINTWVWBE/NRT—RFZANLFT Passwords.txt 771/,
C. RDIARY RE AN L TrooticYIDEZ T, su -
d (CEBHEINTVWBINRT—RZAALFT Passwords.txt 771 )L,
2. —XE’R ) — RKH S5Prometheustt —EX%ZZELEL XY, service prometheus stop
3 UANULEE/ —FTROFIEZETLET,

a UANULIEBE/ —RICOJ1>LET,
L ROARY RZASILEF T, ssh admin@grid node IP
ii. ([CEBEINTVWBNRT—RZANLET Passwords.txt 771 Jlo
ii. XOAT> REAFL TrootiCIDEZXFT, su -
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V. (CEEETNTUVWBNRT—RZAALEFT Passwords.txt 771 Jlo
b. Prometheust) —E X% 1E1EL£Y, service prometheus stop
C.SSHI—Y x> hICSSHMERZEMLEI. ASJI SV Fssh-add
d [CEREINTUWBSSHT I RNRXT—R%ZANILET Passwords.txt 771 Lo
e. VYV —XEE/ — RDPrometheusT—ZRX—X%Z U ANU LIEEE/—RICOAE-LZE T,

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP
. 7OYT7EHRRESNES. *Enter* ZIL T, UANU LEE/ — R ED#H L L) Prometheus 7
—ANR—RZWET B eHRLET,

7TD Prometheus T —AR—R FDRET—2H. VAN LEEE/ —RiICAE—Cnxd, O
E—BANARTT L. VANV LEEBE —RARID T &> TREBISNE T, KOXT—X
ADREREINET,

F—RAR—=ZADUO—Z>Y . H—E XDEHA
a MO —NIINRT—RBRLTT I RATEIREN LGB STHBEIF. SSH I— Y bh oWER
ZHIBRLE 9. AJJTDIY > Rssh-add -D
4. — B/ — R TPrometheust —E X = BiLH L £ 9 .service prometheus start

ETSARVEE /) —ROEEHNSDY AN

FETZARVEIE ) —ROEENSVANITBRICIE. RORRVZRITTINELD
D%d, 1 DDEI’E ./ — K Configuration Management Node (CMN) H—E X%&7R
ARLTED, INZTFATVER/ —REFUVET, B/ —RZEHRERTZC
CIETEEIH. StorageGRID PR T LZCICEEETEZ AT UER/ —RIE1
DEITTYT. TENUNDEE/ —FIEFIRTETSAIYVEE/ —RTY,
REER
"SG100 SG1000H —E X7 /S5 A 7 R"
FlE
CEENRELESSATVER/ —RHSEEOJZIE—T 3"
c"ETSATEIE — RO
"DAND OREEERL GESSAIYVER/ —FZHRELFT"
"DANVBHIETZARVEE/ —RTOEEOJDI) AT
"DANVEBHRIETZARVER/ —FTEEXEEZVEZY ML TULWET
" TSATIVEIE/ —RZzVANVTIBOBEIE) —RT—FZRX—=XDJZA 7"
c"ETSATVER/ —RED AN T BEDOPrometheusigiZN ) X k7"

MEANRE LTS AIUEER/ — A SEEOS/ZIL—T 3
EENEELLEE/ — A SEEOJZIE-TE 35813 JUY RO XTLY
ITAET 1 CERRROL - FZHFT57DICEREOJTZR®REFLET. YAND
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LTJF7°7’I’7U"‘EE/ RAEFH LS. RELTEWEEOJZzZD /—FIZY
7LEI,

COFIEIE. BENRELICEE/ —ROBEEOI 7 7ML ZROT )y K/ —RO—KINARGRICIE—
LET. REFELIEEREOJIG. XBEAEE/ —FICOE—TEEJ, HLLWEE/ - FIIIEEOJ/HEHH
ICaAE—ChFEtEA.

FEDBEEICL>TIE. BEENRELLEER ./ — A SEEOJ/ZIE—TITRVEERHD XT, B/ —
hﬁ1ob#@u%ﬁ@% CUANJLIEBE/ —RTHLULVZED 7 71 IILOBEEOITADARY DL
THFABIN. UEICEFRSNT—RIZEbNE T, B/ — RHIERHIREDHSIE. FIDOEE ./ —R
HhEEEOI®YANITETET,

C) CCCEEEE/ —RLEOEBEOQSICTIVEIATERVESIE. RAMDYANIEBERYE. B
EHBEBEOVICTIVEATESREELAHD £,

1. AgecThnE. BEEEE/ —RICOJ1YLET, TERWEEIE. 77T VER/ —RELIZROE
B/—Ricog1>LEJ,
a XOIAYYRZANLEY, ssh admin@grid node IP
b. [CEBEHINTWB/NRT—FZAALEXT Passwords.txt 771 Jo
C.RDIAXY RZASL TrootiCtIDEX £, su -
d [ZEEEHINTWE/NRT—RZASNILET Passwords.txt 771 )lo

root& LTAOJ A9 3. FOVT OB SEDLDFRT KT . #

2. AMSH—EZXZELELTHLVLWAT 77 M IILHMERTNAEWVESICLE T, service ams stop

3. auditlog 7 7 7 ILDO%&EIZZELT. VANULEERE/ —FAQIL—HFICBIFEO 7 7 IILHLES
NEVWELIICLET,

auditlog D&HIZ. yyyy-mm-dd.txt.1 BED—EBDBSDFTWVWT 7MIILAICEELX T, fcr X
IE. auditlogZ 7 1 JLD%AEIZ2015-10-25.txt. 1ICEE L £ 9 cd /Var/local/audlt/export/

4 AMSH—EX%ZBiE8L£J, service ams start

O IRTDEEOI 774N ZRDT )y R/ —RO—KRNARIBRICIE—9370DT 1 LU M) Z{ER
L&Y, ssh admin@grid node IP mkdir -p /var/local/tmp/saved-audit-logs

a7 BRI EINSES. admin DNNXXT—REZAHDLET,.

6. INRTHEEOYI 770 %EAE—LEJ, scp -p *
admin@grid node IP:/var/local/tmp/saved-audit-logs

O RHAREEINSES. admin DINXT—RZAHDLEFT,

7. root LTCOY 7O RLET, exit

FTZATVEER/ — RO

FTZARVEER/ — 2V ANITBICE. ETYPRILIFIEEN—RFT 7D
NBETT,



BENRELLETSATUBE ) —REALCTSY F I 4—LTEATTNTVWRIESSATUEBE/ —RL
T BZH. VMware £/l Linux RA R TRITSNTWVWBIETSATVER ) —REHY—EXT TS
AT VATRAMINTWVWRETSSATIBIE) —REXBTBZIEHTEFET,

J—RICH L TERLUIHB TS Y b 74— LIC—HIBFIE Z2EALET. (IRTD/—FRATIC
BL) /—FRBFIE 2T I8 FTSATVER/ —FD)ANVICETZROFIELNZDFIE H
SIETREINET,

RISy b T r— L4 FE
VMware "VMware ./ — K DAHe"
Linux OF& "Linux./ — R DAZ#a"

SG100 LV SG1000 H—ERT "U—ERT7 T T4 7 > ADATH"
T2A4T7VR

OpenStack DIERE% £/ AN IEETR E LT- OpenStack ADIREY S VT4 R T 74
IWEXVORZU T MME REIFREINTULEE A, OpenStack IRIE
TERITINTWVWS /=R AN HDRERIGEIE. FHALTWVWS
Linux ZRL—F7 4 YIS AT LRADT7 70 IlZ2R7>O—FLTLE
TV 2D, FE ICRE> T Linux / —REZHELE T,

UANUDORIEEERLTHETZATVEER/ —F2RELEXY

FETSATIVEER ) — R L5, Grid Manager T Start Recovery %#ER L T.
FILOW/ —RZEEZE/ —RORDODDELTEEITBIVELHDFT,
MEBRHD
* Grid ManagerlZ I3 R— TN TWVWR T SO EFRELTHA V1V TIRELNHBD FT,
* Maintenance % 7z|d Root Access HERDNRE T,
s JOEY 3=V INRTL—IXDRETT,
c XA/ —ROEACEENTT LTVWBIHRELHD £,
Fig

1. Grid Managerh*5. * Maintenance * Maintenance Tasks * Recovery * (XY TF VXXV TF VAR R
7*)ANY)) ZFEIRLEFT,

2. yAN)T3B51)y R/ —R% Pending Nodes J X h TiEIRL £7,

J—RIIEEVEETZE )X MMIEMEINETH. BAIYIAS—ILENTUANYDERFNTESZEXT
IFERTET XA

3. O I ZINRITIL—X*E#ZAHNLET,
A [DANVDREB I ZEI) v I LET,
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

S UANVHRDIT VY R/ —RFT=TILT. VAN)OETRRZERLF I,

UANVFIEOERITRICH VLY b 20Uy o338 HILLWIANI ZRIBTE X
() 9. BRATOIRY IARERSN, FIEEULY FTB L) — RAFRERRED
FRICBBZ D TREINET,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlEZzVEy bLIHEICVAN) ZBHEITT 25513 ROFIET/ —RZ1 X M—ILETORREIC)
AT TRRENDD XY,

Do you want to reset recovery?

e *ymware* I EBALREI VY R/ —RZHIBRLET,. TDHE. VANV EZBRATIERBHI TS
5. /—RFRZBEALZET,

° *Linux * : Linux KA R TXRODOAY VR ZRTLT. /—RFRZBEHLEFY, storagegrid node
force-recovery node-name
e TITSATVR FIEEDEY FLIEHEIZUANY EBRITIZEEIE. 2RTLTT IS4 T7YV

A/ —=REAVZAM—=ILEIDREIZV A ST TEIURELNH D £9 sgareinstall TV Uy I LE
ER
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6. StorageGRID Y X T LTI VIV A A > (SSO) HEMICK>TED. UANJULEEE ./ —RD
SFRRAEFIREEENT 74 FOBEA V2 — T 4 A —/NREEFERTELSICRESNTWVSIE
BlE. /—ROEEFAEEE% Active Directory7 7L —> 3>t —E X (ADFS) TEH HIRE
KUBER) LEd, BB/ —ROVANY TOCIRICERINIZFHLWVT T #JL MY —/\SEERE % fE
BLZ%Y,

SFRAEFIREEEERTET 5ICIE. StorageGRID DEEBFIEEBSBL T TV T74
C) IWEOH—NERZIC T 72X T3 BE/— ROV R o)licaod1 > LE
T ICT7PVPEALEY /var/local/mgmt-api 74 LI DICBEIL. Z3#IRLET

server.crt 771 )L,

RIS R
"StorageGRID DEE"

"BA YA M=IDIODTTSATUADEfE (TS5 b T+ —LDOKTHDH) "
DANYBEHRIETSATVER ) — RTOEBEOSD YT

EENRELIETSATIER/ — RO SEBEOJV 2 RECILEHICEEOVDRE
FREHmAREFEINTVLWBESIE. VANV TRIETSATUEIE ./ — RICEDIEHRE O
to_—t“g 35-3_0

cUANYLEBE/ —RE214 YA M=ILLTEITITIHNELHD XTI,

c TTDEE /- R TEEHLFREL-HEIC. BEEOVZHMOBFRICOE—LTELLMBELRHD T,

B —RTEBENRETZ . ZOEE/ — RIRESNEEBEQIDNRDNBERELRHD £, BEH
KELEEE/ —RHSEBEO/ZIE—L. UANYSIhESE/ —RICURNFPTELT. T—2 %18
ENSFEENTEZBENHDET, BEICL->TE. BENARELALEE ./ — RASEEOSE O —

TERVISEDHD T, Z2DHE. BE/ - FHIEEHIRFTIIIRNTOER/ —FICEEOJH LT
T—hEhaicd. HOEER/ —rHhoBEEOJZVANITEE T,

B/ — D DLDRVRIETRE/ — O SEEOJZIE-—TELWVSESEIE. VANUSTNIZEER/
—RFRT. FRA VA= ILDBELRLC LS ICEBEOTANDAIANY FDOEFEIEIBINF T,

OFX >V JMEEEBIHTEZ7HIC. BB/ —RIITEZREITECVAND TIRELRHD £,
1. UANYLEEBEB/ —RIicOg1 > LES,

a XNIAIYYREASILET, +ssh admin@recovery Admin Node IP
b. |ZRREHINTVWBNZXT—FZANILZET Passwords.txt 771/,
C.ROAY Y REANDL TrooticIDEX £9. su -

d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l
roote LTAYTA VT3, ZAYT D SZEDLDET s KT ¢ 4

2 RSN TVWAEET 7ML 2HEBLE T,

cd /var/local/audit/export
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B REEFINTVWAEEOI 7700 EZ)AN)SNZEE/—RICOAE—-LE Y,
scp admin@grid node IP:/var/local/tmp/saved-audit-logs/YYYY*
7OV 7 EHARRINES. admin D/INAT—RZABDLFT,

4 tXa) 74 LOEBHICED. EEOINVANYENIEE/ —RICOE—SNc e zBER LS.
BEREOJZREI VY R/ —RFDSHIBRLE T,

S, UANVSIIEEBE/—RT. BEEOJ 77N OA—HFIIN—TOREZEHFLET,

chown ams-user:bycast *

6. root LTOJ7IRLET, exit

EEHBEANDOBREFEOIZA TN T IVEIRBHUANTITEIHRENHD £7, FMICDOLWTIE. StorageGRID
DEBFIEZBRLTLETWV

RIS R

"StorageGRID DEE"

DANVBHETZATVEER/ - RTEBEEEEZVEY FLTVLET

JANVGTBZIETSARVER// —RD 75— B, 75—LEH. LU
AutoSupport >( wt—JDEBEXEEE LTRESNTULSIHEIE. StorageGRID & X
TLTCDREZEETIHENHD XTI,
BEREHD
* Grid ManagerlCIdHR— SN TWBR TS OHZFERELTH A VA1V T 2HRENHD XY,
*RBEDT IV RERNMBETT,
cUANYLIEE/ —REA YA M—ILLTETIIHNELNHBDFT,
=2
1. * Configuration > System Settings > Display Options *%Z &R L £ 9,
2. [*Preferred Sender] RO 740> « UZRMHOBSUANYSNIEEER ./ —RZERLEY
S EEOEA N Z0 VI LET,
REEER
"StorageGRID DEIE"

FTSAIVER/ —RFZ2 VANV T EEOER/ —FT—ERX—XDUR T

FEENRELIFTSATIVER/ —FOBME. 75—L4L. 8LUT7 57— bORBEIER
ZHRLITWSSIR. 753X VEE/ — D oEE/ —F7— '3’/\ ARe)ARTL
9o

CUANULEEE/ —REAVIXM—ILLTETTIRELNHD T,
* StorageGRID ¥ X T ALICIFEER / — RV eH 2 DBETT,
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c ZAEBELTELMENHD £9 Passwords.txt 771 o
s 7O =ZVINRTL—ADRETY,

TR/ —RFTEENRETI . TOBEER/ — FT—ERX-XUIBMR SN TL L BERRIKDNE T, TO
T—ANR—RITIEIRDBEBRDEENTVE T,

* 77— bDERE

* 7o —LDERE
* BEBMT—%, YR— Y —)L*J )y FhROIR-THERTESZFvr— bELUTFIMLR
— FTEAINET,

BIE/—REUANVTBEEIC. VIRIZTTZODA VA M=IL7OERICE ST, YANY LI/ —RICZED
B —RTF—EAR—XDMEREINET, 7L FILLWTFT—ER—=X|ZIE. IRESXATLICEEFATVWS Y
—NeH—E R, FrhlEHeTEMEINIY—NDIBEREITIHEENE T,

ETSATIVEEB/ —REZ VRN LIEBEIEE. 7524 UEE ./ —FK (source Admin Node) DEIR./ —
RF—=BZR—X%=YAN) LIt/ —RICOE—FB T BEBHREJVANT7TEEY,

C) EE/—F?—&N—x@:ﬁ—tﬁ&ﬁ@#@égtﬁ%b%?iv—x/—FTﬂ—Ex
HMELE L TWBRIE. Grid Manager O—ERDIEEENER TSI <D X T,
1. V—EEB/ —RrIZOJ1>LET,
a XOIAYYRZEANLET, ssh admin@grid node IP
CREINTULWBNRT—FZANLEY Passwords.txt 771 J)lo
C. DAY REASNIL TrootiCtIDERXE 9. su -
d (CEBHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,

2. Y—REE/—RH5RODIONYYRZETLET, TOV T MHRREINSS. 7O 3 ZVF/NRT
L—X%ZAJSILEJo recover-access-points

3. Y—REE /) —RHSEMIY—EX%ZFIELE T, service mi stop

4. VY—XERB/—RhB, BET7 SV S—23>7FO053I0014>02—T 14X (mgmt-api) H—E X%
EIELE Y. service mgmt-api stop

S. UANYLIEIE/ —FTROFIEZETLET,
a DANULIEBE/ —RICOJ1>LET,
L ROOATY RZAALET, ssh admin@grid node IP
i. (CEEEINTWVWBNZRT—RZANILEY Passwords.txt 771 Lo
ii. ’XOAY> REAFL TrooticIDEZXFT, su -
V. (CEEE TN TUVWBNRT—RZAALEFT Passwords.txt 771 Jlo
b. MIt—EX%ZEIELE T, service mi stop
C. mgmt-apitt—EX%ZEIEL X9, service mgmt-api stop
d SSHIT—2 x> hC SSH WE#ZEMLF T, ANTSIT Nssh-add
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€ |[CRHINTWABSSH7 7 ERANAT—R%ZANTLZET Passwords.txt 771 )L,
fY—XEEB/ —RDT—ER—=X%)ANULEER/—RICOAE—-LZEY,

/usr/local/mi/bin/mi-clone-db.sh Source Admin Node IP

g 7OV 7 ERREREINTcS VANULEEE/ —FTM T—ER—RZ2LEETTEZezRELF
ER

T—AR—REEZDBET—2H. UAN)LEEE/—RICAE—ChET, AE—NIEHTETT
B VANV LIEEE/ —RERIV T MIL>TREBISNF T,

h. DY — /NIRRT —RABLTT7 IR TIBEN BB 1FEIF. SSH I—T x> MO SIRERR
ZHIBRLE 9. ASITSIY Rssh-add -D
6. V—XBEE/—RTH—EXZBEHFHLEI, service servermanager start

ETFSATVEER) —REUAN) T BEEDPrometheusiSiZn 1 2 ~ 7

ETSATIVER/) —RTHERENRELIBE. €0/ —KR_LED Prometheus TEIEZ
NTWEBEDIEEZMNEICINL TR NFPTZENTETET,

cANYLIEBIEB/ —REAVIAM=IILLTRITIZIRERHD T,

* StorageGRID ¥ X7 LICIFEER/ — RHBD %R eH 2 DBETT,

cHTHEBELTHELHUENHD X9 Passwords.txt 771 o

s OEYIZVINRTL—IDHPBETT,
BB — R TEENEETDE. Prometheus T—HR—XATEIEBINTULLEIE ./ — R EOIBEIZSDONFE
I, BIE/—RZUANIVTBZHEIC. VILIDTT7DA R M=ILFOEXICE > THL L Prometheus 57—

BAR—ZADMERINET, UANULEE/ —RZicEd5 . StorageGRID ¥ X7 LZHFRICA VA b
—ILLT=55E CEFRICIEIED SR INE T,

ETSATIVEIEB/ —RE VRN LIEBEIG. 7524 UEE ./ — R (source Admin Node) @D
Prometheus T —2~RX—XXZJANY LI=BE/—RICOE—FB3 T, BEDIEEZ VAN TEFET,

@ Prometheus 7—&~\— ZCDZIE’—L_LE,HE#F'iL,(_th‘fJ‘éiﬁAb‘Zﬁbij'o V—EE//—R
TH—EZXPBLELTVBEIF. JU Y RYR—J v O—BEOEBENERTE A< BD XY,
1. V=B /—RricOyg1> L%,
aﬁkwjva%AﬁLiTosalamﬂ@mddnmmfp
CREEINTULWBNRIT—FZANLET Passwords.txt 771/l
C. RDIAR > RE AN L TrootlcYIDEZX T, su -
CREINTULWBNRT—FZAALEXY Passwords.txt 771 J)Lo
2. Y —REE /) — RHh 5Prometheustt —E X %Z21EL £ 9, service prometheus stop
3. UANULIEE/ —FTROFIEZETLET,

a UANULIEE/ —RICOJ1>YLET,
LROOYY RZANLET, ssh admin@grid node IP
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i. ICEBEHINTVWBE/NRT—RZANALET Passwords. txt 771 Lo
ii. XOA> REAFIL TrootiIDEZXFT, su -
V. (CEEEETNTUVWBNRT—RZAALEXT Passwords.txt 771 )b,
b. Prometheustt—E X% 1EIEL £ T, service prometheus stop
C.SSHI—Y T2 hICSSHMERZEMLEI. ANJI BV Fssh-add
d (CEHINTWBSSH7 VL RNRT—RZ AL EFT Passwords.txt 771 )b,
e. YV —2EE / — KRDPrometheusT—ZRX—XX &) ANY LIEE/—RIZOE—-LZE T,

/usr/local/prometheus/bin/prometheus-clone-db.sh Source Admin Node IP

. 7OV DRI ESNS. *Enter* Z LT, UAND LEEBE/ — R LEDO#FH L L Prometheus 7
—RAR—XAFWETDCxHERLET,

7TD Prometheus T—AR—XE FDRET—2H. UANYLEEE ./ —RICOAE—CnZxd, O
E—BHTT DL, UANULEEBE —RARID) T &> TEBIENET, ROXT—4
ADRREINETD,

F—REAR—Z2DIO—=>4. H—E XD

a o —/NICNRT—RBLTT7I7EITIREBELN RS ASTIBEIX. SSH T—T 1> MH SHERHRE
ZHIBRLET, ASJ9DIY > KRssh-add -D

4. ) —XEIE/ — R TPrometheustt —E X ZBife8) L £ 9 .service prometheus start

F—hYzA/—ROBENSDY ANY

T—bOxzA/—RFOBEENSVANITBICIF. —EDORXRTIZIELWIEFRTRETY
BRENDHD XT,
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Prepare for node recovery.

v

Replace node.

VMware SEF.-.I'ICES Linux
appliance

Cormrective
actions taken when
restoring node?

Recovery is EEE the N
complete. What next?
section for details.

Yes
—force flag
l force-recovery
y Select Start Recovery to
configure the Gateway Node
BEIEIR

"SG100 SG1000 —ER 7SS4 7>V X"

FiE
SR IS — RO
* "Start Recovery (U A/NUODRM) ZERLTT—bIz1/—RZHRELEFT"

T—broxA /) — RO

BENRELLT—bIxA/—RZRCYIEFLIFREN—RFU T 7TERITINTL
BPTH—bo0xA4 /) —REXHETZZEDH. VMware F7=1F Linux R X FTETETNATWL
37—/ —REY—ERXRT7TISAT7RATHRIANINATWVWER S — T 1/ —
RERIBEIBZEHTITED,

/—RFORBAFIE 2RI 2LENHZDIE. A/ —FTEAITZ TSV b T3 —LICK>TERED

F9. IRTO/—RRAFITELTD) /—FOXBFIEHRET I, FIEHST—bUTA/—FD
DANVICEAT B3 ROFIENRTREINE T,
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Recovery
Select the failed grid node to recover, enter your provisioning passphrase, and then click Start Recovery to begin the recovery procedure.

Pending Nodes

Search Q

Name 11 IPv4 Address I1 State 1T Recoverable I
® 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sssss

Start Recovery

S UANVHRDIT VY R/ —RFT=TILT. VAN)OETRRZERLF I,

UANVFIEOERITRICH VLY b 20Uy o338 HILLWIANI ZRIBTE X
() 9. BRATOIRY IARERSN, FIEEULY FTB L) — RAFRERRED
FRICBBZ D TREINET,

Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
» For StorageGRID appliance nodes, run "sgareinstall” on the node.
» For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlEZzVEy bLIHEICVAN) ZBHEITT 25513 ROFIET/ —RZ1 X M—ILETORREIC)
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Do you want to reset recovery?
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Prepare for node recovery.

v

Replace node.
VMware Linux
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Linux host?
See the
Corrective No : - ,
actions taken when ey is What next?
restoring node? complete. section for details.
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l force-recovery
Select Start Recovery to
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Recovery
Select the failed grid nede to recover, enter your provisioning passphrase, and then click Start Recovery te begin the recovery procedure.

Pending Nodes

Search Q

Name 1T 1Pv4 Address 1T State It Recoverable I
@ 104-217-51 10.96.104.217 Unknown v

Passphrase

Provisioning Passphrase | sesess

Start Recovery
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Reset Recovery

Resetting the recovery procedure leaves the deployed grid node in an indeterminate state. To retry
a recovery after resetting the procedure, you must restore the node to a pre-installed state:

» For WVMware nodes, delete the deployed WM and then redeploy it.
* For StorageGRID appliance nodes, run "sgareinstall” on the node.
# For Linux nodes, run "storagegrid node force-recovery node-name” on the Linux host.

FlIEZz)ty FLIcHEICUANI ZBHITTS5EIE. ROFIET/ — 21 VX b—ILEIOIRREICY

Do you want to reset recovery?
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1L UANY LRI DO Y RSA T BERESNTLWS IR TDStorageGRID U w KR/ —R%EXR
A~LZEXTJ, sudo storagegrid node list

Ty R/ —FHRRESNTVRVEE. HAORKRINEEA. VY R/ —FHRRESNTVSRIEE
id. ROFATHANKRTEINET,

Name Metadata-Volume

dcl-adml /dev/mapper/sgws—-adml-var-local
dcl-gwl /dev/mapper/sgws-gwl-var-local
dcl-snl /dev/mapper/sgws-snl-var-local
dcl-arcl /dev/mapper/sgws—-arcl-var—-local

RANTRETBVEDHZ—EEIEIANTDT )Y B/ —FHRRRINBVIEEIE. £DT )Y/
—RF2URNT7ITBHENDDET,

2 58TV R/ —REAYVER—MLET /var/local R a—L:

a AYR—FrF2E/—RICHLTRDOATY FZETLE T, sudo storagegrid node import

node-var-local-volume-path

o storagegrid node import AN RHAHINT BDIF. FWRD ./ — RFHARRICEITEINILAI b
TON=22vy bADYENTVWBIEEDHTT, €O THRVBEIE. ROLSBIS—HRRE
nxd,

This node (node-name) appears to be owned by another host (UUID host-uuid).

Use the --force flag if you are sure import is safe.

a FORADPFABELTWVWS/ —RICBETAIS—HIWRRINEFBSIE. ZEELTHS—EITUR
ZERITLET -—-force T VAR—hERTT37DNDT T4 : sudo storagegrid --force node

import node-var-local-volume-path

EERALTA YR FENT/ — K ——force 7551&. TUBICHLLEMO Y AN
() UFEORE OBHICHST. FUy RICESMT ZRISEN0 Y hN L FIEESE
LLET,

3. RWIT Uy R/ =K /var/local R a—LT. /—ROERZ7 71 ILZBERLTHRIMIU X+
T7LEY,

AVRAL=ILFIBD T/ —REERT 71 IILDOIERRI OHARSA IR >TLIET L,

J— ROWRT 7 A VEBIERT 358, UHAUTE/ — RICERIATVEDOLE
C2BIESHA / — KICER Y 3UBNBD £F. Linux BEOBEE. HBR7 71 L0%
Bilc/ — FBAEFN TV LERRBLET. FEABAIE. BLRy hT—21>%

()  —7x12 FOVIFATIRIVESY. BEUIP FRLREBRALT RSV, Ch
& Dy UNNUBIC — RICOE—LABNEB S BT — R BERNBICINZ B S L
ATEBLD. UANYICHHBEREARIC (BAICE>TIE MBI SHHI0) &
BTEET,
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wLLWIOYIFTNA R (StorageGRID / — RTUENCERAL TULWAD 22T /N1 X)

@ Z. CIHESIREEHDEL L TERAT 35S BLOCK DEVICE / — RODBHRT 71 I)L%
BERT2cEE. 170V I0TFNAIDBRIODSBVWIS—DEE] ODIRTOHA R
TA NI TLIET LY,

4. JAN) LRI TROOAY Y RZERTL T, IARTD StorageGRID / — RZ—BRRLEF T,

sudo storagegrid node list

5. StorageGRID O/ — R U X FDHAICRRETNTWVWBRI U YR/ —RD/ — BT 7 IILERIEL
ERS

sudo storagegrid node validate node-name

StorageGRID /R X b —E X %ZFAIAT ZH1IC. IRTDIS—FIFEEICHL T IHNELHD 9, U
TotsarTiE VANVRICRICEBEC BT —ICDOVWTEHFLCHAL T,

B

"Red Hat Enterprise Linux ¥7cl& CentOS #1 > XA +—JLL E 9"
"Ubuntu ¥7cl3 Debian 21 X b—JLL ET"
"XYRT=IAVR=T A ADNRONEBRVIT S —DELE"
"TOYITNARDRDODSHBNI S —DIEE"

"ROFE I BBICIGC TEMD I AN FIEZRITLET"

XY RT—=0 A2 E=TTAZDBRONSBVI S —DELE

RARRY R TD—=IOHWELLERETNTULARWVGERPABIDARILHEE>TWLWS%H
&, StorageGRID N TREINIEY Y E VI ERERITBRIC TSI —DRELET

/etc/storagegrid/nodes/node-name.conf 7 71 /L,
ROLZ—FLIFESHRRINZ B XY,

Checking configuration file ‘/etc/storagegrid/nodes/node-name.conf <./ — R&>DFE>
"ERROR: node-name: GRID_NETWORK_TARGET = host-interface-name’*node-name:{ > —7 A
' host-interface-name’IZFEL £ A

IZ5—id Uy RRry bT—0 BEBERXY FT—0, FRBIFATUERY FT—=TICDOVWTHREINDS
BERHDET, COIT—IF. ZEKRLZET /etc/storagegrid/nodes/node-name.conf 7 71 )L
I, IEESNT=StorageGRID %y hT—0% L WSTKRA A VA =T 1 AR vE>S LET host-
interface-name’ L IFW R IREDERR MMIIE. CORFIDAVREZ—T A ZADHD £ A,

COIZ—DRIFENIBEIF. THLLLnUER FOEA OFIEZTT L TVWS ez LT ET
Vo TRTDRARAYE—T AR, TDRX FTERASINTUWRETICACRFIZERL XY,

J—FREBRT7 7AILCEESNTVWRRAFIZRA MV E—T A RIMITFE DN TERVEERE. /—F

B 7 71 I)L%#REL T. GRID_NETWORK_TARGET. ADMIN_NETWORK_TARGET. F7I&
CLIENT network_target DEZEIEZEDRA A VR —T 24 A—HITBELSICEETEFET,
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RARAORA—=T 24 AD B EYIER Y hT—IR—MELIZIVLIANAD T I R ZRMHEL. 10%2—7
ITARDRYRTNAREFRET VST NARZEREESBLTVWARVWI CZRBERLTLIEETL, RXMDAR
YRFNAZADLEICVLAN (FdttDREA V2 —T T4 R) ZRETDIH. TV eREBA—Hxy
b (veth) ORT7ZFEBRTIHELHD XTI,

REEIER
"#H L L\LinuxZR X FDEA"

JOvIFNAIADBRROHNS5HEWVWT S —DELE

SATLIE VANV SN/ —RFDRBENETOYvITNARARD vILT 71 )L,
FRE7AOvITNARARDYILT 7AIUADEMBEY T )OIV EYT TN
TWBZ %R L £9, StorageGRID " TEMNART Y EV I ERH LIZIBE
/etc/storagegrid/nodes/node-name.conf 7 7)o T7AYVIT/INA AN EDH
BRWCEZRIIT—DRRINET,

RDIZ—HRETDIEDRHD T,

Checking configuration file /etc/storagegrid/nodes/node-name.conf for node node-
name.. ERROR: node-name: BLOCK DEVICE PURPOSE = path-name’ node-name: path-
name does not exist

CNUSEFDZ e ZEKRLET /etce/storagegrid/nodes/node-name.conf Linux7 71 LS 27 L TCHF

ED/INZAZICBERE LT _node-name_forCERAINTWVWRTOVITNAREIvEYT LEITH. BUR

TOvITNAZRZARD LT 7). FLBTOAVITNAZRZARD LT 7AINADY T IV IRTD
BFrICH D £FH Ao

TFLULLinux R XA FDEA ] OFIEETT LI xR LET, IRTOTOVvIT/NA RIT. TTDHRR
FTEAINTVWD LR UG RT N X&@ZERALET,

RO BWIOvITNAZRDARS vIILT 741 Z ) A ST £LIEGBERTERVESIZ. BYAY X
EARL—=UAFIVOFHFLVWIAyITNAREZENDHET, /—RFREBR 77 L zRELTHLLW OV D
TINAZADARD Y ILT 71 IL2BB T 3 & S5IC block_device purpose DIEZZEL £,

Linux ARL—FT 4 VIS RATLDA VA M=ILFEFIED TR L—CEHE] ORI SBEYIRTA XML —
SHTFIVERELEFT, 7OVY « TNAADTRITEDHIIC' KX~ « AL = OBRGICEE STV
BWRBIELAERL TV

THREIEBR T 7ALERICHLVWIOY IR ML —IFTNA XZEBET 2HENHZHE
BLOCK DEVICE JtD 7OV I TNARIFEERR breblilkbnlicicd. VAN) FiEz

@ EDBZFNCHLWI OV ITNA IR T =y bTNTVWAWVWZ EZHRLTET L, #&
BARL—Y%FALTOWTHLWRY a—LZERAEADBE. FILLWIOY I TN X
TYI74#—=v bENET, KADODOSAHVEEIEF. FILLWIOYIIML—=IFTNAZD
ARTY LT 7AIUIKH L TROATY RERITLET,

KOARVEIIF. HLWIOVIRXAML—SFNA RS LTOAHEITLTLET WV, TNAT
(D 2EoF—snFAThbhBR®. UHAUTATVS ) — ROBHAET—EATOY Y X
ML= N TVWBEREMDH ZHEIE. COOAIYY REEITLAEVTLIEETL,
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sudo dd if=/dev/zero of=/dev/mapper/my-block-device-name bs=1G count=1

REEER
"#H L L\LinuxZR X R DEA"

"Red Hat Enterprise Linux £7-1& CentOS =1 > XA b—JLLET"

"Ubuntu £7z1% Debian Z1 > XA —=JLLEX "

StorageGRID "X b —E X ZBIRL TLWET

StorageGRID / — R%Z&E&IL. mRA D) T—FED/—RHABEFHINDZLSICTS
ICld. StorageGRID 'RX FH—EXZBWICL THWB T 2RELRHD £,

1. B RAMTROAT VR ERITLET,
sudo systemctl enable storagegrid
sudo systemctl start storagegrid
2. RDAR Y FZRITLT. BEADETRRZRIEL T,
sudo storagegrid node status node-name
2T —2AR ZH' Not-Running F 71 Stopped ICX LT, DAY RERITLET,

sudo storagegrid node start node-name

3. StorageGRID R X b —EXZLENZAMIC L THIBL TVWRIEE (FEY—EXZEBMI L THEBEL
1= ESHhHOH5BWNESR) IE KOOV RHEITLET,

sudo systemctl reload-or-restart storagegrid

EEICEELEVW —RDU AN

Uy RICIERBICEESMTE T ) ANUABRERTEINARL StorageGRID / — R IFHKFiE
LTOWBREERASBD £ 5, /— REBEIICU AN E— RICRES 3o LA TEE
ER

J— RZ@EICUANDE—RICTBICIF. ROFIEZET

sudo storagegrid node force-recovery node-name
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;@]7/#%%1‘13‘%5%_\ J— l‘o)*‘/ kD — 7 E?’J‘IELL‘&.K%EEE:ULT(TL

2YRNT—=0A R =T TAADODIVETERIFT) YRRy NTD—ODIP T I\szit_tat
T—=rOTADELLBWVWESDIC. /—FRHBT Uy RICBEBIMTE AN >T-AEELHD £
R

@ ZH1TL 7% storagegrid node force-recovery node-name AN RZ{ERAL
T. _node-name _([CDWTOBID AN FEEZRITTIHRELHD £7,

BEIEHR
"ROFIE I BBICIGC TEMD ) AN FEZRITLET"

ROFIE : BEICKHC TEMD I AN FIEZRITLET

TR R TERITEINTLS StorageGRID / —RZE D ANY LI=AEICE>TIE. /—
RTEISEMD ) AND) FIEZERITITIHRELHD XTI,

Linux RX b Z3RHE, FIEEES VY R/ —REZEHFLVWERIMIUX M7 LIEBICRIGLBEDNRETH o1
BEIFE. /J—ROUANIIZFINTRT T,

ST E ERDFIE
/ — R OTAEEFTRD W ND DR ISAE Z Ehit L 7oA REME D B D £ 9

* ZFERITIBERDD X LT —-force /—RZEAVR—bTBHODT S,

* HEATE XY <PURPOSE>. DfE BLOCK DEVICE <PURPOSE> 7 7 1 LB L IZ. KX NEER]
ERLT—R2EEATVWAVWIOVITNA AZELET,

* HIRTIFFEITL X LT storagegrid node force-recovery node-name 27 ') w2 LETd,
cFLwJOvoTFNA R EBML T

CNSDOFAFEDVWT N ZRITLISHEIE. BIIDO) ANUFIEZRITIIHENDHD T,

DANUDRA T ROFIEICEAET

TSATVEE/—FR "R SATIEER/ — ROERE"

ETSATIVEE/ —FR "UANY) OREIRZERL CGETSSATVEE/—R
ZRELET"

F—roxzA/—R "Start Recovery (1) 72/\1) DFAR) %=#IRLTH— b+

A/ —RFeRELTT"

—ha47 /=K "Start RecoveryZ #iRL T. 7—hHA4 7/ —RERTE
LEd"

1M



UANIDRAT RDFIRIEAFT

ANL—=2 /=R (VT FRDTT7R=R) "Start Recoveryz#EIRL T. AL —2/ —RZETE
L9
* ZERALRITNLRSBD o 1FE —-force /
—REAVR—bTBR1HDT T £EER
17L7c storagegrid node force-recovery
node-name

* J—RORELBBAVAN—ILERTITZIHEN
Ho1-HBEX°. Ivarllocal ') A k7§ BRHEN
Ho1-BE

A=Y /=K (VT RDTTR=2R) : "SRATLRSATICEENBVWEEDX ML —IUR
)a—LEENSD /NI
cFLWIOvITFNA R ZEBMLIEE

* %9 B35E <PURPOSE>. DIE
BLOCK DEVICE <PURPOSE> 187 7 1 LEH
Cid. RRAMEZREELT—2Z23ATLARL
TOvITNA Rz LEFT,

BENKELE/ —REY—EXT7TSAT7IRERXHETD

SG100 £7lE SG1000 H—ERXRT7 5147 > AEFEHL T, BEHNREL=YS— MU
14/ —R, BESRARELIESSATVEE /) — R, £/l VMware . Linux 7K X .
Y—ERXRT7TISAT7VATHRIANENTWEEENAREL-7SA/YVEIER/ —R2 )
ANVTEET, COFEIZ. VYR /—ROUANVFIBED1 DORXTY T
ER
MEBRHD
cMOWITNHDDRRICKZET A ZHERL TELRBRELRHD X7,

o J—RERAMLTWVWBRETS VEUINTZTERL,

° J1)w R/ —RDYIE /R4 Linux "X MIEENARELIEOH. KBITINELDH S,

o JUYUwR/J—RERIAMLTWBAT—EXRT7TISAT ORI TINERHD £,

* StorageGRID 7 IS A TV RA VA =S5O N—=2 3V ZBRE LV T Y TITL—RITILHDN—FD
IT7DREEAVT TV ADFBICKE > T Y—ERXT7 T4 7> A LD StorageGRID 7 75147V X
AVAM=FDN—=23>h StorageGRID Y X TLDY 7RIz 7N—=23>e—BLTWBR I L%
RIBIHENBHD XTI,

"SG100 SG1000 —ERT7FZ1 7> X"

@ SG100 & SG1000 H—ERT7 T SA 7 ADEAZR LY A MIEALBVWTLREIW, /N7
=Y ADTFRREEICHR BRI HD XY

CDERTICDOVWT
RDIZEIF. SG100 £7cIE SG1000 U —EXT7 IS4 7V RZ2EALT. BENMRELLT VY F/ —R%Z
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JAN)TEZXT,

* EE/ — RN VMware £7z1& Linux THRIX I TWE (F5Y b7 +—LDEE)
CEBE/ —RPY—ERTTSATYRATRIANINTW: (F5Y b7+ —LDXKIR)
FE

CH—ERTTISATUADRE (FFY T +—LEEDH) "
C"BAYAL—ILDEDDTTISATUADEE (F5Y T+ —LDKTHBDH) "
CH—ERTTSATUVATY IR ITITDA VA =L EZEHBRLET"
C"H—ERXTTSATVADA VA R —LDER"

H—ERXTTSATVRADHKE (F5Y T A—LEEDH)

M/ — RIZ2 SG100 F721% SG1000 H—ERT7 IS4 7V RAEFERA L TLV .
VMware F7z1% Linux "X FTHRISEINTWEEBES YUY R/ —RE AN T35
Bl RPICEE/ —RFEeRLC/ —REAZERELTHLWI IS4 T7VRAN—RI 7
ZRETIDVENHD XTI,

BE/ —RICETIROBEHRNIBETT,

) —RE IBESRELE/—REAL/ - REEFALTY—ERTISAT7YREA VR =)L
TEBRELBD T,

CHIPFPRLZ* (BEARELIE/—REBILIPPRLAZY—EXT7FSATURCEDYTEIZ N
TEFET, CREIHEINZ A T3> THD, FERY M T—ITHLVLKRERD IP 7R L X EREIRT
BCCHTEEY,

COFIE IE. VMware £7cld Linux TR FENTWIERE/ —FZ2H—EX7 IS4 7V XATHRA TN
TWB/—RERHL T AN TBHBRICOAHAEITLTLIZE L,

1. 51 L UL SG100 £7:13 SG1000 H—ERT7 FSA 7V ADHBFIBICKE > TLIEET L,
2. J—RADANERDBENT=6. BE/—RFD./—R&EFERALET,

BEE &R
"SG100 SG1000 —EX 7 F 51 7> R"
BAYAN—LADIDDT TZAT > ADEF (FT5Y b7+ —LDOREDH)

H—ERXT7ISAT7ATRANINTWET Uy R/ —REJANITB58FE. &
#IC StorageGRID V7 b I T 7ZBA YA N—ITBT7TS514T7 > A% {T Z2HEH
HOFEJ,

COFEIFE U—ERTTSATVATHRIANEINTWVWEEE ) — R 2B ITI58ICOAETLTLIES
Lo BE/ — KA VMware £71 Linux RX R THERIX FENTULWEBEBIEFEITLARVWTLLETL,

T EENMRELLT VY R/ —RICOJ12LET,

a XOIARXVRFZANILET, ssh admin@Rgrid node IP
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CREINTULWBENRT—FZANLEY Passwords.txt 771 )
C.ROIAXY REANIL TrootiCtIDERX £, su -
d (CEHINTVWBEINRT—RZAALFXT Passwords.txt 771 )L,
roott LTAJA>T2E. FOVTEDBHOBEDLDERT s#&7T @ #
2. StorageGRID YV 7 h Iz 7% T7TSA TV RICA VA M=) T2%E{E= LExT, ANLTSHIATUR
sgareinstall
3. BT I BN ShZEBNROSNTIS. CEAALFT, v

TIZATUAN)T—FEN, SSHEY>a AT LET, BFIF 5 DIEET StorageGRID 7 73
AT VRAVRAS—=ZHMERARRICAD TN, BEICK > TUIRKT 0 RFOBENHD X,

Y—EXRT7TSAT7ZAVEy bEn. JUVY R/ —REDT—RIZTIVERATELLLBEDET, TD
AVZAL=)LTOCRATRELLIP T RLRZZOFFERITIHENHD FIH. FlE OFTTHEFICHE
AL THES e ZHELEY,

ZRITLIcHLIC sgareinstall ANV Y FZEEITT B L. StorageGRIDTFOEY 3 Z>J eI AN
TDT7HOY bl RRAT—R, BLUSSHF—HHIFREIN. FILLWERI bF—HEHRINET,

Y—ERXRT7TISATVATY IR IITDA VR =)L ZBBLET

T—broxA/—RERITEE./—R%Z SG100 £7=13 SG1000 H—ERX 7 IS4
ACAVAR=ITBICIE. PFTZAT7 2 RICFEEFNTLWS StorageGRID 7 73
x%yzr—i%ﬁﬁbi?o

BEZHD
CTISATUREZTYIICREL. Ry bT—TICERIL. BREZRALTEHBERHD T,

* StorageGRID 7 7S5 A 7V AA VA M=% AL TV ISAT7VADRY hT—=0 UV TC IPTRL
AERETDHBEDHD T,

=TT A ) —RERIZETSATIVEER ) —RE2A VX M=ILT355IE. StorageGRID 7' w R
DTZATVEEB/ —RDIP7RLAZHERELTETET,

* StorageGRID 7 7S5 A 7Y AA VA —=FD IPHRER—JVIZRRINZIARNTOT YRRy D=2
HIRy b2, TSATVER/ — RO VY RRY N T—IH TRy MU X NTEEITZHRELDHD F
ERS

NS OREBELREREXRDOERITFIBICOVTIE. SG100 F£7cld SG1000 H—EX T FSA TV ADA VR +
—INEAYTF U ADFIEZBRL TSI L,

*HR-—FEINTVBEWebT ST 2RI EUEN DD T,

CTITSATUREIDHETOENTWVWS IP7RLAOVWITNAOZHEE L TEKHENHD FT, BEXRY
D=0, Uy Ry bT—=0 EBISATORRYNT—IDIPTRLRAZEATEET,

c TISATVEE/ —RZA VA M=IILTB35EIE. TD/N—2 3 >0 StorageGRID D Ubuntu F 7= 1&
Debian D1 > A =L 7 71 ILDRKETT,
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BH/N—23 >0 StorageGRID V7 b U x 7. BERICY—EXT7 IS4 T7VXICTY
() B—RKINTLET. TUO—KA—Y 320V T F9x 7 StorageGRID BETHREA S
NTLWBN—Y 3V ERLBE. TYR =T 71 LIEREHD Ft A

CDRRAZICDWVWT

SG100 F7cl& SG1000 H—E X7 F 547> RIC StorageGRID V7 bz 7ZA VA M—ILTBICIdF. K
DFIEZRITLET,

* TSARVER/ —ROFEIF. /—RORAFIZIEEL. BEBEICHLTEYIBY I bz T7NvIT—2%
7“/7|:|—|*“L/§3_o

*ETSARVER ) —RELRT—bIA/—RDFER. TSATVEER/ —RFDIPTRLRE/
— R OREIZIEETIFFHEBLE T

*A VA= ZRABL. R)a—LDORECV I I IT7DAV A M=ILAMTONTVWSREFEL F T,

s Ot XDERTA YA M—ID—FEILELEFT, 1 VX M—ILZBRTSICIE. Grid Manager (CH 1
YAV LT REBRED/ —REEE/ —RORDDELTRETZIHELNHD £,

*J—REBETBE. TTSATYRADA YR =L TOERART LTT IS5 7Y RN T— hEh
7o

FIE

1. 7504 %ERAE. SG100 £7:13 SG1000 H—ERTIZA 7Y ADIP 7 RLZAOWTNHAZASIL £
ER

https://Controller IP:8443

StorageGRID 7 F7SA 7Y AA VA =S5 DHR—LR=IHBRRINET,
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NetApp~ StorageGRID" Appliance Installer

Home Configure Networking - Configure Hardware - Maonitor Installation Advanced -
Home
This Node
MNode type Gateway j
Mode name MetApp-SGA

Primary Admin Node connection

Enable Admin

Mode discovery Uncheck to manually enter

the Primary Admin Node [P

Connection state Admin Mode discovery (s in
progress

Installation

Current state Unable to start installation.
The Admin Node connection

is not ready.

2. AR VERB /) — P24 YA —ILTBICIE. ROFIRICHEVET,

a ZD/—RFREo>2a>T, */J—REAT*IT*TSARVEERE * ZERLET,
b.[/—=FR&HN T —ILRIZ"VANITB/—RICEAETN TV R ZANL [RENZI) vy

LE9
CIAYVARM=IL]EI>a>T, [BEODRE]|DOTFICRRINTWVWERBY I I 7N—= 3V ERESR
LExd

AVAR=ITEZY I I TON=23DRELWVEEIF. ICEAFT 702 F—ILFE

d ON=23>0Y 7 o727y 7O-RT23HRENHZBE1E. *FHlRE* XZa2—T*
StorageGRID V7 bz 7D7 v 7O—R *Z&EIRLE T,

[Upload StorageGRID Software] R—UHRRINE T,
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking ~ Canfigure Hardware « Monitor Installation Advanced «

Upload StorageGRID Software

If this node is the primary Admin Mode of a new deployment, you must use this page to upload the StorageGRID software installation package, unless the
version of the software you want to install has already been uploaded. If you are adding this node to an existing deployment, you can avoid network traffic by
uploading the installation package that matches the software version running on the existing grid. If you do not upload the correct package, the node obtains
the software from the grid's primary Admin Node during installation.

Current StorageGRID Installation Software

Version None

Package Name None

Upload StorageGRID Installation Software

Software Browse
Package

Checksum File Browse

aprs8lB|%7)y LT, StorageGRIDYV 7RIV 7RHD*YVINITT « NyTr—= KU F
TV I L T7AI*Z 7y 7O-RLET,

BERLIE7 7D EBNICT Yy 7O—-RENE T,
b. %’EorageGRlD TPIZAT VR AVAM=FDR—LR—=JICRDICIE. *HR—L*Z0)woLFE
B =D A/ —RFELIFFETSATIVEER/ —RZAVRAM=ILTBICIE. ROFIEZRITLET,
a ZD/—REI>a>T */—REAT*ITIEF VAT TR/ —ROFZALFIZIGLT*7r— D
T ELEREFETSATVER* ZBRLF T,

b.[/=RENTa—ILRIZ'VANITB/—RICERETN TV RFIZANL [®ENZIUY D
LET

C 75ARVERER/ —FOERTEI VT, 75AIRVEE/—FDOIPT7RLRAZIEET BHELDH
B2HhESHEHERLE I,

TSATVER ) —RELIZFADMIN IP BRESNDHBRLCEH 1 D2DT Uy R/ —RHBE LT T*R
v MIBHBIHEIE. StorageGRID 7 IS4 T VXA VA M=SHNTDIP 7RLAZBHMICKEE L
x9,

d COIPT7RLADRRINEBVEERCEETI2UNENHIHEIE. PTRLXZIBELZX T,
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4.

FFay =EA

IPZFBTANLEY a. Enable Admin Node discovery * F T v 77K v 2 2 D&IR%= Rk
LF¥d,

b.IP7RLRXZFEITAAILES,
C. [1R7F (Save) 122U voLFd,

d FLWIP 7 RL ZDFEFARED Tready | ICHRDETEHEELE
IR

o

BHRINfIRTOTSAIVE Enable Admin Node discovery * F v 7Ry I XA%:&RL £
B/ —ROBSRE o

b. BEINIIPT7RLADYR OIS, TOY—ERXT7FSA47
VABEATEZIT)YRODTSSATUBIE/ —REERLET,

C [1R%F (Save) 1&ZUwoILET,

d FHLWIP 7 KL XDFEFIRED MNready 1 ICHDETHELE
ER

AVRA=NEI>a YT REOKREDN/ —RADI VI M—ILERIBT 2E/ITITULD L.

BLUO* M VAM—ILOBE* REVDEWCHR>TWVWBR e ZHERLE T,
[Start Installation* («f X b—ILDRAIR) | REZUHEMCHE>TVERWESIZ. XY NT—UREEFT
ER— FREDEENMREICKRDZELHBDF T, FIRICOWTIE. FHLTWE T FSAT7VADA >
A=AV TF U ADFIEEBRL T TV

StorageGRID 7 7S5 A 7Y AA VA =S DR—LR=J T, *AVAM=)LORBE* %20V v I LZE
ER

IRFEDIREEND T Installation is in progress | ICZ1 D [ Monitor Installation | X—CHRRINEF T,

@ EZRDAVRAM=IIR=DICFETT I/ LRATIHBENHBZIHEIE. XZa—N—-H5*
EZEDARN—ILN* ") I LET,

ES e E:
"SG100 SG1000 —ERT7 7S 7 >V X"

H—

EXT7TSATVADA VA M—ILDEHR

StorageGRID 7 S A 7V AA VA= TlF. 1A =IDHRETITBZIETAT—X
ADREEINET, VIMIITDA VA M—IDRTTRE PFTIATVIANIT
—rEINEY,

1.
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Monitor Installation R—J |21 > X b= LDETIRANRTINE T,
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Monitor Installation

1. Configure storage Complete
2. Install OS Running
Step Progress Status

Obtain installer binaries

Configure installer

st 05 I tater VM running

3. Install StorageGRID Pending

4. Finalize installation Pending

BEORXT—ZAN—F REETROZXIZRLET, BROXT—RIAN—F. ERICTETLEEX
J%mLET,

1Y P—53 MO YR =L TRT LEZRIABRITENAEVESIZLET,
(D 1> F—LEBRALTVSHAE BRI ILEOEVERSE REDZT— 2 AN
— AT —RAN [ AF Y TEH | ERRENET
2. 1Y R M —LOBHID 2 DDRF —J DETRRERBLET.
1o L=V O
YR P—SHBHEOREETATR S INSHEL, KR P ERELET,
208 AV AR—ILLET
14> X h—F71 StorageGRID DR—REBRBZARL—FT A4 VIS RTLAARA=SHTSARVER/
— ST TISATURIAE—T B3N R=REBRBZARL =T A VIV RTLAR=D2T 54
RUBE/—RDAVA =Ny T=D 54X M=LLET,

3 ROVWTNHODRITEINZET, A VA —ILOETRRZERLF T,

CTITSATIVRT— I xA )/ —RERIBIFTISAIRVTIZATRAEER )/ — RDBE. * Install
StorageGRID * 27— D —KHELE L. AAADAVY —I)LICXyvEZ—IHRREINT, FU R
IXx—CvEFRALTEER/ —RTID/—REEARIZLSITKODENE T,
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Home Configure Networking « Configure Hardware « Monitor Installation Advanced «

Monitor Installation

1. Configure storage Complete
2. Install OS5 Complete
3. Install StorageGRID Running
4. Finalize installation Pending

Connected (unencrypted) to: QEMU

platform.typen: Device or resource busy

[2017-07-31T2Z2:09:12 .3625661 INFO [INSG]1 NOTICE: seeding ~wvar-local with c

ontainer data
-07-31TZ22:99:12 .3662051 INFO [INSG] Fixing permissions
-07-31T22:09:12.3696331 INFO [INSG]1 Enabling syslog
—07-31TZ2:09:12.5115331 INFO [INSG]1 Stopping system logging: syslog-n

112 .570096 1 INFO [INSG] Starting system logging: syslog-n

09:12.5763601 INFD [INSG] Beginning negotiation for downloa
of node configuration
[2017-07-31T22:09:12 .5813631 INFO [IN3G]
[2017-07-31T2Z2:09:12 5850661 INFO [INSG]
-0?7-31TZ2:99:12.5883141 INFO [INSG]
-07-31T2Z2:09:12.5918511 INFO [INSG]
-07-31T22:09:12 .5948861 INFO [IN3G]
-0?-31TZ2:909:12.5983601 INFO [INSG]
-0?7-31TZ2:99:12.6013241 INFO [INSG]
-07-31T2Z2:09:12 .6047591 INFO [INSG]
-07-31T2Z2:09:12 . 6078001 INFO [IN3G]
-0?-31TZ2:99:12.6109851 INFO [INSG]
-0?7-31TZ2:99:12.6145971 INFO [INSG]
-07-31TZ22:09:12 .6182821 INFOD [INSG] Please approve this node on the A
min Node GHI to proceed...

o

TISATRATZARVER ) —RDGE. 855 7x—X (Load StorageGRID Installer ) D&%
INFJ, 52EBDT XN 10 UL THRT LAEVWEEIF. R—JZFEFTEHRL TS
Lo
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NetApp® StorageGRID® Appliance Installer Help ~

Home Configure Networking Configure Hardware Monitor Installation Advanced -

Monitor Installation

1. Configure storage Complete
2. Install OS Complete
3. Install StorageGRID Complete
4. Finalize installation Complate
5. Load StorageGRID Installer Running
Step Progress Status

Starting StorageGRID Installer M Do not refresh. You will be redirected when the installer is ready

ANV GTBRZTISATIUORTIVY R —ROAATIZIEL T ROV AND) 7OV R ATy FIEHR F
3“0

DANVDRAT SR

T—koxA4/—R "Start Recovery (U A/N) DfEtE) ZFRL X —boxz1/—F%
BRELEI"

FFZATIVEER/—FR "DAND) OB ERERLTCHETIZATIER/ —FZ2RELET"

TZ2ARVEER/—R "R T SAR)EE — ROERE"

TOZAIWNGR=MMIKBZ YA M) AN DERITHE

StorageGRID 1 F2KICEENKELLFE. FRIFEHDIA L -2/ — R TERE
DEELIBER. 702 R— MCBEVADE S W, FUhILYE— K
& BEFROKRRZFEL. UAND TS oZERLTHS. BEIEELI/ — Fi
ldH A b EDRRBRICASTTAATUANU L. UANUKEBZ&RELLT. &
BT —XERZHET XTI,

(D 91 bUBRUE FOZHAGE— FOBARFTEET,

StorageGRID ¥ X T Lld. TESELEEICN I EMEEMZHI TED. ZLOUANUFIBP A TF
YAF|RZBHDTRTTE i?o fefe L —ﬁﬁt*ht%ﬁ%h"f b AN FIE ISR EEE TS, 55l
BFIEF. RRICEBOERICK>TERDZHTT, A

*HBI-DET R ZXBIE *: StorageGRID DIFFADTERIBRDOE. HBT-OECRIAEBNZHE-IRD &
WHEEFHE T 2RI TH B, FmERIE Kbz b e > FL—IXTBEBRELEFIH ? kb
StorageGRID H#-f FZFH LVBFRICKIRL FIH ? BEHREORRITENTNERD., BEBEICHET S
SOCVAN) TS0 %HFTIHENBHD XTI,

*CEEOEREBMEE* YA D) AN) ZFBRT BR1IC. BEVEELLY A bOoLwThh D/ —FIC
B/ENBZVWD. FREVANVARBAF T I MHEENTVWB A ML =2/ — RABRVWHZHERT S
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CEHEBEETYT, BMBRT—EHEEFNTVE/ —RELIFBIASL =R a—LZzBERITZI . FE
BT —ERDVRETBEREED DD £,

CTIOTATRIM RIS —* 1 )y RAOA T FOAE—D. 217 BLVIHMRIE. 7I T
A THILM RS —ICL>THIEIESNE T, ILM R > —OFFRIE. UANVARLET—2DE. LUV
DANVICHEBREDFERICTKET DML HD T,

@ YA MIA T bOBE—DIE-DEFENTULWTH A FHRDNWBE. DA T
7 MEIERHBNET,

Ny bk (FREOVTH) OBEM T N7y bk (FEa>T7TF) ICERINIEBEESML AL,
StorageGRID B’4 72 =7 FOEIDAADHINLI=C %I 54 7> MBI 311, IRTOD/ —FR
EHAMIATOTU MART—REZRZLAIIL TV T— b TBRIDESNIRELEF T, BEELARNILTHE

REEEMEBERTET3HBEIE. U1 FEERIC—EOA TSI P XZT—2h RO TULWBAEEMD H
DET, UANURIRELR T —ZDEN. UHNUFE OFMICHET ZAEMENHD 7,

CRFOEEREE* C UANUFIE OFAIE. BEREROX TV AFIBEOETRER. ILM R >
—Luﬁﬁzﬁb‘buiehth\ OMMCK > TEERXZITRREELRHD T, TIVZAILTR—NIF. Y
A rD) AN ZERT BEIC. VY RORFOBELIREDORREZTME T IHNELNHD £,

B AN OBE
Chid. BEDRELLYA COVANITTFIZALYR— bDMERY 3 7O IOBETY,

(D HarUBNUE FOZHLIE— FOBHRTTEET.

Contact technical support (TS)
s T5 reviewsyour business objectives

* T5 collectsdetails about the extent
of the faiure

s T5 develops a recovery plan

v

TS recovers failed primary
Admin Node

[if present)

) Caution: Donot u= the
TS recovers failed Storage Nodes recovery procedures designed

+ Replace failed Storage Mode hardware for asingle failed Storage Node.
* Restore chject metadata =

+ Restore object data Data loss will occur.

v

TS recovers other failed nodes

1. FOZALYR—-MIBBUVEDELEEL

TOZAINGR=bE BEICEAYT2FMAFMMEZITV. N— b F—REBHLTED R XBEZHEL
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F9. COBMCEDVT, TIZAIITR- MEIEEFRORRICEODELV ANV TS U2 ERLET

o

2. TUOZANYR—ME BENRELLTSATUER/ —REVANILFT,
3. FUZAINYR—FIE UTOBBICE ST, IRTOR ML=/ —RZUANULET,

a BEICIGL T ARL—=/—RFRDON—R Iz 7 FLBERETS D ZBLET,
b. EBENRELIH A MIA T I MAXET—RZ VAT T 3,
C UANULIERML=2/—RIZAT OO MT—RZVRNTLET,

(O momExrL-v/—KOUDNUFBEEBT S L. F—2NKDNET,

C) YA FEETEENRELIEES. 7TV M A T T I MXET—AEZIEREICUR
E79RICIEEEFRAEITY RAREBIZED X,

4 TUOZANLYR—MIEEV’RELMD/ —FZ)ANULET

AT TUMART—=RET—EZDI)ANIDET LS. BENRELS—bUza1/—R. 3ETS
ARVEB /) — R, £ 7—HhA47/—L=ZEDFIETYANITETFET,

ESedE:
"~ DOERFEL"

Flg OERZFLE

FlE OERFEIEZEITLT. FUy R/ —RERIFY A b2K% StorageGRID & X7
LD SZLRICHFRTE XY,

Ty R —=RELRBYA FZEIRT BICIE ROVWTIhH DERFELEFIEZERITLE T,

c J—ROEAFILE*EZRTL. 1 2ULDYA MIHZ 1 OULED/—RZHBRLET, BRI Z/— K
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TSN TVWB R ML —2 )/ —FDERZFELET 2XEDNHZ5EI1F. FIE OEREFLENTT Lcdh I,
T—HEEYITHEREICETIBLSIC. COFIELRITLET, HIFRLI/ —RICALAPvy—O0—7«
DU TITRY BB oTHZEIE BYNCU R ST EIN e Z2BRL TS L,

UTFOFIBIE. A LAPy—A—T 4T FTPx IV BB ELRTLICOABRAEINE T,

L7547 VER/ —RiCOJ1>LET,
a RODIAVYRFZANILET, ssh admin@grid node IP

root LTOTA>d5E. 7OAVTEHBDEEDLDET T 1 4

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo

C.RODOAX >V RZEAAL TrootiCtINDEZ F T, su -

d ([CEHINTWBNZAT—REANLET Passwords.txt 771 Jls
2. RITHOBECEEXHIELEY, repair-data show-ec-repair-status

° T—REED I TEERITLICC A BRWISEE. HARKICAED Y No job founds EEY 3 TZHBH

TBRREIIHD EFHA

° FT—REED a T EMUAENCEIT LD WERTLTULBRHEIE. HAICIKEERICE Y 21ERIRT
INFT, BEEICKEK. —BEOEBEIDHEDITENET, ROFIBISEAE T,

root@DC1-ADM1:~ # repair-data show-ec-repair-status

Repair ID Scope Start Time End Time State Est/Affected

Retry Repair

Bytes Repaired

949283 DC1-S5-99-10 (Volumes: 1,2) 2016-11-30T15:

17359 No

949292 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

Yes

949294 DC1-5-99-10(Volumes: 1,2) 2016-11-30T15:

Yes

949299 DC1-S-99-10 (Volumes: 1,2) 2016-11-30T15:

Yes

47

57:

06.

06.

Success

Failure

Failure

Failure

3. IRTOEEDStateh'DIHFE "Success EES 3 T2BETINEIIHD FH A
4. WEFNHDEIBDState A DIHE Failure. EDEEZHEBEITINELHD X,

a HAanos. BENRELEEDNEERID ZEISLE I,

b. #21TL £ repair-data start-ec-node-repair ANV REZETLET

17359

17359 0

17359 0

17359 0

ZFERALEY --repair-id BEIDZIEETS4T> a3, L& RIE. BEIDH949292D1&18 % Bl
179258, E1T95IVVRIETY, repair-data start-ec-node-repair --repair-id
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D=7 700 BEREROSXATLO) A NTPICERTE
F9,

COTFAIICIE. ARV RSA YTV R —RICTIERT BT
DICHEBRNZAT— RPN ESNET, COT7ILIEVANI N YT
—JICgENTVWEY,

CDINXRXTL—XIF. StorageGRID ¥ XA T LHDRINCA VA =L TE
NBEZIER SN TXESINE T, 7O 3= NRT7L—X
IXICEEFNTULEHA Passwords.txt 771 o

2T LDORED MROADZEEH LI FFa XY M BNIE. TRTA
FLET,

"UANIUNy =2 Ao oO0—RLTVWES"

Decommission Nodes X—|C 771X L XS

Grid Manager @ Decommission Nodes R—JICT7 VR $3 . BRAEFEILETES ./ —

FA—BTHHDET,

HBERHD

* Grid ManagerlZ I3 R— TN TWVWR TS U EFRALTHA V1V TIHRELHBD T,
* Maintenance Z 7=13 Root Access #EfENNE T,

FIE

1. [* Maintenance (X > 77> 2X) ]>[ Maintenance Tasks (X> 7+ > XZX%) ]>[ Decommission]* % &

RLET

Decommission R—IHRRINFE T,
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Decommission
Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [Decommission Nodes]/h & > &I w2 L£T,
Decommission Nodes R—IHRREINE T, CDOR—ITlE. ROBEERITTTFET,

c WM CERFLETEZ )y R/ —RZHERTEET,
CFRTDIV YR/ —ROBREMEERETEET
°IJZ KM% *Name*. *Site*. *Type*. £7zI& *has ADC* THRIBF/IFZIEICY —FLE T,

CREXT—T—FREANTIE. BHED/ —RZFTIERLERTETET, fcezxld. TDOR—=JITIE.
B—D7T—2tA2—RDIARTDIT )Y R/ —RHBERREINE T, DecommissionFiCld. FETFS 1
TVEBEB/ —R.HY—brJxA4/—R. BLUSDDI L -/ —RDSED2DODERAEEIETE
£9,
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Decommission Nodes

Before decommissioning a grid node. review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to leam
how to proceed.

Grid Nodes

Name V¥ Site 1T Type 1T Has ADC!1 Health Decommission Possible
DC1-ADM1 | Data Center 1 | Admin Node s
[ DC1-ADM2  Data Center 1 Admin Node =
™ DC1-G1 Data Center 1 AP| Gateway Mode -

Mo, primary Admin Node decemmissioning is not supported

Dec1-31 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services
Dc-52 Data Center 1 | Storage Mode Yes Mo, site Diata Center 1 requires a minimum of 3 Storage Modes with ADC senices
DC1-53 Data Center 1 | Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Modes with ADC serices.
©  DC1-S4 Data Center 1 | Storage Mode Mo
T | DC1-85 Data Center 1 Storage Mode Mo
Passphrase
Provisioning
Passphrase

EBRFELET S/ —R il T* Decommission possible * | FI%FERL 9,

ERFLETEZT VY R/ —FOBEIE. COFROF Y IR—IDKRREN, ERDOINICFTvD
Ry ZABRTRENE T, BAZFELTE LV —FOBEIF. COFICHEE OFBAI’RTEINE T, /
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NTVEE A
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Decommission Nodes

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

A A grid node is disconnected (has a blue or gray health icon). Try to bring it back online or recover it. Data loss might occur if you decommission a node
that is disconnected.

See the Recovery and Maintenance Guide for details. Contact Support if you cannot recover a node and do not want to decommission it.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to
learn how to proceed.

Grid Nodes
Search Q
Name WV Site 1T Type It Has ADCIT Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Node - Mo, primary Admin Node decommissioning is not supported.
DC1-ADMZ2  Data Center 1 Admin Node - Mo, at least one grid node is disconnected.
DC1-G1 Data Center 1 APl Gateway Node - Mo, at least one grid node is disconnected.
DC1-51 Data Center 1 Storage Node Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-52 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
DC1-53 Data Center 1 Storage Mode Yes Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC semvices.
[~ DC1-34 Data Center 1 | Storage Mode Mo ‘
Passphrase
Provisioning
Passphrase

PN TWVW3/ —FOERZFELET BHIIC. RORUTEELT
* COFIE . EICTBESNTVSE 120/ —RZHIRTS I ZBNELTVWET. J Uy RRICHIER

TNTVWB/ — R EBDHB5EIF. ThoD/ —ROERZ INTEABIFELETZHRENHZDH. F
HAL R WERICHR B eIaeED'H D £9,

@ TIich TVWBEHDOT )y b/ —Rz—EICERFELET 358 FICEBOUlich
TWBR L=/ —FEERT 35RIEEDUETY,

*YMIETNTWVS S/ — RZHEIBRTETAWES (ADC 74— S LICBERIAML—U/ —RRY) (& U
TNTWLBMD ./ — RZHIFRTET ETE A

I TWE * AL =2/ — R *OERA%ZELETSHIIC. RORISFELTLEETL

YN TVWB I L=/ —FOERZFELETBZDIE. AV SAVICRLEDUANILIEDTB L
MTEBVWI D HERBRIGELIFICLTLLIES L,

COBALAITIIY FF— R —KNBUNNUTESLERSNEHAE. COF
(D) EERELBLTEEL. KDDIC, FIZHLTE— MCBHVEDET. /— RO
NNUDTRED 5 HERERL T 2T,
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I MEIERODNET, T—HEED3TIE. BEERSNTVWEINL—Y /=R 12ME0L 77T
—hrAE—FBTRBA LAYy —O—T A VI TSTX NG EFNTVWBHBEDH. T2k
ZHEBELTIVANITETET,

TSN TWVWBE * BB/ —F* 3 *7F—hUxzA/—F * OERZFELTBFIIC. ROKRUITFEL TR
Tl

YT TWVWEEIE/ —FOERZEFELTZE. €0/ —FOBEEAITNERDAEIH. ChosoOdid
TIARIVERE/ —RICHBEFEELTVWBHBEDNHD X,

*YIIEINTWVWBE S — bz A/ — FRIR2ICERFLETEET,

FIE
1LY hTVWBI VY R/ — RO FAUADERBEIEV AN ZHITLET,

FIBICDWTIE. YANUFIEZSBLTLIEIWL,

2. TN TVWE I Uy R/ —RZVANUTET. €0/ — RZzTRED XX ERZFELT BI5E1Z.
ED/—RDFTYIRYIREERLET,

@ JUy FRICTIENTWS / — RHIERH 35813 EN5D/ —RFOERZINRTH
FFICFLE T 2B H BT, FHLBRWERICHRZARMELNHD X9,

TSN TOBEROT U K/ — K, BICEROR FL— — ROBA%EBIES 513
() &R BICIEIRETT, YESATUTYANY TIBVERDZ FL— ) — kS
BHHBR. FHNYR— MIEVADE T, BEANLAEEREL T RS0,

3. 7O 3=y I NRITL—XE#ANLET,
[ * =R * ( Start Decommission *) [ REZVHEMICHED £,

4 *pfRERm IV I LET,
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TrchTW3 ./ —FRHRBRETNTVWB L, €D/ —FIZA T2 bOE—OIE—DFENTL
BHBBIIAT TV T —IPRONBZ 2RI ESNRRINET,

A Warning

The selected nodes are disconnected (health is Unknown or Administratively Down). If you

continue and the node has the only copy of an object, the object will be lost when the node is
removed.

The following grid nodes have been selected for decommissioning and will be permanently removed
from the StorageGRID Webscale system.

DC1-54

Do you want to continue?

=1 3

S /—RFROUXbZzHRL., *OK*ZI7VvILET,

EREFELEFIEHL’EIBIN. /—RIEOETRENRTRINE T, FlIE OERTHIC. )y REEDE
BEESTCHLWIUANUNY S —SHEREINE T,

Decommission Nodes

@ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type T Progress 11 stage 3|
DC1-34 Storage Node Prepare Task

6. LW ANUNY T —IHFIERREICR 2 TcB. U o% 01 wod 3BH. * Maintenance ** System *
Recovery Package *%#3%#3#R L T. Recovery PackageR—JICT7 AL ET, XRIC. 24 T>O—KRL
ij . Zip 77”(“/0

VANV r—20R o> 00— RFIEZERLTLIEET L,

@ FIE OERFLEFRICEENRELLBEICTVY RZUANITES LS. TTELEITFR
SUANUNYTr—2% 80 A—RFLTLREL,

@ DANDINYr—2 T 74 )LICIE StorageGRID ¥ XA T LD 5T —2EZBIE T 3 1-HDES
F—ENRAT—RHBEENTVZ D, BRIRETIHELHD £,
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7 BEREFELER—CZFHNICERL T BRLULIEIRTO/ — RFOERNERBICELEENS 2R L T
<TETLY
A=/ —FOEREFELICIE. BEDSEBARND B EHBDET, IRTDEIINTET TS
v BAXA Yy E—JCEHIC/ —FERV XA MDBRREINET, TSN TVWEI ML -2/ —FDE
RZELELESEIE. BED a3 THVHEBENEIEZRIRRAvE—NRTENET,

Decommission Nodes

The previous decommission precedure completed successfully.

@ Repair jobs for replicated and erasure-coded data haye been started. These jobs restore object data that might have been on any disconnected Storage
Neodes. To monitor the progress of these jobs and restart them as needed, see the Decommissioning section of the Recovery and Maintenance Guide

Before decommissioning a gnid nede, review the health of all nodes. If possible, resclve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
Q
Name % Site 1T Type 11 Has ADCH Health Decommission Possible
DC1-ADM1 | Data Center 1 Admin Nede - @ Mo, primary Admin Node decommissioning is not supported.
7] | DC1-ADM2 | Data Center 1 | Admin Node - &y
DC1-G1 Data Center 1 | APl Gateway Node - @
DC1-31 Data Center 1 | Storage Node Yes @ Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-532 Data Center 1 Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-53 Data Center 1 | Storage Node Yes @ No, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

8. EREFELFIE O—RELT/—RABENICO vy TV ENT5. ERELELE/ — RICBEEMITS
NTVBERDDRETS VP ZEOMD) Y -2 FRXTHIBRLE T,

(D) coFER /—FrEBmIcs vy MYV TEETERFLANTI RS,
9. AL =2/ —FOEAZEFELLTVREERE. ERFLTOCIFICESHNICHRBRINS T —2EER]D
ITDRAT—RRAZERLET,
a. Support > Tools > Grid Topology *% &R L £,
b. 1)y R ROV —DLEERIZH S ™ StorageGRID deployment) %3&RL £,
C BERXTT. WIMT7IVT4ET1s 202 a>ERLET,

d XOBMZHEAEDLET. LTV — b T—2DBENTT LD ESHETRBHNEDHFILF
ER
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@ Cassandra ICREENELCTVLBAEEMLH D .. Fi-. KB LI-BEITEHSINEL
Ao

* * Repairs Attempted (XRPA) * : LU —rT—R2OBEOETREZENRLET, CORE
M. ARL=2/—RBNAURIDATO I bOEBEEZRAZ-OIENESLET, ZOD
BHYEOEIRED X * v > HIf (* Scan Period - - Estimated * B4 TIEE) £HHRERVHIREICH
7->TERLAWSEE. LM XX v I RTO/ — RTEENIRELRNAIVRIA TSI+
ZRHELTVWEE A

@ NAVROATD I belE. REICKRONBBRAHZF TP I FTT, ILM
HEZHBLLTLWRWAT DTV MEEFENEE A

X v UHAR - #E (XSCM) * I CoOBMEFEAL T UEICERDAEFNA TS o MR
) —BENBRINDZAIVIZRBBEHDFT, [ *Repairs Attempted * | BHEDIRED X
Fr UVHBELDBHRB>TVARWVEEIE. BREENETINTVWSIAREMELHDFT, X+
v R E DL B EREE D H B D TEFE L TL T L) * Scan Period - - Estimated (XSCM ) *
BHEIX. )y R2FE0RE #RLET, CHiE. TRTD/ —RDIXF v VHIBODRAIET
9o 71w RD * Scan Period - - Estimated * BMfEEZ B2 L T. BY)GHBZHTETET,

e BEZEHFIFBRITZICIF. ROOATXY FZFEALEF T,

* ZEAL XY repair-data show-ec-repair-status f LAY v—d—F 4 VI T—2DE
BZBHIZITNR,

* Z{EAL XY repair-data start-ec-node-repair ANX¥V RICZIBEL XY --repair-id
KMLIEEZBRTZ4 723> Td, T—REED 3 JORRFIEZSRL T IZE L,

10. BES I THINTERICTETIBE T, 5ITHIECT —XDEBERDOIAT—XIZEHLEXT,

TSN TVW3 / —FHERRFLEIN. IRTOT—2EBED a3 THRET LS. BEICIGL T, #ERid
NTWBJ Uy R/ —ROERZEFILETEXT,

FlE OFERFLENTT LIS, ROFIEZRITLET,

*EBRARFLELIETVY R/ —FRORIATZBRITEELET, mROT—FEEY - X T—2EE
Y—EXRZFEALT. RIATHSET—REFZTEHDORLICHIFRL £,

CTTISATVR/)—ROERZELEL. /—FESEZERLTT IS 7 ADT—2HMREIN TV
7=3%&1%. StorageGRID 7 7547V AA YA =% ERAL TF—BEY—/\FKE (ClearKMS) %
VT LET. PTIAT7RZRDT )y RICEMNY 35815 KMS OFREZT ) 73 23HELHD
9,

"SG100 SG1000H —EXR 7SS4 7> A"
"SG5600 A AL —TF 54 T7 R
"SG5700 A AL =TSS4 T7 R
"SG6000 A L —TF 54 T7 R
R R
"J)w R /=KD AN FIE"
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1. Decommission Nodes R—J T, BEARAZEFELTZITV YR/ —ROFTv IRy IRZERLET,
2. O3 =IO NRATL—XEADLET,

[* PfR%BA%A *  ( Start Decommission *) | REHEMICHED £,
. DR ERR EI Vv ILET,

RO TATRY T ADNKRRINET,

The following grid nodes have been selected for decommissioning and will be permanently remaoved
from the StorageGRID Webscale system.

DC1-S5

Do you want to continue?

4 BIRLF/—ROURXMERESRL. *OK*E227 v oLET,

/—RFOEREFLEFIE AREIN. &/ — FOEBRKENTRINE T, FlIE ORITH. JU Y FRE
DEEZRMRTBIOICHLWIANINY T—IHREREINE T,

Decommission Modes
€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Search Q

Name ¥ Type 1 Progress 11 stage ii|
DC1-35 Storage Node l Prepare Task

@ ERFELEFIE ORIERIE. A L=/ —RZ2Ad 734 2ICLBVTLSREL, REZE
B3, —BOIVTYHNMIDBFRICIE—ShB < RBFEENHD FT,

S.FHLWUANUNY T —=UhRBREEICR>Tcb. UV I %E ) WU F 3D, * Maintenance ** System *

Recovery Package *%#1%#3#R L T. Recovery PackageR—JICT7 7 AL £, XIC. 24U >O—KRL
i? . le 77’()'/0

DANIUNyTr—oDRA7>O— RFIEZERLTIEEIL,
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@ FIE OERFLEFRICEENRELLBEICT VY R UANUTES LS. TETBLEITR
SUANINYTr—=2%2 2o A—R LTSRS L,

6. Decommission Nodes R— % EHARICESAR L T, BIRLIARTO/ — ROEAHLEEICFELEIND C
CEHESELETD,

A=Y/ —FOERFELEICIE. BEDNSHEBERID B EHHBDET, IRNTDEIINTET TS
. BIIX v E—2 B/ —RERV I MPBRTRIEINE T,

Decommission Nodes

The previous decommission procedure completed successfully

Before decommissioning a grid node, review the health of all nodes. If possible, resolve any issues or alarms before proceeding.

Select the checkbox for each grid node you want to decommission. If decommission is not possible for a node, see the Recovery and Maintenance Guide to learn
how to proceed.

Grid Nodes
a Q
Name V¥ Site 11 Type 11 Has ADC!1 Health Decommission Possible
DC1-ADM1 | Data Center 1 | Admin Node - @ Na, primary Admin Node decommissioning is not supported.
(1] DC1-ADM2 | Data Center 1 | Admin Node . ©
| | DC1-G1 Data Center 1 AP| Gateway Node = @
DCc1-31 Data Center 1 | Storage Node Yes @3 Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-52 Data Center 1 | Storage Node Yes % Mao, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
DC1-33 Data Center 1 | Storage Node Yes @‘4 Mo, site Data Center 1 requires a minimum of 3 Storage Nodes with ADC services.
Passphrase
Provisioning
Passphrase

1. 72y b 74— LIGCIFIBICEVWE T, 6 :

° *Linux* 1A X b—JLRICIERLTc/ — RIBR T 7 1L ZHIFRL TR 2 — LDERZ R TS X
ER

> vmware: vCenter @ [ Delete from Disk | 7> a3 % FHAL T, RETS VEHBRTEET, £
foeo RETOVICKEFELBRWT =274 AV ZHIBRLAITNIEARSBRWEEDHD £7,

° * StorageGRID 7 FSA 7Y R * : P FSAT YR/ — RIZABMICEAINTOAEWREICED.
StorageGRID 7 7 ZA TPV AA VAN —=FICT7VEATEFZ T, PISAT7VROERZATICT S
h. B®D StorageGRID ¥ AT LIEBIMTE X9,

/—FOEREFLEFIELTT LIcS. ROFIEZEITLET,

CERFLELIEIVY R/ —RORSATZHERITEELF T, MROT—XERY—ILELET—EE
H—EXEFHALT. RSATDET—EERENORLICHIBRLET,

CTTISATVR/)—ROERZELEL. /—FESEZERLTT IS4 7V ADT—2HMRESIN TV
1o 813, StorageGRID 7 754 7V AA VA M=% AL TEF—BET—/\FKE (ClearKMS) %
U7 LET. 7TZAT7VR%ZRDT )y RTHEAT3HEIE. KMS OREZ V) 7T I3HENHD
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ESE I
"$SG100 SG1000 —EXT7FS 17 X"
"SG5600 R AL =T FSAT R
"SG5700 XA kL= T FSA T R"
"SG6000 R L =T ST R
Btk
"T—RERY 3T ERRBLTVEY"
"ANINY T =24 A—FLTVEY”

"Red Hat Enterprise Linux £7=(% CentOS 1 > X h—JLLET"

A=/ —FOEREFELETOLIDO—KFLE E B

MEIZIGL T, A L=/ —ROERELEFIE 245 EDERMET—REIETE X9, B
DRX7F Y RFIE ZBIET BICE, R R L— ) — K CBRELTIRE —BELET 3
MBRHDET, BO—HDFIE DERELENTT LS. EREFELEFIEZBRTIT £
ER
WMERHD

* Grid ManagerlZ I3 R— TN TWVWR T SO EFRBLTHA VA VT IRELHBD FT,

* Maintenance & 7-|& Root Access HEENHET T,
FE

1. [* Maintenance (X > 77> X) 1>[ Maintenance Tasks (X > T+ > XX X%) 1>[ Decommission]*% &
RLFT

Decommission R—IHRRINE T,
2. [* Decommission Nodes|= 27 ) w2 L £ 9,

Decommission Nodes R—IHRREINE T, FlIE OERELEIROWVWTNDDERFEICET D&, * —BF
Bk RE2UHEICED T,

° ILM Z FHER TS
CALAY Yy —O—T 1 I T—RDERRFL
3. FIE z—BHFIET 3ICIF. *—BFELEZI) v I LET,

HEDAT—H—EELETIN. *Resume * (HH{T) REAVHDEMICHED 3,
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Decommission Nodes

€ A new Recovery Package has been generated as a result of the configuration change. Go to the Recovery Package page to download it.

€ Decommissioning procedure has been paused. Click ‘Resume’ to resume the procedure.

The progress for each node is displayed while the decommission procedure is running. When all tasks are complete, the node selection list is redisplayed.

Name ¥ Type 1T Progress It stage 1t
DC1-55 Storage MNode Evaluating ILM

HI1DDRAYTFHYRAFIBHHET L1255 [* Resume (#i1T) 1220V v o L TEREFELZHITLE T,

J—ROEREBLEDONS TN a—FTa 2T

IZ—HERT/ —FOFIE OEAMELELICHZEIE. BEDFIRICHK > THBED S
TNoa—Ta4 VT 2R BTETET,

BEREHD
Grid ManagerlZ g R— b EINTWBR T SO ZFERALTHA VAV TIRENHD £7,

CDRRAIICDWT

EREFELEAEROT )y R/ —RFZ2dvy b2 T3E Uy R/ —RFHBEFHENZETHEIIHMELE
LET. JUY R/ —FRREFYSAUTHBIHBEDDBD I,

FIE

1.
2.

4.

148

Support > Tools > Grid Topology *%# &R L £ 7,
J)y RrROSPYD—=TEIANL—Y/—RIVFUZRBRL. DDSH—E XX LDR H—EZXHF >
SAVICBEO>TWB e xEELE T,

A=/ —ROER%ZFELET BICIE. StorageGRID &~ X7 LDDDSH—EX (RhL—Y/—RT
RARINBZT—ER) BAVSTAUICHB>TVWBIHRENRHD £T, CHIFILMIL—ILIC L Z2BBFHEDE
HTY,

TOT4 T80Ty RARV%RRT BICIE. ™ primary Admin Node * CMN * Grid Tasks * Overview
] ZERLET,
Ty RRRAVDEBREIEORT—X A =ZMHRLET,
a J)y RERVDEBERRFBLERAT—RIANIT VY REZIAINY FILOREFEOREZRLTVWEAEE
l&. I™* primary Admin Node ** CMN * Events * Overview *|] Z3#&RL XY
b. FEEAIREREEE) L — D =EIELE T,

Available Audit Relay B1#h 1 DU EDIEE. CMN H—E RiEDHEL EH 1 DD ADC H—E R
BMEINTWEd, ADCH—ERIZEEEL—C L THEELET,



Ty RERVTERFLHNEZHZ AT —CH5RIDAT—JICHES TR T I 3ICIE. CMN H—E
AP < EH 1 DD ADC H—E XITEF TN, DD StorageGRID & X7 LMD ADC H—E X D@F#
(50%+1) HMERTIRETHIVELHD £7,

a. CMN ' —EXDH3HED ADC H—ERICEFREIN TLRWEEIFE. A L=/ —REF >S5 o

VTHBERERL. TSATIUBE )/ —REIAMNL—S/—ROBORY DO —UEGixERL
£,

T ~DEAEL

F—Rt =11 kD StorageGRID > XA T LD 5 DHIBEHNREICHRDIZENH D F
Io A FZHIBRT BICIE. A FOERZELETINELRHD XTI,

ROT7A—Fv—hE U1 bOEREFELFIEOBEZRLTVET,

149



Review considerations

v

Gather required materials

v

Select Decommission Site

Is
Decommission
Possible?

Canyou resolve
the issue?

Select the site -

v

Review the site and

update ILM
Is Start No
Decommission

enabled?

Perform the site
decommission

v

Ensure drives are
wiped clean

FIE
© o FOMIRICEY 3 EREE
 BRE

150

You cannot remove
the site. Contact Support.
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Decommission

Select Decommission Nodes to remove one or more nodes fram a single site. Select Decommission Site to remove an entire data center site.

Learn important details about removing grid nodes and sites in the "Decommission procedure” section of the recovery and maintenance instructions

Decommission Nodes Decommission Site

2. [Decommission Site] R X > = #IRL £9

Decommission Site 7 - #'— K D Step 1
SATLDYA RDTILT 7Ry MMEICEEEH TN TVWETD,

Decommission Site

Select Site

2 2
View Details Revise ILM
Palicy

( Select Site) HERRENET, TDOFIEICIZ. StorageGRID

4 2 6
Remave ILM Resolve Node Monitor
Referencas Conflicts Decommission

When you decommission a site, all nodes at the site and the site itself are permanently removed from the StorageGRID system.

Review the table for the site you want to remove: If Decommission Possible is Yes, select the site. Then, select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example, you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites

Site Name
. Raleigh
Sunnyvale

Vancaouver

Used Storage Capacity ©
3.93 MB
3.97 MB
3.50 MB

Decommission Possible

Ma. This site containg the primary Admin Mode.
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Decommission Site

i o 3 4 5 6

Select Site View Details Revise LM Remove ILM Resolve Node Maonitor

Policy Referencas Conflicts Decommission

Data Center 2 Details

A\ This site includes a Gateway Node. If clients are currently connecting to this node, you must configure an equivalent node at
another site: Be sure dients can connect to the replacement node before starting the decommission procedure.

A\ This site contains a mixture of connected and disconnected nodes. Before you can remove this site, you must bring all offline
{blue or gray) nodes back online. Contact technical support if you need assistance.
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Decommission Site

0 0 = i s
Select Site View Details Revize ILM Remove ILM Resolve Node Monitor
Policy Referencas Caonflicts Decommission

h
ey

Raleigh Details

Number of Nodes: 3 Free Space: 47538 GB

Used Space: 3.93 MB Site Capacity: 47538 GB

Node Name Node Type Connnection State Details
RAL-51-101-196 Storage Node " 1.30 MB used space
RAL-52-101-157 Storage Node 1.30 MB used space
RAL-53-101-198 Storage Node 1.34 MB used space

Details for Other Sites

Total Free Space for Other Sites:  950.76 GB
Total Capacity for Other Sites: 950.77 GB

Site Name Free Space @ Used Space @ Site Capacity &
Sunnyvale 475.38 GB 3.97 MB 475.38 GB
Vancouver 47538 GB 3.90 MB 47538 GB
Total 950.76 GB 7.87 MB 950.77 GB
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Details for Other Sites

Total Free Space for Other Sites:  950.76 GBE

Total Capacity for Other Sites: 95077 GB

Site Name Free Space © Used Space & Site Capacity @
Sunnyvale 47538 GB 3.97 MB 47538 GB
Vancouver 47538 GB 3.90 MB 47538 GB

Total 950.76 GB 1.57T MB 950.77 GB
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Decommission Site

@ o 4 5 6

Select Site View etai!s Revise ILM Remaove ILM Resolve Node Maonitor
Policy References Caonflicts Decommission

If your current ILM policy refers to the site, you must activate a naw policy before you can go to the next step.
The new ILM palicy:

« Cannot use a storage pool that refers to the site

s Cannot use an Erasure Coding profile that refers to the site

« Cannot use the default All Storage Nodes storage pool or the dafault All Sites site.
« Cannot use the Make 2 Copies rule.

» Must be designed to fully protect all object data after one site is removed.

Contact technical support if you need assistance in designing the new policy.

If you are performing a connected site decommission, StorageGRID will begin to remove object data from the site as soon as you
activate the naw ILM policy. Moving or deleting all object copies might take weeks, but you can safely start a site decommission
while object data still exists at the site.

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active ILM policy that refer fo the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Selact Next to go to Step 4 (Remove ILM
Refersnces).
« Ifone or mara LM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Protection for Three Sites (3

@ The active ILM policy refers to Raleigh. Bsfore you can remove this sile, you must propose and activate a new policy.

Name EC Profiles Storage Pools

3 copies for 53 tenant - Raleigh storage pool
2 copy 2 sites for smaller objects - Raleigh storage pool
EC for larger chjects three site EC profile All 3 Sites

2. L=IDBRTIEINABWVEEIE. T*Next* ] ZFIRLTFIE4 (ILM BROEIRR) IEAXT,
"FlE 4 : ILM BEZHIBRT B"

3. T—=TINUC LM IL—=ILH 1 DU ERTEINTWVWBIHEEIE. 7IOT1 TRV —%* DD > U Z&ERL
9,

TZ20FDOHFLWETIZIM R S —R=IHRRINEFT, COXTZFRALTILM Z2EHLF
9o [Decommission Site] R—J . [other] R TICRRSINTEFICADET,

a BEIIGLT *IIMP* I L —2 « =)L ZZRL T, U1 +zBRBLAWVDOUEDR ML - -
T—ILZER L £ T,
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TCHLWRA ML=V EBA LAYy =0T« 27 7O7 7AIILICESHRZIE T,

@ FLWIL—JLTIE. T *All Storage Nodes * | A L —F—)LZERALABWVWTLIES
LYo

HILM RS> —) ZZBRL. FHLWIL—ILZFERIZHLVRY S —ZERLF T,

@ FRICOVWTIE, BRIV VIV EBZERL ATV 0 b2 BETIFIEZER
LTS,

a 7UTa4 BRI —ZFRL. *Clone* ZFERLFT,

b. RS —H e BEERZEEL TSI,

C /O—ZYJLIRIS—DIIL—ILEERLET,

* Decommission Site R—® Step 3 ( Revise ILM Policy ) IC) X FETNTWVWBIARTDIL—ILD
BERZHBRLE T,
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Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last The default rule should retain objects forever
Rule Name
® 2 copies at Sunnyvale and Vancouver for smaller objects &
|| 2 copy 2 sites for smaller objects (&
Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter. Each rule in this list uses at least one
filter (tenant account, bucket name, or an advanced filter, such as object size).

Rule Name Tenant Account
3 copies for S3 tenant (& 53 (61659555232085399385)
| | EC for larger objects —
¥l 1-site EC for larger objects (3 —
Wl 2 copies for S3 tenant (3 53 (61659555232085399385)

cocs [ oo |

d *@A* ZBRLFT,
e TZRSYIT7YRROYILTRUS—RDIL—ILDIEFZZEELE T,

TI7FIEDIL—ILIBETETFEA.

C) ILMIIL=ILDIEFHAELWVWC 2R LTSV, RUS—%T7I0T74TTDE. #
BELUVBEOA TSI A X MADIEICIL—ILICK > TEHliEINE T,

a RSITFRUS—ZRELE T,

6. 7TV hZWMDAH. RZTMRUS—%SIalL—bLTELWIL—IILAERINS C CZHRL
9,

RERIS—ICTS—HHB . BEFRLET — BRI EETSARMEIHD £I, K
(D Ue—%797 THTEMCE<BAEEUS SaL—FL. BELHD ICHIET 5T
CRERL TSV,

FLWILM ARU S —%T U510 T T3 L. StorageGRID I&. TDR > —%FEHL T,
BEOA TSI M EFHEICRDAEFNA TPV M EEEIRTOA TSIV M EE

@ BLEXY, ILWILM ARV S —%Z 771 71T 3HIIC. BIFOL TV T5— AT D
FeALADSY—OA—FT 420 F TSI FOREBICHNTZ2EEZHRL TV, B
FEOATS U COBFREZEET I . FILLWEBHNTHEIN TRESN S BIC—BFINEA
)Y —ZDOMENRET MDD £7,

1 FHLWRUS =TT TILLET,

¥t & StorageGRID et FOERFBLEFIEZEITTH L. FILWILM RV S —2 7071 LT
BT, BIRLIEY A DS AT b7 —RDEIBRIPHABINE T, IRTOATO o/ bOE—D
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FEODBELBDEYT (V4 —FOFIES T M DFzRm1 2FR) -

8. FIE3 (ILMAKRUZ—DHET) *ICR> T FILLWTIFTo TRUS—IZILM IIL—ILHY A FEBREL
TLWAEWI Y, BEU *Next* RAVHEMICHE->TWBR =R LE T,

Rules Referring to Raleigh in the Active ILM Policy

The table lists the ILM rules in the active LM policy that refer to the site.

« Ifno ILM rules are listed, the active ILM policy does not refer to the site. Select Next to go to Step 4 (Remove ILM References).
« [fone ormore ILM rules are listed, you must create and activate a new policy that does not use these rules.

Active Policy Name: Data Pratection for Two Sites

No ILM rules in the active ILM policy refer to Raleigh.

o

@ IL=IDRRENIIFEIE. KATTBRICH LW ILM R) S —Z2 B L T7 77« LT
BPHEDBHDET,

9. L=V X FETNTURWERIZ. T*RA* ) Z#ERLET,

FlE 4 (Remove ILM References) MERRINF T,

Flg4 : ILM BRZHIRT S

BRELEYAI O F—ROFIE4 (ILM BEZHIFR) 5. RTT7 MRU—HFE
TAREGEIFHIRL. U1 ZBRBLTVLWARERD ILM IL—ILZHIBRFLIFIRFETET £
ERS

CDRRAIICDWT
RDBEIE. Y1 MERFELEOFIE #FBI 2N TETEHAS

*RITFDIM RIS —DEELET. RST RIS —HDHBI5EIFHIRTIHBENHD T,

CILM L=l FEBRBLET, TN, ZDIL—IHED ILM R > —THFERAINTULEWVEED
FEfRTTo 1 FEBEBITIZIARTOIL—IZHIRFIIIRETINELRHD F£9,
Fig
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Decommission Site

O—9© 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Node Manitor
Paolicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Proposed policy exists A~

You must delete the proposed policy before you can start the site decommission procedure.

Palicy name: Data Protection for Two Sites (v2) (§

4 ILM rules refer to Raleigh R
1 Erasure Coding profile will be deactivated v
3 storage pools will be deleted v

Previous

a[RSITrRIUS—DHIR] ZBIRLET,
b. BEERA A 7O Ry IRT T*0OK*] Z#ERLFT,
2. READ ILM )L=ILHH A FEBBLTWSHESHERRLE T,
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Decommission Site

O © 0 O 5 6
Select Site View Details Revise ILM Remove ILM Resalve Mode Maonitor
Falicy References Caonflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site,
even if those rules are not currently used in an ILM paolicy.

Mo proposed policy exisis

4 |LM rules refer to [aia Center 3 LS
This table lists the unused ILM rules that still refer to the site. For each rule listed. you must do one of the following:
« Edit the rule to remove the Erasure Coding profife or storage pool from the placement instructions.
« Delete the rule.
Go to the ILM Rules page (&
Name EC Profiles Storage Pools Delete
lMake 2 Coples — All Storage Modes m
3 copies for 53 tenant — Raleigh storage pool m
2 copies 2 sites for smaller objects — Raleigh storage pool m
EC larger objects three site EC profile All 3 Sites m
1 Erasure Coding profile will be deactivated v
w

3 storage pools will be deleted

REAINDB ILMIIL=)LIZH A FZEBBLTWVWSRHOD. EORI—THFERINTLWERA. COHIT
&, ROLSIC

° $8HIAHD * Make 2 Copies * JL—JLIE. All Sites 1 FEFERTEZATLT 7 HILED *Al
Storage Nodes * A kL= F—ILZEHALE Y,

©S3FFY R L—LOKRBRAOIL—H3D53HAE. O—U—*ZkL—IT—IL] LIHEN

£9,
cINREDA TSI IIL—ILBAOKRERD *2 AE—2H1 biE. *O—U—*AL—CT—)L
H#RLET,

o REAHD *ECRKBEA TV IR *IIL=ILTIE. 3 DITRTOHA b+ *ALAPvy—0—FT1>
J7O0770)lo0—)—H+1 cHMERTNE T,

CILM L= ILARREINBZWESIE. *Next* Z:EIRL T *Step 5 ( Resolve Node Conflicts ) * |23
HET,

"FIES5 /- FOBmEZERRYT S (ERFLZHKRTS) "
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Decommission Site

4 ) iy Tk
Select Site View Details Revisa ILM Remove ILM Resolve Node Monitor

Palicy References Conflicts Decommission

Before you can decommission a site, you must ensure that no proposed ILM policy exists and that no ILM rules refer to the site, even if
those rules are not currently used in an ILM policy.

Mo proposed policy exists
Ne ILM rules refer to Raleigh
1 Erasure Coding profile will be deactivated v

3 storage poocls will be deleted v

S. T*RA*) ZFIRLE T,
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Decommission Site 7« %— K ® Step 5 ( Resolve Node Conflicts ) H 5.
StorageGRID ' X7 LD/ — RHIEIENTULWBEH. FERL7H 1 LD/ — KA High
Availability (HA) JIIL—ZICBLTVWBH ERERTEEY, LWINHD/ —ROHEE
DEREINTES. COR—IUHoEREFELEFIE ZzBEBLET,

StorageGRID X7 LDIARTD/ — RHIRDELSICIELVVRETHZ R T I2HELHD £,

* StorageGRID Y X TLDETARTD ./ — RHEFREINTULWIRBRELAHD FT () o

@ Y nict 1 FDERFELEZRITI 35813 BRI 3T FOITARTD/ — Rzl
L. HOTARTOYA FDIRTD/ — RZzERTIVEDNHD XTI,

*HIBRT BY A MINATARAITEUT o (HA) JIL—TICBT B AR —T A XA2HF DO LIFTEF
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FIE5 (/—FOBmEZHER) BICKRRINI/ — DB Z58IE. ERFELEZRGT 2HICHEE ZEEYT
BRENDHD X,

COR=INDSH A FDOFIE OERFLZRIRT 5H1IC. ROEFBFEZHREL TIES L,
* FlE OFRFLNTT I3 ETIC. THLKEZHEERTS2LEDHD TT,

Yo MNSETITY b F—REBBMELIEEIRT BICIE. Y1 FOF—FB. YRTL
()  off 2y FT—20LIFYS BLU M ICROSNZEEOMEICHL T, &
B. ¥R, BEICE>THMNBID ST LABD & T
* A FOEAELRE, FIB BROMEERTLET,

CEBABLETEZYA FEEBBIS ILMIIL—JLIIERTET EFtA. U1 FEB2BI38EZD LM I)L—IL%E
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SRR T Y I L — R BREDMDXA Y TV AFIRFRITTETE Ao

EHEINTULWAHY A FOBERELERICRIDA Y TFH Y XFIBE #ET3 I3NEND D5
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Decommission Site

O—0 0 0 0 :

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: If you are performing a disconnectad site decommission, all nodes at the site you are removing must be disconnected

« Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

1 disconnected node in the grid

The following nodes have a Connection State of Unknown (blue) or Administratively Down {gray}. You must bring these
disconnected nodes back enline.

For help bringing nodes back online, see the instructions for montoring and troubleshooting StorageGRID and the recovery and
maintenancs instructions.
Node Name Connection State Site

7 o
DC1-53-99-193 L Administrativ&!y Down Data Center 1

Type
Storage Node

1 node in the selected site belangs to an HA group

Passphrase

Provisioning Passphrase @

=3
2. gIENTVS / —REHBIBEIE. AV FIVICRLE T,

StorageGRID DERE b Z TN a—FT 14 VI DFIEBE LV TV Y R/ —ROFIEZEBRL TLEET L,
BR—EDARERIFEIE. TI7ZAILNTR—MIBBBVEHLELLTEETL,

B YBEINTVWBRIARTD/ —RHBAAVSAVICRESTS. FIES5 (/—ROBEERR) OHATIIL—F
ICEET 210> a >R LET,

CDOTF—TIICIE. BIRLI=YA MIHBZNATRAISEDT o (HA) FIL—TICBT 3/ —RKHAITA
TERRSINETD,
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Decommission Site

O—0 0 0 0 -

Select Site Vigw Details Revise ILM Remove ILM Resolve Monitor
Paolicy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

* All nodes in your StorageGRID system are connected
Note: If you are performing a disconnected site decommission, all nodes at the site you are removing must be disconnscted.

* Mo node at the selected site belongs to a high availability (HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected
1 node in the selected site belongs to an HA group A

The following nodes in the selected site belong to a high availability (HA) group. You must either edit the HA group to remove
the node's interface or remove the entira HA group

Go to HA Groups page. (8

For information about HA groups, see the instructions for administaring StorageGRID

HA Group Name Node Name Node Type
HA group DC1-GW1-99-190 APl Gateway Node
Passphrase

Provisioning Passphrass @

Previous

4. RRSN/ —FHHBHEIF. ROVWThhZRTLET,

cHEIBBEHATIL—TZREL T/ — A2 —T A XZHIBRLE T,

c ZOHA DS/ —RDAZEUC HATIL—TZHIBRL £9, StorageGRID DEEFIEZEEL TL
2T,

TARTD/ —RHERINTUVWT, BRLIEY M FRO/ —RHAHA Y L —TTERINTULRWES
I&. T * Provisioning Passphrase * 1 7« —JL RO EMICHED £7,

S. OB 3=V INRTL—X%=ZANILET,

[* 9fR%=FAA * ( Start Decommission *) [ REVHEMICHED £,
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Decommission Site

O—0 0 0 0 -

Select Site View Details Revise ILM Remove ILM Resolve Monitor
Policy References Node Decommission
Conflicts

Before you can decommission the site, you must ensure the following:

« All nodes in your StorageGRID system are connected.
Note: [f you are performing a disconnected site decommission, all nodes at the site you are removing must be offline.

« Mo node at the selected site belongs to a high availability {HA) group.

If a node is listed in either table, you must correct the issue before you can continue.

All grid nodes are connected

No nodes in the selected site belong to an HA group

Passphrase

Provisioning Passphrase @ | seseesed

6. 1 FDERFLLFIE ZFEE T 2 EBNTET 5. " BRFLEZHEB * ZERLE T,

HIFRg 21 b/ —RABHFELTRREINE T, Y1 bZR2ACHIFRT 2ICIE. BB BERE. 58
ICE>TIFEDMADIDB DB ET,
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A Warning

The following site and its nodes have been selected for decommissioning and will be
permanently removed from the StorageGRID system:

Data Center 3
« DC3-57
= OC3-52
« DC3-53

When StorageGRID removes a site, it temporarily uses strong-site consistency to prevent obhject
metadata from heing written to the site being removed. Client write and delete operations can fail
if multiple nodes become unavailable at the remaining sites.

This procedure might take days. weeks, or even months to complete. Select Maintenance =
Decommission to monitor the decommission progress.

Do you want to continua?

B

7.

34

R LIS, AT 2ERITESS. T*OK* 1 ZFRLFET,

HLOWIT U Y FRENMERTNBZEEICAYE—IDRTEINE T, EREFLTZIUY R/ —FDEA
TEBUICE > TR, COTOERICIFFEIHINBZZERHD FT,

Passphrase

Provisioning Passphrase @ | sseeeee

€ Generating grid configuration. This may take some time depending on the type and the number of decommissioned arid nodes,

Previous e

FLWI Uy REBRENERSNZ . T v 76 (Monitor Decommission) BRI NFE T,

() (A REVIE BRELENRT TS ETENOEETT.

BEIEHR
"IN AT I EERLET"
"JUwy K/ —FOFIE"

"StorageGRID D EIE"
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Decommission Site R—>J 1 H— KD Step 6 ( Monitor Decommission ) Tl %1
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Decommission Site

S J0G TR . BH 5 B
= Y 2
iy et *

Seleét- Site View IEJ-etaiIs Revis; LM Remn.\.'.e ILM Resoh;r_e MNaode Monitor
Palicy References Conflicts Decommission

€ A new Recovery Package has been generated as a result of the configuration change. Go fo the Recovery Package page to
download il

@ FIE OERFLEFRICEENRELLBEICT VY RZUVANUTES LS. TTELEITR
SUANUNYTr—2% 87 A—RFLTLREL,

a Xyt—YRD) VU EERT BH. * Maintenance ** System * Recovery Package *%#3#RL £ 9
b. #2457 O—RLET .zip 771 )lo

JANINYTr—20A7 00— RFIEZEBRL TSI W,

@ DANYNYTr—T 74 )LICIE StorageGRID & X T LD T —X % E5 T 3 -0 DIES
F—UNRT—RHREFENTVER D, BRIREITIHVENRHD £,

2. F—a%EHISTFERALT. COTA MHSMOYA SADA T T —2OBEEERLF I,
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TF—2DBHFHIE. FIE3 (ILMAR)Z—DHE]) THLWILM RIS —%2 70740 TR ERABEIN
x93, T—ROBHIX. FIE OERFELELEBOBICITHONE T,

Decommission Site Progress

Decommission Nodes in Site

L,
in Progress = &

Data Movement from Raleigh

1 hour 1 day wask 1 manth Custom

Storage Used - Object Data @
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3. R—TM Node Progress £ > 3> T. /—RHHIBRINZHEDERELFIE OETIRTEZERL £
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A=Y/ —FZHIRTZE. &/ —FT—EDRT—INRITENET, INSDRXT—IDIFEA
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TICHAD SHBEDI DB EDHDET, ALAPv—0—T1 I T7—R%EELTILM ZHBFHE Y
BHISEMDORREANHNETT,

176



Node Progress

€ Depending on the number of objects stored, Storage Nodes might take significantly longer to decommission. Extra time is
needed to manage erasure coded data and re-evaluate [LM

The progress for each node s displayed while the decommission procedure is running. If you need to perform another
maintenance procedure. select Pause to suspend the decommission (only allowed during certain stages).

Name ~

RAL-51-101-196
RAL-S2-101-197

RAL-S3-101-198

Type

Storage Node
Storage Nede

Storage Node

11 Progress

ikl

11 Stage 11
Decommissioning Replicated and Erasure
Coded Data
Decommissioning Replicated and Erasure
Coded Data

Decommissioning Replicated and Erasure
Coded Data

EHRINTWVWEY A FOZERFLEOETREZERL TVLEHEIE. ROXRZBRELT. AhL—2/—
FOEBRFLERT—JZREBLTSIZEL,

B
REHTT

OvIEN3ETHLEET

2R DA

LDR ZEMAELIEICT S

LTV —hT—=REA LAy

HEE BRF

P2l %N

i)

P2l %N
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—d—T4 27T —2DERFEL

LDR hMAREZ BRTE

EBE¥*a2—%Z75v>alEY

EYLELLE

TREICEDCHER. BB, I7c3EER

SR EOMOAY TSV REENREABAIE. COBRBTY A
BRI E— BB TS £ T,

i)

Xyt —S8eRy D —OBEICEDVWT. Boh SR ICEHE

TNE9,

i)

177



PrchTVW3 Y~ FOERFLEOETRAZERT 215513 ROKREERLT. AL—Y/—FO
ERFIERAT—IZBRL TRV,

ExPE ¥ E B RS
REHTY DUTF
Oy oS3 ETRHEET p2)
22D D% FUTF
NEBF—ERZEMILEFT p2)
FEERE DEYDIEL )
/ — R OB EREIR 7
2 L= L— R OERMER 7
A=) —TDHEIER pa)
I>T+ T« DHIFR b2
*FETLELE )

4 IRTD/—RFDRRTRAT—IICH o156, BODOY A FOERFELEUEBARTI2FTHEET,
° StorageGRID (&. * Repair Cassandra* X7 v FHIZ. J'Jw RIZFE>TW3 Cassandra 7 5 X &I

ML TRELREBEZEITLET. JUYRIIE>TVWER ML —U/—ROBICE > TR CDEE
ICHBEXEDD B DB XTI,

Decommission Site Progress

Decemmission Nodes in Site Completed

. e,
Repair Cassandra In Progress = =

StorageGRID is repairing the remaining Cassandra clusters after removing the site. This might take several days or maore,
depending on how many Storage Nodes remain in your grid.

Overall Progress 0%
Deactivate EC Profiles & Delete Storage Pools Pending
Remove Configurations Pending

C[ECTAT77AINDIET VT4 TR L —F—)LDHIBR* (Deactivate EC Profiles Delete Storage
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Pools *) 127w 7 Tl&. RDILMOEENITHONE T,

"R EESRL VWA LA D y—O—To 77O 7MIILIEIRTIHT I T4 TILENE
ER

" A R ZERLTVW R ML= T =D IRTHIFBRENE T,

CD S RT LT T #I)LbD Al Storage Nodes X bL—2F—ILdH, TIRTOHA
b1 1 b2ERALTVSTDHHIREINE T,

° RRBIC. *HBROHIFR* XT YT T YA hEED/ —FADERD DBEBNT ) v FDFED O H
SHIFRENE T,

Decommission Site Progress

Decommission Nodes in Site Completed
Repair Cassandra Completed
Deactivate EC Preofiles & Delete Storage Pools Completed
Remaeve Configurations In Progress :,:‘E

StorageGRID is removing the site and node configurations from the rest of the grid

S EREFELFIENET TS, ERFELEYA FOR—JICHENDO Xy E—IDRESN. HIRLIY 1 MME
RRSNBELBRDET,

Cecommission Site

o 2 3 4 5 6

Select Site View Details Revise LM Remove [LM Resolve Node Monitor
Palicy Referencas Conflicts Decommission

The previous decommission procedure completed successiully at 2021-01-12 14:28:32 MST

VWhen you decommission a site, all nodes at the site and the site itsalf are permanently removed from the StorageGRID system.

Review the table for the site you want to remove. If Decommission Possible is Yes, select the site. Then. select Next to ensure that the
site is not referred to by ILM and that all StorageGRID nodes are in the correct state.

You might not be able to remove certain sites. For example. you cannot decommission the site that contains the primary Admin Node
or a site that contains an Archive Node.

Sites
Site Name Used Storage Capacity © Decommission Possible
Sunnyvale 479 MB
Vancouver 4.90 MB Mo. This site contains the primary Admin Node.
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LW TRy FOEMZSCILRT 77T« ET« Z2RITI 25513, ILRFIE ZRIR9I 5a01ICH LV
Dy R TRy b ZEMT BHBEDHD T,

FIE

1. [* Maintenance (X> 77> X) 1>[ Network (*%w kT —7%) 1>[* Grid Network (*2'1)w R%w kD —
7)

Grid Network

Configure the subnets that are used on the Grid Network. These entries typically include the subnets for the Grid Metwork (eth0) for each
site in your StorageGRID system as well as any subnets for NTP, DNS, LDAP, or other external servers accessed through the Grid
Network gateway.

Subnets
Subnet 1 10.96.104.0/22 ==
Passphrase

Provisioning
Passphrase

2 TRy bDURRT, 75REEE27) o LT, CIDRRZDFLWLWH TRy hEEMLET,
TceZiE. EAAILET 10.96.104.0/220
3. 7O 3=V INRTL—X%EANL. *Save* 20U v LET,

BELY TRy D, StorageGRID X T LICK L TEEMICKESNE T,
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IPEEY - ZzERALTI VY R/ —FDIP7RLRAZREITSET. Ry bT—

UREERITTEFTo
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KRITRICEENRDONIEDTZehHD XTI,

@ Ty FRADITRTD/ —RDT )Y FRy hT—=JIP7RLRZEETZ5E1E. )Y R
SR TRIGFIE ZERLE T,
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AL TW3 Linux 7L —F 1 > X5 LTO StorageGRID D1 >V X F—LFIEEBBL T T,
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I3ATY bRy b= EFEERY bT—OD5/ —FZEMTIFHRTZEHTEET,

CUTAT MRy N ID—UFIZEEBX Y =TI/ —REBMTBICIE. EDOXYET—TO LD IP
TRLR /YTy cIRO%/—RICEMLET,

*USATURRY T —OELIEEERY FT =I5/ —RZEIRTBICIE. EDRY FT—J LD/
—ROIPF7RLRIH TRy hYZXIZHIRLET,

gy Ry T—OD5/—RZHIKRTZCEIETEEE A

C) IP7RLADKHEIGTEZE A FJUYR/—RETIPZRLRAZIETEINENDDIHES
3. —BHNEHREIP 7RLAZFERTINELRHD £,

StorageGRID AT LTI Y IIINTA > A (SSO) HNEMICH>TWBIHESE. B/ —R
DIPT7RLRAZEETTDE. (HEINIZE2EHMR XA VETIEEL) B/ —ROIP7
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ToAVEER/—RIZOJ1>LET,

a. XOIYY RZANLET, ssh admin@primary Admin Node IP
b. [ZEEEHINTVWB/NZIT—FZANILET Passwords.txt 771/l
C.RODARY REANDL TrootiCIDERX £, su -

d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,

root& LTAJ A>3, TAYT B SEDLDXT $ 8T 1 4o

ROARY RZAHNLTIPEEY — )L %Zi&E8 L £J. change-ip
ZO>7rTOEY 3 ZYINRTL—XZANLFT,

XAV AZa—PRRENZET,

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT NODES to edit

EDIT IP/mask, gateway and MTU

EDIT admin network subnet lists

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit
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S AAIAZaA=TH T a2  ZERL, BRLE/—FOIP/IRRI. F—bDUxzA. BLVUMTU
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a BEIBZRY MT—IZFERLET,
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DHCP ICL > THRESNIAVE—TIAADIP7RLRA, FLITa4vIRE. —hD A,
FIEMTU ZiRET R . 104 —T 1 AN static ICEEINFE T, DHCP ICK > THRESTN
AR =T 1A RZEETBREIIIOEIRTDE. 10X —T x4 AP static ICEEINZ &%
BT R2EENRIINET,

ELTEREINA VA —T I AR fixed IRETTFEH Ao

b. HLWMEERERET BICIE. IREDBEOHEXTAAILED,
C WEDEXZZELABZWVGEIX. Enter ¥—%#L £,

d F—42%14 THDHFE IPmask ZEAL T/ —ROSEERY bT—J XIS4TV bRy D
—JZBIBRYT BICIE. T*d1 &7 10.0.0.00*) CABDLFT,
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Ip [ 72.16.8.239/21
MTU [ 1688
MTU [ 1488
MTU [ 1688
MTU [ 1488
MTU [ 1688
MTU [ 1488
MTU [ 1688
Ip [
IF
Ip
IF
Ip
IF
Gateway [
Gateway [
Gateway [
Gateway [
Gateway [
Gateway [
MTU
MTU
MTU
MTU
a r MTU
usernams-—x MTU
Press Enter to continue
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VT100 TRT =72 =7 Y R%EHR= L TWSHREN DD T

1. 273> *7*2#RLT. IRTOEEZRLEL XY,

CORGEEICE D, BERDEST IRy bZFERALTVWARVWGRYE, Uy Ry D=0 BBy T —
I VZATU bRy b T—=IDIIL—ILICERD VW EZRHRLET,

COBITIF. BREETIS—HREINTWVET,

8. IEEICAE LIS, MOVWTNADA T2 a v zBRLET,
c B EATNTLWEVWEEZREFLET,

CDATarERFERTIE. BHINTULWAWVWEEZRS R, IPEEY—IILZRTLTHL
THE#HTTFXY,

10 FHLWVWRY FU—IOREZEAL T,
9. 7723 > *10* ZERLIBRIE. ROVWTIhDLDA T 30 ZERLFT,

o *apply * I MBIZIGL T, BEXABIEAL. &/ —RZEHNICBEFHLEI,

FLLWRY FT—URETYENBZEEDNRERIGE X, *apply * & RL T, BEX I CITEHAT
TET, BEICKHLT. /—RHEVEFNICHEHINE T, BEFHFVELR/ —FHRRREINET,

° *stage* : /— RHREIFHTHEBIND L SICEEFZERBLET,
FLOWRY FO—UBHEERESE 3 7-DICR Y FU— U8R EYEBENEIXMRENICEE Y ZHE
NH235HE1d. *stage* T T/ a>zFERLTEEERITEZ/ — Rz vy MUY L. BELYIE

Fy hND—OEEZTo>C. BERRITZ/—RZ2BEFITINELNHDEFT, ChoDRy hT—
VEBEZTHTIC [*apple] ZFEIRT B . BE. ZEIFEHMLET,

@ stage* A a>EFERAT3HEIF. Y XATLOELEEZR/NRICINZ 27DICXT—
DUTBRTCII/ — REBIEETIHELNHD XTI,
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crFy LY IRERTRRY T —JICEBZMRABRVTLIEE L,
RELILEED/ —FOBENZHELTEIDEDIHDTRATHZHEIE. I—FANOXZEZR/NR
ICHIZRBT-OICEBEZERATEE T, *CANCEL* ] ZBIRT DL XM AXZa—ICRD. &
RAEPMFRFEINZDT, BTEATETEY,

apply * £7zld *stage * ZFEIRT 2. FILLWRY FT—IBR 7 71 IILHER SN, OB 3 =Y
THRITEN. /—RHBFLWMEEBRTEHRHINE T,

FOPY 3=yt BEHPEEINE EDRXT— R AARAICERRINET,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

BEZBRAFLIBRAT -9, JUVy FREDEEZRITTHLWIANI Ny r—IDERS
nx9,

10. T*stage* | ZBIRLIBEIE. 7O 3=V IDNRT LEHEIROFIEEZRITLED,

a Ry bT—=7II0 L THRERYEEN X LIXMREHBEEZ1TVE T,

MR R —JDEE* I MBICIEL T, YMIBRY FO—UICEEEMAZ. /—REZEICU Y
v OV LETD,

Linux; / — RZHOHTEEBXR Y b T—0FF 09547 b2y RO —JI0EBIMT 2581%. TBHFED ./
—RADA>VEZ =T 14 ZDEM] DFHBICKES T, 1 F—T 1 ADEMENTWVWE e =ESRLT
<TETLY,

a WEEZIT/—FRZzBEHLET,
N ZBENET LS. T°01 ZBFRLTIPEEY—IILZRTLET,
12. Grid Manager S5 LW AN Ny =% 400 O0—-RLET,

a. [* Maintenance * (X>7F+>X) ]>[*System* (XFL*) ]>][*Recovery Package] (U A/
DN ir— %)

b. 7O 3= I NRTL—XZAHALET,

REEE R
"Linux : BE1Z0D ./ — RADA A —T 14 ZADEM"

"Red Hat Enterprise Linux ¥7cl& CentOS #1 > A +—JLL E 9"
"Ubuntu £7zI& Debian Z-1 > X b—JLL X9
"SG100 SG1000H —ER 7 547> X"

"SG6000 A L =7 TS5 A7 R
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"SG5700 A AL —F7 S A7 R"
"StorageGRID OEIE"

"P7RLRAEZRELTWVWES"

BEXY MT—T0H TRy FUXMMIXNT Z2EMEIIEE

J—FROBEBRY NTJ—0H Ty X MT, Y7y bDEN. HIBR. FIZEE

ZIISCENTEFT,
BEBHD

c HEHELTHELHUNENHD £ Passwords.txt 771 o

BEXYNI—IH TRy MU BPT, IRTO/ —FIZRHLTH TRy bDEM. BlFR. FLEIEEZITD

CENTEZET,

Fg
1. 754 VEEB/ —RICcOJ1>LET,

a XDIAXYRZANILET, ssh admin@primary Admin Node IP

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo

C.ROIAY >V REASAL TrooticIDEZ F9, su -

d |[CRBEINTVWBNIT—REASILZXT Passwords.txt 771 Lo

rootE LTOTA>d3E. 7OAVTEHEDEZEDLDET KT 1 #

2. kAT REAALTIPEEY —I)IL%ZEHL X9, change-ip

3. Oy rTFOEDaZ>INRTL—XEAALET,

AA VA a—PRREINET,

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit
EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
SHOW changes
EHOW full configuration, with changes highlighted
WALIDATE changes
SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
: APPLY changes to the grid
Exit

1
L
5:
-
i
B:
o
1

- H

=T = B
selection: §

4 BEICHU T, MIBERTIBZRY bT—TFRIF/—RZHEBRLET. ROVWThDLZBEIRLET,

CBEERITIBRED/ —RTIqIILEZ—ZBRAT 3%
RLET. ROoWThH DA T a>z2BRLE T,
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S LUV YIL — R (RETTER)

"2 LV =R (BA S TERLULED EICHRTTER)
=*3* 1OV — R (RED IP TER)

AT YA PROTATO S — R

$15* I FU Y RROTARTD — K

“*0* IRDET

© TALL ) Z#RLIcEFRICLET, BIRDTET I3 L. XA U XZa—EHEIPRTINE T, [FER
L7c/ =R 1 714—ILRICHLVERASHRIRE N, BRLIEIRTORELNCOEBICH L TD
ARITEINET,

S XA UAZa—T, BEBRYNI—VDH TRy hZiRETEIAF T a>zBRLET (A>3 3
) o

6. XOWFTNHhZEBIRLE T,

e Ry FEEBINMTRHE/IIXODOAYY REAHNLET . add CIDR
e IRy hEHIBRITZE/IZXOOAY Y RZEZAAILET | del CIDR
cHTRY MDUIMEHRETDHEIF. XOOATREZASILEXT | set CIDR

@ OAY Y RTlIE. XOEATEROT7RLXAEZANTEZX S, add CIDR, CIDR
5l add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

FEREN ZfERA L TUBICAAD LIMEZREDANTOY T MIHUHL, BEICK
CTRETS T, AHOFHZEL LD TEET,

ROAABITIE. BEEXY hT—IH TRy MU MIT TRy bZEMLTVET,

7. BN TEH. T*q* ] EAALTAA A Za—EHEICED T, ZEARABIE. U7 £-I13EA
N3 ETHREEINE T,

@ FIE2 T IgANT1 O/ —FERE-FZBERLIIBRIE. Enter* (*q*7%AL) 2L
T. URMRDRD/ — RICRETZHEDNHD XTI,
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8. XoWFNHhEBIRLE T,

AT ar 5 EERT B L. BRESNIIBERDAZRTY B IeOHICHRESNICHAICRERNBTH R
TRENET. ROBDBUSRI LIS, BEIFRR GBI F7lEAR (HIFR) THEBEXRRINET,

DC1-ADM1-185-154 Admin  Subnets

Press Enter to cuntinuel

cATar 6 EERT B, RELARZRTTIHNIBEABHRTINE T, TEIL. & (B
) F7ldAR (HIFR) TRARTINE T, *F —8OX—IFIIIIalL—4Tld. BOBELED
A TEMEHIBFENRTINZBEN DD T,

HITRXRY PR MEEBLELOIETRE ROAXAYE—IDRREINFT,

CAUTION: The Admin Network subnet list on the node might contain /32
subnets derived from automatically applied routes that are not
persistent. Host routes (/32 subnets) are applied automatically if
the IP addresses provided for external services such as NTP or DNS
are not reachable using default StorageGRID routing, but are
reachable using a different interface and gateway. Making and
applying changes to the subnet list will make all automatically
applied subnets persistent. If you do not want that to happen, delete
the unwanted subnets before applying changes. If you know that all
/32 subnets in the list were added intentionally, you can ignore this

caution.

NTP EXU DNS H—NDH Ty bRy NT—J(CBEREICEID B THEM o 7HE. StorageGRID
FEFRDORZA ML= (/32) ZBEMICERL £T, 7t RIX. DNS H—/NFT=IE NTP H— /1IN
DT RNT Y RERIC /M6 7213 /24 )L — b ZzEBRT 2561E. BENICER SN /32 )L— %
HIBRL. BERIL—FZEBMT2HBENHD £, BERNICIERSNIERI ML— MZHIBRLAWL

Ee TRV PR MOEEZBALIEHEDHEDIL— MHMREFEINE T,

@ CNSDEIHRHEINIARZIML— MIFERATESE I BEIF. BERZRERT S7HIC
DNSIL—hE NTP L= FZFEFTRET D2HXBEDHD X,

0. 4723y *7*ZBRLT. IRTORBHLEEZRILL F7,

CORGEICE D, ERT B Y TRy b 2RI RE. Uy Ry bT—0 EBXY FT—0. 73
AT bRy bT—=TDII—ILHERICEITEINE T,

10. BEBICIEL T, 7723V * 8 ZBRLTRT—I VI SN IRTOEEZREZL. BTR->(EEZ
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BATLET,

COFATLarveEFERATIE. BATNTLWRVWEEZRS RS, IPEEY-ILZRTLTHET
BEFH TSI,

N kownwgnhzEITLET,

cHLULWRY N —IREEZREICITERAETICTIRTOEEZI )7 I2581F. 773> *9*
ZBERLFET,

cEEZEAL. FILLWRY FT—IREZTOED I Z VI T2E BN TS H. 723> *10%

BERLET. 7OED 3= Jdil. ROBDFIDE SIS, EFRHNERAINTULBIRRIHANICEKT
TNE,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name

12. Grid Manager B 5FHLWUANU Ny =2 Ao >O0—RLET,

a. [* Maintenance * (X>77+>2X) ]>[*System* (¥ XFL*) ]>[*Recovery Package] ('JA/N
DINir—%)

b. 7O 3= NRTIL—XE2#ANLET,

REEER
"P7RLRAEZRELTULWET"

Ty Ry bT=00H T2y b X MIXNT 2EMEIFEE

IPEEY—ILZFERLT. JUYRIXYy NIT—0DHY TRy bZEBMERIZEET S
EDTEXET,
WNERHD

* HFEHTAIECMNTEXTY Passwords.txt 771

CDRRAIICDWT
gy Ry bT—=0H5 Ty F)XMT, 72y FOEN. HIFR. £HEEEZTSEHNTEXT, B
BxTO28. JUYRROIRTD/ —RTOIL—FT1>TICEELET,

Gy Ry cD—0H TRy M)A MDHZEEETBI5EIE. VY RIYXR—Jvy2FERL
C) TRy N IT—UREOEBMELIZEEZITVWET, Uy KRy N —URERE HDRETY
yw RIR—=JVICTI7ERATELRWVGEE, £ET VY RRY ENI—=DIIL—FTa0 VT DEE
EEFDMDORY FO—OEBZERICEITI 5. IPEEY—I/ILEFEBALEY,
FE
1. 7347 VER/ —FicOJ 1> LET,

a ROIAXYRZANLET, ssh adminGprimary Admin Node IP
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b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo
C.ROIAY >V RZASAL TrooticIDEZ F9, su -
d |[ZRBEINTVWBNIT—REASILZXT Passwords.txt 771 Lo

root& LTAJA >3 TAYT OB SEDLDET $ 8T 1 4o

2. 7DIARY R EAILTIPEEY — )L %8 L £J. change-ip
3Oy eTrOESI=ZVINRTIL—X%EANALET,

XAV AZa—PRREINZET,

Welcome to the StorsgeGRID IP Change Tool.
Selected nodes: all

SELECT MODES to edit
EDIT IP/mask, gateway and MTU
EDIT admin network subnet lists
EDIT grid network subnet list
SHOW changes
EHOW full configuration, with changes highlighted
WALIDATE changes
SAVE changes, s0 you can resume later
CLEAR 8ll chenges, to stert fresh
: APPLY changes to the grid
Exit

L b
-

L
5:
-
i
B:
o
1
- H

=T = B
selection: §

4 XA AXZa—T, JUYRRXY RNT—0DH TRy bERETEZIA T avE&ERLET (FTF>aY>
*4*) o

() JuvkzRyrT—o9TRY FURMCHTBEER. Uy RREICRBENET,
5. ROVT AN ERIRL £ T

e Ry FEEBINMTRHE/IIXRODOAY REAHNLET © add CIDR
e IRy FEHIBRTZE/IZXOOAY Y RZEZAANLET | del CIDR
cH TRy FDURMEBRETIHEIE. ROOAYRZASILET | set CIDR

@ AR RTIE. O TEBRODT7RLRAZEZANTEE T, add CIDR, CIDR
5l add 172.14.0.0/16, 172.15.0.0/16, 172.16.0.0/16

FEREN ZfERA L TUBICAAD LIEZREDANTOY T MIHUHL, BEICK
CTRETSET. AHOFHZELL LD TEET,

ROAABITIE. VY Ry bT—=0H TRy bR DT TRy FZRELTVET,
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6. M TE/H. T*q* ] EAALTAA U AZa—EHEICED T, ZEARABIE. U7 £/-I13EA
SNBETHREEINE T,

. ROWITNHZERLE T,

AT ar 5 EERTBE. EESNIIEEDAZRT T D IeHICHBESNICHAICHRERBTH R
RENET, ROBAGNSTI L SIS, BEIFHR BM) 7R (HIFF) THEAFRRINET,

c AT ar 6 EEIRT B L. RELURZRTTHHNDIREABHRRINE T, TEIL & (&
m Fflddx (HIFR) THRAXRTEINE I

@ —EDARVESA VAR —T A ATIE. BMEEIFEHAIIRDELIRTREINSGSE
NHOFET,

8. 772 ar*7* ZERLT. INTORBHNEEEZRIEL XTI,

CORRGEICE D, ERT B Y TRy b AT RE. Uy Ry bT—0 EBXY FT—0. 75
AT Ry bT—=TDIIL—ILHERICEITEINE T,

9. MEBICIEL T, 7723V *8ZBIRLTRT—IP VI SN IRTOEEZREL. BTR->(EEZ
BATLET,

CDAT 3 ERFERTRIE. BHINTLWAVWEEZRS R, IPEEY—IILZTLTHET
BEHTEEY,

10. XoWwgnhrZzRTL £,
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CHFHLWRY M —UREEREFILIBBRAETICIRTOEEZI VT I3561F. #7>3>*9*
ZERLFET,

cEBFZEAL. HLLWRY T —IREZTAOEDa VI I3EENTE O, #723>*10%
BEIRLEY, 7OEDaZ>Jdhil. ROBHFIDE SIS, BRANAERAINTULWBIRKRIHNICKT
TNEY,

Generating new grid networking description file...
Running provisioning...

Updating grid network configuration on Name
M. gy RRYy FI—UDEERICA T3> * 10 ZERLIBEIE. ROWVWTIHODA TS 3> E&ERL
EJC I
° *apply * I MBEBICHLT. EEZLIEBICEAL. &/ —FzENICBEELE T,

AN BEEZRLTHLVLWRY FT—IRENHVRY T —URE L ERICHET 2HBE1F. *
apply * A 7> 3>z FERLT. REDEEZRLICEENLITZ N TEEFT,

> *stage* : /— RAREBESHINDZESICEEZERLET,
FLOWRY U= UBREKESE3DICR Y FT—UBREMENF CIXMRENICEET 20E

NH3551F. *stage* A 7> a azFRLTEEEZRITS/ —RZzvy MUY L. RERYIE
vy hND—OEEZTo>TC. BEERITZ/ —RZ2BESITINELNHD FT,

@ stage* 7 7> a3 VEEATZHBEIE. Y RXTLOERLEER/IRICINZ 3 7-HDICXT—
DUTBTCIC/ — R BIREETIHENDHD XTI,

Ryl THBRTRRY b —JICEEZMRABVTLRE L,
RELILEED/ —FOBENZHELTEIDNESIHDNTRATHZHEIE. I—FANOXZEZR/NR

ICHIZRBTcOICEEZMHEIATEEX T, *CANCEL* ] Z:BIRT B L. XAV AZa—IZRD. BE
ABIMRITFENZDT. BRTEATEE Y,

BEZBERILBRT—I27F28. VY FREDEEZZITTHLOWIANINY =W EpE
nx9,
12. TS5 -HRETREMFLELIIZEIE. ROA TS 3 V2 ERTETET,
CIPEEFIEZHRIELTAXA A Za—ICRDICIE. T*a*)] CAALFT,
c RELTAIBZEBEITIAICIE. T*r ) CABDLETD,
° RDOMIBISETICIF. *c* EABLET,

KMLUIAIBIZ, XA XZa—D5FTF>a>* 10 (EEDER) Z:ERT 3 TERTHRIT
TETEI INTOUEHNEEICKTISET. IPEEFIEEITT LEEA

cFHMTONA (/—FDVT—bRY) BMBEREEIC. YV—IILTIREREEHETENTARENERRIC
BIERICTET LIEZ e o1cma8lE. T CANDLTZDRFZRINEY—T L. ROUNIE
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ICEAF T,
13. Grid Manager "'5#FH LWU ANU Ny Tr—S% Ao O0—-RLES,

a. [* Maintenance * (X>7+>X) ]>[*System* (X7 L *) ]>[*Recovery Package] () 7/
DINwir— %)

b. 7O 3=V I NRTL—X=ZANLET,
@ DANYNYTr—T 74 )LICIE StorageGRID & X T LD T —R 5T 3 -0 DIES
F—ENRAT—RHPEENTVWE D, ZRIRETIHELHD X,

REEE IR
"P7RLZAEZEFRELTWVWET"
Linux : B2/ — RADA VA2 —7T 1 ZADEN

BIICA VA R=ILLAD 2 TcLinuxR—RAD / — RICA VR —T =4 A%EBIY 3155
&, COFIEZEBTH2HENRHBD X,

A >R ;—)LEFIC Linux /R R b ED ./ — R#8RE 7 7 1 JL T ADMIN_NETWORK_TARGET £7z(%
ADMIN_NETWORK_TARGET Z8E LA o =5&IE. COFIE #FEBLTA Y 2—T7 o1 X%=BML &
o /—RHEBR7 71 IILOFEMICOVWTIE. FHLTWALnuxARL—F 1 »4J > X7 L TDStorageGRID
DAYRAL=)LFIEZBRLTLEEL,

"Red Hat Enterprise Linux £7=(% CentOS 1 > X h—JLLEJ"

"Ubuntu F7zld Debian #1 > XA b—JLL XTI

COFIEF. /—FATIERLS, FILLRY FT—=JBDHETHRELR/ —RZHRZA ML TW3S Linux #—
NETEITLET, COFIE TEMEINBZDIE/ —REITTT, DRy bT—IONFAXA—RZEELLD
3. MAETS—HWEELFT,

TRLABREZEET BICIF. IPEEY I 2ERAITIRENDBDEI, /—FOXY FT—IREDESE
ICBY 3BHREEMLTIIZTE L,

U= RORY FI— U REEEET 3"

FlE
L HFHLWRY FT—JEIDHTHRER/—RFERZA ML TWALinuxt—NicOg 1> LET,
2. J—FRBR 771 ZHRELET /ete/storagegrid/nodes/node-name.confo

(D #oxy FI—IASX—SEIRELBUT RSV, BETS—HRELET,

aFLuwRy bI—0%—7y b EEBMLET,

CLIENT NETWORK TARGET = bond0.3206

b. #7>3> I MAC7 RLZXZEML XY,
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CLIENT NETWORK MAC = aa:57:61:07:ea:5c

3. node validate Y > R%ZE{TLE Y, sudo storagegrid node validate node-name
4 BREETS—=ZIRTHRLET,

5. nodereload AV R%ZEITLFXJd, sudo storagegrid node reload node-name

BEIBR
"Red Hat Enterprise Linux ¥7cl& CentOS #1 > A —JLL E 9"

"Ubuntu £7z|% Debian =1 > X k—JLL X"
"J—RDRY N T—UREEEETB"
)y RRDIARTD/—RDIP7RLADEE

Ty RFROIRTD/ —FDTIV YRRy bT—TIPT7RLAZEETIZHVENH D
BRI, ROFAGFIE ICRSBELRHDFT. FIE Z2EALTI )y F2EDT )y
Fry bD—J IPZEBL. HLXD/—RFZEETBZLIFTEFEA,

MBRHOD
c THEBELTHMENHD £ Passwords.txt 771,

CDRAZICDWVWT

Uy RHRERICEFHTELIICTBICIE. INTOEEZ—EIITOHEDNHD X,

@ COFIERRIEZTVYRRY FT—=IDATYT, COFIEZFERLT. EERXY FT—0F
I ZAT7 bRy b T—ODIPT7RLRAZEET B LIFTEREA

—ADYAED/—FDIPTRLAEMTUDGAZZEET 3581 /—FOXRY hI—IUREZXEETHF
JEICTREVE T

FIE

1. DNS ®° NTP DZEE., VI F> (SSO0) REDEE (FHLTLWBIHBE) A, IPEEY—
IWEFERALBWVWEE|ICDWTIE. FRIICFHBEZIITA2HNELHD £,

@ BEONTP H—N\DFHLWIP PRLRATI U Y RICTIEATEHRLLABZ5EIE. IPOD
ZEFIE%#ETI3ICFHLVWNTP H—NZEBMLET,

@ BIZEFIE O DNS H—NBFHLWIP PRLRATI VY RIZT VLA TE R B BIHBEIE.
IPDEEZTORNCHLULWDNS —NZEMLE T,
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StorageGRID & X7 LT SSO W E#MICHR>TH D, MHEFNEEEED (HREINZ T
BN XA VETIEERL) BB/ —RDODIP7RLAEFERALTERESNTUVRFEEIE.

@ Active Directory 7z 7L —> 3> % —EX (ADFS) TINLDIREFREEREZEH
FIIBRETHERBZ L THETET, P7RLRAEZZBELEBRIFTCICRMEINE
9, StorageGRID DEEFIEEBIEL T I,

(D) #BUSLT. HLL P 7 RLZADHLLY TRy FEBMLET,

2. 74 VER/ —FICOJ1 >V LET,
a XNIAYYR%EANIILET, ssh admin@primary Admin Node IP
b. |ZEREHINTVWB/NZXT—FZANILZET Passwords.txt 771/,
C. DAYV RZ AL TrootiCIDEZXFF. su -
d (CRHEHEINTLWBENRT—RZAALEXT Passwords.txt 771 )L,

root LTOJA >3, AV T RDBDESZEDLDFEFT s#KR7T ¢ 4

B XRDAR Y REANLTIPEEY —ILZBH L XTI, change-ip
4 O FhTFOEY I ZVINRTL—X=2ZANLET,.

XA VAZ2—DRERINET, TI7AINEFTIE. DRERSINZET Selected nodes 7+ —JL RIXICEER
EEINEXT alls

Welcome to the StorageGRID IP Change Tool.
Selected nodes: all

SELECT WODES to edit

EDIT IP/mask, gateway and MTU

EDIT mdmin network subnet liste

EDIT grid network subnet list

SHOW changes

EHOW full configuration, with changes highlighted
WALIDATE changes

SAVE changes, so you can resume later
CLEAR 8ll chenges, to stert fresh
APPLY changes to the grid

Exit

P b
o

a-
T
L1
.
i
'
o
ia:
a:

Selection: E

S XA ARZa—T M*2*] ZFRL T IRTO/—FDIP/ TRy bIRT. F—bJxA. MTU
BmERELE T,

a1*ZERLTIVYy RRYy T —JZEBELET,

BRNTET T, /—RE JUYRRY NT—=0% T—RZA14T (IPIRRY. F—+Dzx
1. FRIFMTU) BAT7OVTMIRTEINET, BLUVREDE,

DHCPICL > TEEINIAVA—TTA1ADIPT7RLAR, LI vIRE. ¥—boxa. Fi:
T MTU ZiRETD L. 710X —T 1 AN static ICEEINF T, DHCP ICL > TEREINT-RA
VR—T A4 AN, BEHNRTEINET,

ELTRESNIcAVR—TIA X fixed RETETE Ao
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a FHLWMEZRET DICIE. BEVEOERTAALET,
b. ZTETZIINRTD/—RERELES. T*q*] CAILTAAI I AZa—IZEDE T,

ZERBIF. ZVT7ELIFEBRINZ T THRIESNE I,

6. MOWITNHDA TS a>EBIRLT. TEERNBZREELE T,

* 5 EBEINEBDAZRTIBLDICHBREINTHENOBEZRTLE T, EEIF. ROHHAIC
RYELSIC & GBI Ak (HIFR) TEARRINET,

2
o2
.2
o2

2

2

Bi b P B3 B3 ha

Gateway [
Gateway [
Gateway [
Gateway [
Gateway [
Gateway [
MTU
MTU
MTU
MTU
MTU
username-—x Admin MTU
Press Enter to continue

Be b P B3 RS RE =

° 6 IRERBZHAICKRT L. RELBZRTLET. BEIF. & GBI F7iddk (HIFR) TRFAX
RENET,

—BOIATY RSV Y E—T 1 T, BULHBRIRDE LR TRINEHE
()  #®0ET. ELCERRSNBLDICIE. BBTE2—SFILISAT Y MIBES
VT100 TRT =T =7 Y REHR=E LTLWIHBEN DD T

1. 373> *7* ZZRLT. IRTOEEEREL X

CORRGEICED, BEETB Y TRy b Z2BRALAVWESI BTV YRRy FD—0DIIL—ILIER L AL 7R
DEJ,

COBITIF BEETIS—HREINTWVET,
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BEALICER LS. T*101 Z@RLTHLLRY - UREXZEALE T,
RIS/ —R=ZzBEEBLICCIICEEZERT 3IC1E. *stage * ZFEIRLEF T,

@ l*stage* | ZBIRTBIMNENHD 9, FEIX /IS * stage * DL DIC * apply * Z3E
RLTO=IJ VTN RZ—FERTLEBEVWTLEETL, Uy RAEZBISESL FH A

10. ZEMNTET LS. 0 ZBRLTIPEEY—ILZRTLET,
M. IRTO/—FZzEFICV vy cEOYLET,
@ INTO/ = FHREBICELTZ LSS TV Y FEEZ—EICY vy MU VT IRE
NHOFT,
12. 2y b7 =218 L TR BB E I3 RENEEEZITVET,
B IRTOIV Y R/ —RHIMBLEL TV =R L £ 9
14 gRTO/—ROEFRZFVICLEFT,
15. gy RAERBICEE LS. ROFIEZETLET
a. FILWNTP H—NZEBMLIBEIF. HVNTP F—N\DEZHIBRLE T,
b. # L L) DNS H—NZEBIML 735813 &L DNS H—NDEZHIBRL 75
16. Grid Manager BS5FT LW ANU Ny =747 O0—-RLET,
a. [* Maintenance * (X>7+>X) ]>[*System* (X7 L *) ]>[*Recovery Package] ('J#A/\
DINr— %)
b. 7O 3= I NRTL—XEZAALET,
REEE R

"StorageGRID OEIE"

"= ROFY RO REEEET 3"

Ty RERY RD—IDY TRy bR MIHT B BME IS
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"JUY R/ —RES vy UYL TUWET"

DNST—N\%Z&ELTWXT

IP 7 K L X Tlx% < Fully Qualified Domain Name ( FQDN ; Z&EEi R X1 >4%) 7K
2 M&EFEHRATESELS5. Domain Name System (DNS ; RXA VR —LY AT L)
B —NZEM. HIFF. BT A TEET,

HBEREHD
* Grid ManagerlZ I3 R—F SN TWVWR T SO EFRLTH A VA VT I3RELHBD FT,
* Maintenance % 7:ld Root Access 1ERDHRE T,
*RETDDNS H—NDIP7RLAZHERL TEBELRHD £,

CDRRTICDOWVWT

DNS H—/N\IEHRZIEE T D . E X—JLIBE SNMP @41, $ KU AutoSupport 2. IP 7 KL X Tld7 <
TREMR X1 % (FQDN) KA MEEFEHRATERLSICHRDEF T, DNSH—NIZDHR<CEH 2 DIEET
BCCHEWRELED,

DNSH—NDIP 7RLRIE2~6 DIEELFT. —fRIC. 2v NT—IDBDNREELHEIC

C) EHA A O—HIICTIERATEBZDNS H—NEBIRLET, CNICED. DBtSIN=Y
A4 MIFITHEEDNS H—ERICT7IVERATEEXT, Uy R2Ed DNS H—/\) X % 5&E
Licdhic. /—RTEICDNS H—NURNEHRARAIAXTEET,

"H—41)w R ) — R TODNSHENETE"

DNS H—N\IEHREZERLI-DB->-THRELI-DTRE FFTUYR/—RKDSSMH—E XTDNST 75—
LA AH—INFET, COT75—LiE. DNSHELLEEIN. FILLWH—NEBRBIRTOIU Y R/
—RICEBEEINI A THRINE T,

FIiE
1. [* Maintenance * Network * DNS Servers (X7 7F+ > X*xw T —%2 DNSH—/\—*) 12 RL £,

2. REBICIGLC T, Servers T3> T, 7y ITF—h%EBMTSH. DNSH—NIT> MU ZHIBRL F
ER

PA LTIV BLLEDH 2 DDODNS H—NEIEETDI XML FI, DNSH—/NIF6 DETIEET
FTXT,

3. (1777 (Save) 1&OUvILET,
B—21)y R J— R TODNSHENLE

RE2MRT/O—NILCR XA 22— LYXT L (DNS) Z#RETIRDIC. XD
)7 E2RITLTI YR/ —RICICDNS ZBREIT D _ENTEFET,
—f%IC. Grid Manager T* Maintenance * Network * DNS Servers *4 7> 3 > %R L TCDNSH—N\%ERE T

BRERBDET, RORT) TR )y R/ —RITEICELZ DNS H—N\EFEATINEND ZIHE
ICOAMEABALEY,
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1. 7247V / —rRIicOJ1> L% T,
a XOIARYRZASNILEFT, ssh admin@primary Admin Node IP
b. [ZEREINTVWB/NZIT—FZANILET Passwords.txt 771/l
C. DAYV REASL TrootiCtIDE X £, su -
d (CEHEHINTVWEINRT—RZAALEXT Passwords.txt 771 )L,

root LTOJA >3, AV TRDBDBZEDLDFEFT $HKR7T ¢ 4

€. SSHI—> x> hICSSHWEREZEMLET. ANTSHIVY R ssh-add

LB INTVBSSH7 7 ERNRT—RFZ AN LET Passwords.txt 77 Lo
2. ARRLDNSHETEH IS/ —RICOJA1>LEY, ssh node IP address
3 DNStY b7y FRUV T ERITLET, setup resolv.rb.

ROV TEH 5B BR=-bENBZIARYFO—EBEIREINET,
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Tool to modify external name servers

available commands:

add search <domain>
add a specified domain to search list
e.g.> add search netapp.com

remove search <domain>
remove a specified domain from list
e.g.> remove search netapp.com

add nameserver <ip>
add a specified IP address to the name server list
e.g.> add nameserver 192.0.2.65

remove nameserver <ip>
remove a specified IP address from list
e.g.> remove nameserver 192.0.2.65

remove nameserver all

remove all nameservers from list

save write configuration to disk and quit
abort quit without saving changes
help display this help message

Current list of name servers:
192.0.2.64
Name servers inherited from global DNS configuration:
192.0.2.126
192.0.2.127
Current list of search entries:
netapp.com

Enter command [ add search <domain>|remove search <domain>|add
nameserver <ip>']

[ 'remove nameserver <ip>|remove nameserver
all|save|abort|help ]

FYRT=TICRAA 2= L —ERZRMETZ2T—NDIPVAT7 L XZEMLE T, add

<nameserver IP address>

Z#DIRLFY add nameserver VY RZEFRAL T, X—LT—NZEMLZET,

OV RICOVWTIETAY T EARTRINES. EDERICEVE T,
EEZFRELTT7IIVT—23 07287 LET, save
H—NTIOAYY R TILZBALE T, exit

gy R /—=RIEIC DODOFIEZEORLEY /—FICOJAYLET HS ARV E2TILZRAL
TWET,



10. DG —/NICNRT—RBRLTTVERTRIBEN BB LIBEIE. SSH I—Y 1Y b SHERE
HIFRLE 9. ASITSIXY K ssh-add -D

NTPH —N\%ZERELTULWEXT

StorageGRID > X7 LDT )y K/ —RETT—2HNEEICERAIND L SICT BRI
l&. Network Time Protocol (NTP ; %xw D —2o2«L70OK3)L) H—/\%EHN.
BH. E£I3HIBRLED,

BERHD
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FIE
1. J=RIC7IVEALTFzv I LFT /var/local/log/dynip.log DEEICRET X vtE—JDIFE,

Bl

[2018-01-09T19:11:00.545] UpdateQueue - WARNING -- Possible isolation,
no contact with other nodes.

If this warning persists, manual action may be required.

VMware >V —=ILZFERALTWRFEIE. / — RSN IRREERHZ e ERT A vE—INF
FNX9,

LinuxiRIETlE. DBEICBET A2 X v E—JIRICRREINET
/var/log/storagegrid/node/<nodename>.log 7 71 /L,

2. DBICRETAXvE—UHEDERLRRTN. RIESNTUVEEEIE. ROOYYREETLET,

add node ip.py <address\>

C ZT. <address\> . VY RICEHEINTLWBRVE—r/—RDIP7RLXTY,

# /usr/sbin/add node ip.py 10.224.4.210

Retrieving local host information

Validating remote node at address 10.224.4.210
Sending node IP hint for 10.224.4.210 to local node
Local node found on remote node. Update complete.

. PBINTVWEE/—RICDOVWT. ZOEERERELE T,
o J—RDY—EXDREIBINTLS,

° Dynamic IP Service® X 7— & X ld. ZEITL7&RIC TRunningl IC%A D X7 storagegrid-status
ARV RZRITLET
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1. V—=XRAFTIRAERITINTVEZIRTD/ —RDRAT—EXZBELE T,
sudo storagegrid node status all

Name Config-State Run-State
DC1-ADM1 Configured Running
DC1-ARC1l Configured Running
DC1-GW1l Configured Running
DC1-S1 Configured Running
DC1-S2 Configured Running
DC1-S3 Configured Running

2. 81793/ —RO&AEHREL. TDRun-StateN THNIEELE L £9 Runningo
sudo storagegrid node stop DC1-S3

Stopping node DC1-S3

Waiting up to 630 seconds for node shutdown

3 YV—=RRAMNS/—REIVRKR—LLET,
sudo storagegrid node export DC1-S3

Finished exporting node DC1-S3 to /dev/mapper/sgws—-dcl-s3-var-local.
Use 'storagegrid node import /dev/mapper/sgws-dcl-s3-var-local' if you
want to import it again.

4 #AELEFT import command suggested in the output of the ‘export AV Y RZFETLE
-a—

ROFIET, COARYRZZ—7 v F RAFTEITLET,

Linux : 2—4%w R RA NI/ —RZEAVR—MLET

V—RARAMDS /) —REIVAR—rLES. =45 Y k Linux RRAMZ/—R%ZA
UIR—bFLTHIEELE T, BRIETlE. V—RXARIAbEAL7TOVIR ML=V KUR
WRD)—=OAVBA—TTARATNARC/ — KRBT IOCRATEIDESHh =ERLF
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ER
Z—4w k Linux RX M THROOATY REZETLET,

1. 2=y b RAMI/—REAVR—=FLET,
sudo storagegrid node import /dev/mapper/sgws-dcl-s3-var-local

Finished importing node DC1-S3 from /dev/mapper/sgws-dcl-s3-var-local.

You should run 'storagegrid node validate DC1-S3'

2. 3HLWRR ST/ —FIBRZRIELE T,

sudo storagegrid node validate DC1-S3

Confirming existence of node DC1-S3... PASSED

Checking configuration file /etc/storagegrid/nodes/DC1-S3.conf for node DCl-
S3... PASSED

Checking for duplication of unique wvalues... PASSED
B RBAT S —HRELELBEIE. BITLI/ —RERBT 3ENICHLL T EE L,

ESTINoa—T1 T DBRICOVWTIE. FRLTWVWS Linux ZRL—F7 4 > XTLTD
StorageGRID O VX b —LF|EZ BB L T TV,

BEIER

"Red Hat Enterprise Linux £7zl& CentOS #1 XA —JLL ET"
"Ubuntu F7zI& Debian Zz1 > A F—JLL E9"

Linux : B1T8A ./ — R ORE4A

BITEA/ — RORIAEDTT LIS, 2—4 v k Linuk KX MTOYY REETLT,
J—RZERBLET,

FIE
TLHLWRR T/ —FZMIBLET,

sudo storagegrid node start DC1-S3
Starting node DC1-S3

2. Grid Manager T. /—RDXT—RZAMMFETHD. TD/—RICHTEIT7I—LDNEELTULERWLC
CMEERLET,
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/= FORF—EABBEDRAE. BITHES/ — RERLICBRMLTI Uy RICBSN
(D) LTwEd, 27—220RETEVBAIE, BRO/ — A —E ELOREICE S
RVESICTB0IC, BMO S — REBFTLBNT 2T,

Grid Manager IC7 72 X TERWVBEIE. 10 2F->THSROOAT Y RERITLET,
sudo storagegrid node status node-name

B1TEH/ — RDRun-State" TH 3 Z & M2 L £ 9 Runningo

TSM IR T7TOT7—HAT/—RDAYTF VR

T—hA47/)—FiF. TSM I RILTxz7H—N\BHTT—T22—Tvhed3L5
ICERET DD, SIAPIRBHATI TV RZA—T YN TBEIICKRETETET, L\o
TCARELTET—hHAT /) —RDA—45yw MIZETETFEFE A

T—HAT/)—RERIALLTWVWBR Y —N\TEENRELLESIE. Y—N\Z3THL. BUHRYANUFIE
ICREWE T,
F—HhATZARL—=—STFNA ADOEE

7—Hh4 7/ — RN Tivoli Storage Manager (TSM) BHATT7IEZALTWET7—AA1 TR ML —IFNA
2EEDH B eh b 2B RIE. 7T—hA T/ —R%Z4 754 >IZL T StorageGRID & X 7 L THRR
INB3T7S—LOHEHRLET, £0HLIS. TSMHB—NDEEBY—IL. AL—=FNA XOEEBY —
e FRBEOmMAEZERL THEZFLCBZHL. BRTZENTETET,

B—y RAVR—R M ZATSAVICLTVWET

TSMERILT I T7H—NDAXYTF U RETIET—HAT /= RO —NZFERATEHRZIGEN
HBeH XAVTFYROFNCEZ =7y FAVR—R Y A TSAREICLT TSM I RILY 75—
NIMERATERL B OIEBRICIVA—ENZ T —LOBZFRLFT,
WHEBHD
Grid ManageriZlgHR— b INTWBR TS0 ZFERALTHA VAV TI23RENHD £7,
FE

1. Support > Tools > Grid Topology *##iRL £ 9

2. T* Archive Node * ARC * Target * Configuration * Main *] %Z3&RL £,

3. T Tivoli Storage Manager State | MfE% [ * Offline* ; ICZ&EL. [*ApplyChanges*1 #2JwoL
£7,

4 XFFVAMTET LT=5. Tivoli Storage Manager State DfE% * Online * I(CZE L. * Apply Changes
*Zo )y LEFET,

Tivoli Storage Manager D EIE'Y —)L
dsmadmc VYV —J)LIE. 7—HAT/—RIZCAVAF=ILENBZTSM IR T7H—NDEEI>VY—IT

T V=ILICTI7ERTBICIE. EANTLZET dsmadme 22w LEd, BEIOVY—ILICIE. ARC
—EZXBICERESN-BEBI R NRTD—REeEFERALTO1r > LET,
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o tsmquery.rbdsmadmchS5DXT—RXABHRZHFELPTVWERATRRIDICIFZA U T hZ2ERALE
To CORVI)TRERITITBICIE. 7T—HA4T/—ROIAIY VRSV TROAR VY REASILE T,

/usr/local/arc/tsmquery.rb status

TSM B 1>V —JL dsmadmc DEHAIC DL TIE. _Tivoli Storage Manager for Linux : Administrator % £
BLTLSETEL,

ATV MIKERICERTEETTY

7—h4 T/ —RH Tivoli Storage Manager (TSM) H—NICA TSz b EERL. ZDOFAH LHKK
T3, 10MRBICT—HAT/—RHAEBRZBHRITLET, 7707 MHKRENICERRERES (77—
TETAITO TV DB LTVWEIREDERET) . TSMAPIEZEDRREZT—HA T/ —RIEHNTER
Wiesd, 7—Ha 7/ —RIZERZBAITLEITE T,

CORADREETZIETS—LRMIA—EN, EPEZFITET. COTF7S—LZRRTBICIF *
Support * Tools * Grid Topology %3#iRL £9, XIC. T Archive Node * ARC * Retrieve Request Failures
) ZBERLEF T,

FTD TV bHKEMICERTETH BRI, 7720 b 2HEL. FIE OHRAICK>TT—h1T/
—ROERZFHI T v U EILTBIREDNHDET, 7720 bHKGEHICERTREDE SH ZHHET
%o

Flew AT MO —BRICERTETH B HEOHRAHE NIRRT ZEDHD ET, CDHFEIE. &K
BICREIDE A LERDAIIL 96

B—ATO I bIAE—ZERT S LM IL—ILZEHET S & 5 IC StorageGRID & A7 LDEEINTWVD
BEIC. EDAE—ZHEAHERWVWE, 7T MEERHONTUAND TEFE A, 2f2L. 772 b
DRI ERAREENE S H & FIE THEEL. StorageGRID S XF L% TU—=>7wv ) LD, 7—5h
17/ —RDEBEREX v oEILLIED, KbNcA TSV CDART =2 N= LTEDTEHRELHD £
ER

T FHKGRICERRENE S H EHERT %

FTD LY bHKERICERTRENE S D ZHER T BICIF. TSMBEEIYY —IILZEAL TERZITVE
ERS

DAC:ZAE Y1)
cBEDT IV RIEBRHINRETT,
c ZHAELTHERMELNHD £ Passwords.txt 771,
BB/ —ROIP7RLAZEREL T BELRHBD X,
CDRRATIZDWT

CCTRIBIRBEBETT. COFIE T FTVTY MRTF—FRY 12— LAMERREEIC 1 3 FTHEMA
BIBERTETANTHETZC LI TEE Ao TSM BEOIMICOVTIE. TSMH—/NICET2 R¥a
XY R EBBLTREEL,

FIE
1. &8/ —RiIcAd1> L %9,
a XOIAXYRFZANILFT, ssh admin@Admin Node IP
b. ICRBEHEEINTWVWBNRT—RFEZANLZXT Passwords.txt 771 )bs
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2. 7—=hA7 /) —RHRAHE LD 5 TcF TV M ERELE T,
a BEOJIF7AILIMREINTVWS T LI MJICBELE T, cd /var/local/audit/export

TOTa47REEOYV 7 71 ILDO%&HIF auditlog T9, 1HICIE. U7+ 7 TY audit.log 7 7
TIDMRESIN. FILWIT 7AILDMEREINE T audit.log 77T ILDRABINE LTze FESN
127 7ML DO%&RINIE. FRESNICHRZOERATRLTVWET yyyy-mn-dd. txt. 1BE. REIN
§7 7AIIERIN. CVWSERTEAIZEEINET yyyy-mm-dd.ixt.gz 7t D B Z FFL F

b. EEIREEOI 77T, PT—hAaASNATd U b aSidttEAah ol ERI X vt
—CEBRRELET, 1L RIF. RDESICANILET, grep ARCE audit.log | less -n

TF—hAT/—Rh6FTPxU bziiHHERVEEIE. ARCE (Archive Object Retrieve End )
EBXvtE—J0fER 7+ —JLRIC. ARUN (Archive Middleware Unavailable ) Z7-l% GERR (
General Error) ERIRENET, RIS IEEOI DOHITIE. CBID 498D8A1F681F05B3 IZXtd %
ARCE X wt—YH ARUN EWSHEERTRT L TWLWED,

[AUDT: [CBID(UI64) : 0x498D8A1F681F05B3] [VLID(UI64) :[120091127] [RSLT (FC32
) :ARUN] [AVER (UI32) : 7]

[ATIM(UI64) :1350613602969243] [ATYP (FC32) :ARCE] [ANID(UI32) :13959984] [A
MID (FC32) :ARCI]

[ATID(UI64) :4560349751312520631]]

FRICOVTIE. BEBEAYE—YZHRT2FIRZSRBL TILE L,
C. BERMNMRMLIEATZ LI D CBID 25T L F7,

T—HAAT/—RFTERESNZ AT b 2HRIT37HIC. TSM TEAINSRDEMFER 2
L THESIEHTEE Y,

"I TFAINAR=REG* T—HAAT/—RFRIDICHHELEXT, 7—HAT/—FIDZREKRT BIC
I&. * Support * Tools * Grid Topology *#ERL £9, XIC. [ Archive Node * ARC * Target *
Overview *] Z#ERL £7,

P EMOBRI Y T AAT ) —RIZETHAT DI MIEIDETONIARY) 2— L ID ICHES
LET. RUa—LIDIRANOEATAALEYT B : 20091127) ZHEL. 27 —H1 7%
BEXytE—2ICA TV OVLIDE LTERLE T,

* *Low Level Name * : StorageGRID Y X T LICK>TA T ¥ MIEID YT 57 CBID ICHE
HLET,

d ORI zIh5097TRLET, exit
3 TSMH—NEFART, FIE2 THELLA T U FHKRENICERTRENE SO ERIELE T,
a. TSMY—NOEEBI>Y—)ILICAJ 1> L£FT, dsmadmc
ARC H—EXBICRETN-BEI—HRQENIT—RZFEHALE T, Grid Manager IC1—H& &
NZAT—READLET, (A—H5%EFRRT SICIE. * Support * Tools * Grid Topology % 23R L £
9o RIC. T Archive Node * ARC * Target * Configuration *] Z3&ERL X9, )

b. # TV 1Y bHKGBICERRRENE SO ERELE T,
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72 zlE. TSM7O9F4ET4 QT TEDA TS T DT —ABEMTIS—%2RETEET, XD
B, 705754 ET4OJTCBIDEEL AT 7 FOBEIHOKREEZRLTWLWET
498D8A1F681F05B3,

> query actlog begindate=-1 search=276C14E94082CC69
12/21/2008 05:39:15 ANR0548W Retrieve or restore

failed for session 9139359 for node DEV-ARC-20 (Bycast ARC)
processing file space /19130020 4 for file /20081002/
498D8A1F681F05B3 stored as Archive - data

integrity error detected. (SESSION: 9139359)
>

IS5—DFEEICE>TIE. TSM 72574 ET4OJIC CBID BEEINABEVW ehHD £9, BEIC
Lo Tld. BERPEBLERDOFIRICHD TSM TS—AREL TULWAELWHEOY TRET IHNEN
HOEXET,

C. T—F2ENIKEHNICERTRETHBIHZEIE. EOR) 2 —LICHEKETNTVWEZIRTOAF T Y
FDCBIDZ4FEL £Jo query content TSM Volume Name

C CT. TSM Volume Name & FATEHVWT—TDTSMETY, COIAX Y FOHNHIZRICTR
LET,

> query content TSM-Volume-Name

Node Name Type Filespace FSID Client's Name for File Name
DEV-ARC-20 Arch /19130020 216 /20081201/ C1D172940E6C7E12
DEV-ARC-20 Arch /19130020 216 /20081201/ F1D7FBC2B4B0779E

o Client’s Name for File Name l&. 7—HA T/ —RDAR) a—LID (F7IETSMD I EfL
D% ) & ATV bDOCBID (F7IFTSMD IMFMID&FL ) EHAEHELHDEELT
¥, DFD, TY Client’s Name for File Name 7 A#—L%ZHEHAL XY /Archive Node
volume ID /CBID., HABID1ITEIC. NFTRRINTUWVWE T Client’s Name for File Name &
TY /20081201/ C1D172940E6CTE12,

Foo 2BV LTLEE VW Filespace &7 —HA1T/—RD./—FKIDTTY,

HAHLERZF v EILTBICIE. R a—LICRREINTVWEEFT TP D CBID. 5&UT—
HAT/—RD/—F IDHBETY,

4 KIS ERRERA T/ b LIS, AHLEREF v EILL. BBa ATV RZFERLT. &
I FOOAE—DRbhniZ &% StorageGRID > X7 LB L £9,

ADE >V —ILE AT 3BICIETRAUETT, IV —LEBYICERALELNL., &
() RFLQEARSATT—SHRET STREMABD FT. IRV FEANT BHICE
THIEREL. COFBEICRHESNTVEAT Y FOSEFEAL TILLET L,

a 7—hAJ/—RIZEEOJA Y LTVWARWMERIE. ROFIBTOT AV LFET,
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LROARYRZANILET, ssh admin@grid node IP

i. [CEREINTWVWBNZIT—RZANLFT Passwords.txt 771/,

ii. ’XOAT> REAFL TrootiIDEX T, su -

V. (CEEEINTUVWB/NRT—RZANLET Passwords.txt 771 Lo
b. ARCH—EXDADEI VY —JLICT7 VAL ET. telnet localhost 1409
C ATV MINIZEREFvy>tILLET, /proc/BRTR/cancel -c CBID

ZCZT. CBIDIE. TSMAOSFHFHAEERVWATZ T FDIDTY,

2720 b0AC-HT-TICLHBWES ' —HBEREREF v Il Xyt —ChRRTE
NEFITEREF v EILSNFLALATO I bOOAE—DY R T LADRDHZFAICEEY 356"
FT72xV bOBUSIBRDOED 2 —ILICE >THHUBEN B 7c® ' X v —TJICR T B REIF 0 BRH
FyovIEnFELE

d @A 7oz bOIE-DRONCE. BLIVEMODIE—ZERTI2HENHB L
7z StorageGRID ¥ X7 L@ TSIV Re /proc/CMSI/Object Lost CBID node ID

CCT. CBIDIE TSMU—NHSHmAEELEWVWA TP T FDIDTY node 1D (& FeAH LAk
BMLIc7—HhA4T/—RD/—FIDTT,

KoNfcATo o bOOAE—CCICHALADARY REANTZIHELNHD £T, CBID OEBHERDA
HEHR—FTNTUVEHEA.

IFEAEDHZE. StorageGRID S AT LIEZED ILM AR > —ICR-> T ATV 0 b TF—2DENM
DAE—DIERZ 1B ICHIBL 9,

122l 7PV RO IMIIL=ILTIAE—% 1 DEIFER T3 L SfEESNTUL T, 20IE—H
KhnicBas. 77z 2VANITEICIETEFEFEA. COBFEIF. ZFRTLET

Object Lost AWV RIF. KbNicA TP U DA RTFT—R%StorageGRID > XA T L5 /N—
L9,

7y LEY object Lost ANV RDEFICTKETTEHE. RDXyE—IHBRENE T,

CLOC LOST ANS returned result ‘SUCS’

@ o /proc/CMSI/Object Lost ANV RIF. 7—HA1 T/ —RICEIHEThTWBIBRT T
SV MIXNLTOABHTT,
a. ADEJVY—IIZTLET, exit
b. 7—ha4T7 /—KkHp505T7TLET, exit

5. StorageGRID > 27 LT, BEROKKEIHDEZ)EY FLEFT,

a. 7—HhH+ 7/ —E*ARC * Retrieve * Configuration *|C#&) L. Reset Request Failure Count *% &R
LFT,
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b. [EEDEBEA N 2OV v I LET,

RIS R
"StorageGRID DEE"

"BEREOJ L ET"

VMware : R8> > O BHBEESHDH

VMware vSphere /\1 /N\— /N1 ' —DBESHRICRET S OHBEE LABWVEEIE. 1R
MY UHBEHTHREITALSICKRETIHVENHD £7,

TNy R/ =ROVANIRIERDX > TF > XFIE ORITHICRET S UHABER LB VEEIE. C
DOFIE ZRTTI3HVENHD XTI,
Flig

1. VMware vSphere Client 'Y ) — T, EEINTVWAWMRETS VEERLE T,

2. RETIVERV IO L. *BREAY *ZFEIRLET,

3. RABY S U EEIMICEIREIT NS & SIC. VMware vSphere /N1 /X—NAHF—%ZFZEL X T,

JUwy R/ —FDOFIE

BFEDT VY R/ —RTEEZETIZ2WRENHIHZELRHDET, CNSDFIED—
Bl Grid Manager B5ERITTETXIH. IFCAEDFIETIE/ —ROOAIXVRT1 >
H'5 Server Manager IC7 7 X T B3REBELRHD 9,

Server Manager (g RXTDI U Y R/ —RETERITENTH—EXDRREFEILEZEIEL. StorageGRID >
AT LTH—EXRDNEBICHBRELVPRTTEL3ICLET, Floo IRTOIVY R/ —ROY—ER%E
RL. I5—DNRESNIBEEEEHNICBERZAAFT T,

@ Server Manager ICI&. 77 Z AW R— D SIBRBB - LHBRICOHFTIEALTLEE
LYo

@ Server Manager TOEEMNTT LS. BEDQIARY Ry Tilty > avaFHLTOS TV b
TRIBENBDET, ANTZIATUR exit

EIRAZ
* "Server Manager® A 7 —X A /N\—2 3 VDFRR"
C"IARTOY—ERDREDRT—RRAZRRLTVET"
* "Server Manager& S UV IR TOH—EXZRABLTLWET"
* "Server Manager8 KU TR TOH—EXRZHBESHLTUVET"
* "Server Manager& KUV IR TDH—EX%ZEIELTWVWET"
C"H—EXOREDAT—RRAERRTLET"
*"H—EXZELELTOLET"
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T TSATIVRAERAYTF Y RE—RICLET"

" —EXEREIMICKRTLET

" —EXDORBERCISER"

C"R— OB Y EYT OHIR"
CRTAZILVREZ R TOR— OB Y E>T DHIR"

gy R/ —=RDYT— K"

*"J)y R/ —RZEIvy RRTLTVET"
*"RANDERDA T

Ty RHADIRTD/ —RDERDA A TZYIDEX LT
* "DoNotStart7 7 1 JLZ{ER T 3"

* "Server Manager® kS )L a—F4 20"

Server Manager® X 57 —3X X /N\—2 3 > DFRR

gy R/ =Rk, FEOT )Yy R/ —RETRERITEINTLS Server Manager DI
EDRT—RRAEN=D3VERRCEET, DTy R/ —RETEITEINTVLS
ITARTOH—ERXRDIREDRAT—RXABHEIETET X,
REBRHD
HRAEBELTELMENHD £9 Passwords.txt 771 )L,
FlE
1. )y R/ —Ricagda1>LEd,
a RNDIAINFZANILEY, ssh admin@grid node IP
b. (CEEEHINTUVWBNRT—R%ZASILEY Passwords.txt 771 /lo
C.ROIOAX >V RZASL TrooticIDEZ £F9, su -
d |[IEBEINTVWBNIT—REASNLZXT Passwords.txt 771 Lo
root LTOJA >3, 7OAVTEOHSEDHLDET KT © 4

2. 1w R/ —RETERITETNTWSServer ManagerDIRED XA T —R A% R RLET, service

servermanager status

J1)w R/ —RETREITEINTULWS Server Manager DIRIED X T—2R XD (EITHHE S HICERE <
) REINZE T, Server Manager® X 7—4 XD DIHE “running 1&. BREICEFHINTHSERITINT
WBRZZRLTWE T, -

servermanager running for 1d, 13h, Om, 30s

CDZAF—RRE. O—AILAVY =T« ZATLADAYZ—ICRRINBZF—ZRLALTY,
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3. J1)w R /—RETEFTEINTULSServer Manager®IREDN— 3 U ERTLET, service

servermanager version

REON—2a UDRFENET, F:

11.1.0-20180425.1905.39c9493

4. ARV R zIHh50TdT7IRLET, exit

IRTOY—EXRDIREDRT—AXA%=RRILTWVWET

Gy R/)—RETEFINTVBRIARTOT—ERDIREDIAT—XAUIVWDOTHR
TRCEEI,

WMERHD
FRABLTHECHUELHD £9 Passwords.txt 771,

FlE
1. )R/ —Ricagda1>LFEd,
a. ROIAXYRFZANLEY, ssh admin@grid node IP
b. (CEBEINTWB/NRT—REASILZET Passwords.txt 771 Jlo
CHROIAX>YREAFIL TrooticIDEZXFT, su -
d |[CRBEINTVWBNIT—REASAILZXT Passwords.txt 771 o
root LTOJA >3, 7OV IO BEDHDXT ST © 4
2 J)yR/J—=RETETINTVBRIIRTOY—EIXDRXT—ERA%ERRLET, storagegrid-

status

fcezid F3ARVER/ —ROHADICIE. AMS. CMN., LU NMS OEF—ERXDRED T —
BAVNRITRERTEINE T, COHNIFZ T—EXDRT—EIANEDLZ LI CICEHRINET,
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3.

Host Mame

IP Address

Operating tem Kernel
Operating System Environment
StorageGRID Webscale Release
Networking

Storage Subsystem

Database Engine

Network Monitoring

Time Synchronization

prometheus
persistence
ade exporter
attriownPurge
attrDownSampl
attrDownSamp2
node exporter

OV RZSAVICED, *Ctrl*+*C* %=L ZE I,
4. REBICIHLCT. YUY R/ —RETEFTINTVDIIARNTOY—ERICETZEMNLR—rERTLE

9, /usr/local/servermanager/reader.rb

190-ADM1

4.9.6
Debian 9.4

B+ds

unning
Running
2.8ple+dfsg Running
1.0
.8

Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running
Running

COLR—FCIE #HRICEFINSLAR—- bEELBRIGENT TN Y—EXDXT—FINE

HOoTHEHINEE Ao

S. ARV R zILABOTT7 IR LET, exit

BERHD

CDRRAIIZDWT

FIE

1. )y R/ —RicOgo1>L%x9,

a XOIATVREAHINLET,

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo

Server ManagerE KUV IR TOY—EXZHIBLTVET

Server Manager DEEENDNERIZENH D £9, Server Manager ZicE# 5. J'1)
YR/ —REDIRTOY—ERBRBINET,

FRABLTHECMBELHD £ Passwords.txt 771,

ssh admin@grid node IP

Server Manager B9 TICEITINTWB Y 1) w K/ — R T Server Manager Zi#c&#)9 % &. Server Manager
HEEEL. JUy R/ —REDITRTOY—EZXDBREINET,

217



C.RODOAX Y R%ZEAAL TrootiCtINDEZ FJ, su -
d (CEEHINTWBNRXT—KRZAHNLET Passwords.txt 771 Jlo
root LTOJA >3, AV RDBDESEDLDEFT s#7T ¢ 4

2. Server Managerz#C&1L £J, service servermanager start

3. ORI zIA5OJ7IRLET, exit

Server ManagerE KU IR TOY—EXEZBEH L TVET

1)y R/ —RETETINTLS Server Manager 8 & UV IR TOH —E XD BHCH
DMRBICEZSEDRHD £,

BERHD
HRELTEMENHD £9 Passwords.txt 771,

Flig
1. )y R/ —RiICOJ14>LET,
a XRNDIAYYRZANLET, ssh admin@grid node IP
b. [ZEEEINTVWB/NZIT—FZANILET Passwords.txt 771/,
C.ROIAXY REASNIL TrootiCtIDEZXE9. su -
d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )b,
roott LTAJA>T2E. TOVTEDBHBEDLDERT s 7T & 4

2. 1)y R /J—RLEDServer ManagerE KUV IR TDOH —EX%ZBREL XY, service servermanager

restart
1) v R/ —RLE®D Server Manager 5L I ITARTOH—EIDMEILEETN. ZOEBREINE T,

@ ZfEAY 3 restart ANV R 2FEHET2BELELTY stop ANV RDHEIZEA
JALEY start ARV RZETLET

3 ARV R TILABEO7TRLET, exit

Server Managerb KO IR TOH—ERXZEIELTWVWETY

Server Manager (3BEFERITHTH S D FIHRTIN. 57y K/ —RTEITIN
TW3 Server Manager B&LUITARTODY—EXDELENKREICRDIHZEHHD £9,

WMERHD
FRABLTHCHMNELHD £9 Passwords.txt 771,

CDRAZIZDWT
FARL—=F 4 2T RFT L%EI{TLTI-F £Server Managerz ELE T 3 NELH ZH—D > F 1) Fik. Server
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Managerz it —E XITRE T I2HELH ZIHBETY, /\— R I T 7DHRTFRH—/NOBRED=HIZServ
er Managerz{E1lE 3 2 MEBNH 35S . H—N2EZELETIHRELNHD X7,

FliE
1.0y kr/—RiICOJ1>LET,
a XOIAX>YFZANILET, ssh admin@grid node IP
b. |ZEREHINTVWB/NZXT—FZANILZET Passwords.txt 771/,
C.RDOAXY RZASL TrooticIDERX £, su -
d (CERHEINTUVWBNRT—RZANILET Passwords.txt 771 Lo
root& LTAOJA>T3L. FAYT B SEDLDET s KT ¢ 4o

2. 1w R/ —=RETRITEINTWBServer Manager SV IR TOH—EXZEFIELE T, service

servermanager stop

1)y R/ —RTERITINTWLS Server Manager 8L UV ITARTOH—EIDNEEICKTLEY, H—FE
ADT vy AT VIIETRK 15 DD BHEEDHBD £,

3. ORI zIA5OJ7IRLET, exit

P—EXDBREDRT—HRXAERTRLET

gy R/—FETEITETNTVBY—EXDREDAT—RRIFVWDTHRRTEZX
ERS

MBRHOD

FAELTHHBELNHD £ Passwords.txt 771 J)Lo

Flig

1. )y R/ —RicOg14>LEd,
a ROIAVYRFZANILET, ssh admin@grid node IP
b. (CEEEHINTUVWBNRT—R%ZASLET Passwords.txt 771 /Lo
CRMDAYY RZEANL TrootiCIDBEZX £F9, su -
d [CEBHEHINTLWBNRT—RZAHNLFT Passwords.txt 771 Jlo
root LTOJA >3, 7OV T SEZEDHLDXT $ET ¢ 4o

2 )y R/)—RETEFTEINTVWBRY—EXRDIREDRT—E2X2XRR~LET, *

SERVICE_SERVICE_STATUS * | 4w R/ —RETEITINTVWBREREINIcH—EXDREDR T
—ZAZANRESNET (RITHEHLCSNMEBERHD FEA) - f:

cmn running for 1d, 14h, 21m, 2s

ATV RIS OT7 O RLET, exit
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H—EXZELELTVWET

—EDX YT FURAFIETIE. Uy R/ —RLEOMOY—EXZERITLI-FF. BE—
DY —ERXR%ZEZELLTINENHD £FT, BALXDY—EXDELLIF. X>OFTF2XFE H
SIETDH S T-HBBICDAERTLTLIEET LY,

WMERHD
ZRAEBELTEMENHD £9 Passwords.txt 771 )L,

CDRRAIICDWT

_NoDFIEZFERLTH—EXR%Z MBI LFIE] §5&. Server Manager IFBFMICH —EXZHBRAL £
Hho Y—EXZFETRIMAT 3. Server Manager = BiLEI T Z3HNELDH D £75

AbL—=Y/—FLEDLDRY—EXZEFLTIVENDHBHEIE. TI/T1 I BERNDHZ L. T—EXD
FLEICEHRND DB DB Y,

FIi&@
1. )y R/ —RicOgd1>LET,

a RODIVYRFZANILEXT, ssh admin@grid node IP

b. [CEEHEINTWVE/NRT—FZANLET Passwords.txt 771/l
C. DAYV REASIL TrootictIDEX £, su -

d (CEBHEINTVWBEINRT—RZAALFT Passwords.txt 771 Jlo
roote LTOJA Y28, FOAVT DD SEDDET s T 1 4

2. @ &2 DY —ER%ERBILELEXY, service servicename stop

Bl

service ldr stop

(D ¥-Ez0OBLECREA 1 HDDBBENBD FT,
3 AXYERZIAMSATTIRLET, exit

E e E
"—E RGNS T LE I

VIIAT 2V REA T F U RE—RICLET

BEDAYTFUAFIEZETITIREIC. PTTSATVREAYTFHFVRAE—RIZTS
MEHLRHD XY,

VEBZHD
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* Grid ManagerlCIdHR— SN TWBR TS OHZERELTH A VA1V T23HRERHD XY,
* Maintenance F7:|d Root Access #ERDMNE T, FHMIC DL TIE. StorageGRID OEEFIEZESRL
TLEE L,

CDRRAIICDWT
StorageGRID 7 7S A V7V REXVTFVAE—RICTBRE. PTISATVRICVE— 7R TELL
RBEZEDHDET,

@ RFE— R DStorageGRID 7 75 A 7Y ADNAT—RELUVKRR S « F—l& 7TS51T7>
ZAWBEL TV LT ERLEX T,

=2
1. Grid Managerh* 5* Nodes *%#IRL £,
2. Nodes R—J DY —Ea1—T. PTIATVRAAMNL—Y /) —RZERLE T,

3. [RRY | Z&RLE T,

Cwverview Hardware Metwork Storage Objects ILM Events Tasks
Reboot
Shuts down and restarts the node. Reboot

Maintenance Mode

Places the appliance’s compute controller Maintenance Mode
into maintenance mode.

4. [* Maintenance Mode]*ZZER L £ 95

HERDA A 7OT Ry I ZABRRENE T,

221



5.

222

A Enter Maintenance Mode on SGA-106-15

You must place the appliance’s compute controller into maintenance mode to perform certain
maintenance procedures on the appliance.

Attention: All StorageGRID semnvices on this node will be shut down. Wait a few minutes for the
node to reboot into maintenance mode.

If vou are ready to start, enter the provisioning passphrase and click OK.

Provisioning Passphrase

7OESaZYINRT7L—X%ZAAL. T*OK1 ZFRLET,
EHIRT/N—E [ Request Sent ] . T Stopping StorageGRID | . T Rebaling 1 ¥ D—ED X vt —
Pl PTSZATUVADPAR YT F U RAE—RICADTHDOFIEEZTETLTWA e ZRLTWETD,

Owendiew Hardware Metwork Storage Objects ILM Events Tasks

Reboot

Shuts down and restaris the node.

Maintenance Mode

Attention: Your request has been sent, but the appliance might take 10-15 minutes to enter
maintenance mode. Do not perform maintenance procedures until this tab indicates
maintenance mode is ready, or data could become cormupted.

. Reguest Sent

TITZAT VAR TFH U AE—RIZIE>TWVWREEIE. StorageGRID 7 7 ZA 7V AA YA =7
ANDT I RAIFEHATES URL B RERX v E—JICRRENE T,



Overview Hardware Metwork Storage Objects ILM Evenits Tasks

Reboot

Shuts down and restarts the node.

Maintenance Mode

This node is currently in maintenance mode. Navigate to one of the URLs listed below and
perform any necessary maintenance procedures.

hitps fH172.16.2.106:8443
hitps 10.224 2 106:8443
hitps 47T 47 2 106:8443
hittps A1169.254.0.1:8443

When you are done with any required maintenance procedures, you must exit maintenance
mode by clicking Reboot Controller from the StorageGRID Appliance Installer

. StorageGRID 7 7 5A 7V RA VA M—=ZIZ7 V2 RXT3ICIE. RRSINTEVWITNHAD URLICTIER
LET,

AlEETHNUE. TTSATURADEERY FT—UR—bDIPT7RLRAZEE URL ZERLEFT,

@ ADT XX https://169.254.0.1:8443 O—HILEER— MCEEERTINEN
HHFERJ,

. StorageGRID 7 75 A TV AA VAR —=FT. PTSATVABPAYTF UV RAE-RIZBH>TWVWE L%
BERLE I,

A This nodeis in maintenance mode. Perform any reguired maintenance pracedures. If you want to exit maintenance mode
manually to resume normal operation, go to Advanced = Reboot Controller to reboot the cantroller,

WMBBAYTF U RAIR I ERTLET,

ATV RAEEDNRT LIS XVTFUVRAE—RZRTLTCGEED/ —ROERZBRAL X
9, StorageGRID 7 547> R+ 4V X M—ZH5. Advanced>* Reboot Controller* %z &R L .
Reboot into StorageGRID * %3&RL £ 9,
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NetApp” StorageGRID® Appliance Installer

Home Configure Networking - Configure Hardware - Menitor Instaliation Advanced -

RAID Mode
Reboot Controller Upgrade Firmware
Feguest a controller reboot. [ Reboot Controller I

Rebool info SlorageGRID Reboot inlo Mainlenance Mode |

TIZATAN) T LTIV Y RICBBMT 3 ETICRRK 20 9DD2 ehHDEFT, VIT—hF
PET L. /—RFHRBUIT VY RIZBMLI:C c 289 %ICidE. Grid Manager ICRD £9, [/ —R*

(Nodes *) 12 7ICIF. BEDAT—RADNKRRINET o 7T TBT 53— %<0 /—RHY
Jw RICEFRSINTWEA L ZRT. PTS3A4T7 VR —RDFE,

NetApp® StorageGRID® Help ~ | Root~ | Sign Out

Dashboard W Alerts - m Tenants ILM ~ Configuration - Maintenance - Support -

StorageGRID Deployment StorageGRID Deployment

~ Data Center 1
« |DC1-ADM1
«'|DC1-ARC1
«|DC1-G1

Netwaork Storage Objects ILMm Load Balancer

1 hour 1day 1week 1 month Custom

+|0C1-51 Network Traffic @
«|DC1-52

«|DC1-53

6.0 Mbps

H—ERZHEBRICKRTLET

T—EXZ T CICEBELETIHNENHZHEIE. ZFHATET XY force-stop AV R%Z
EITLXY
MELZHD
HFRAELTELHBELHD £ Passwords.txt 771,
FlE
1. Uy R/ —Ricag1>LEd,
a RDINYFZANILET, ssh admin@grid node IP
b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 Jlo
C DAYV REASIL TrootiCIDEZ X9, su -
d |[ZRBEINTVWBNIT—REASILEXT Passwords.txt 771 Lo
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root LTAJA T2, 7AOVTEHIDEEDLDET $#7T 1 #
2 H—EXEFHTHFWET LET, service servicename force-stop

f
service ldr force-stop

PRATLIFOMEFERLTHSY—EXZRTLET,

AR TIHS5OT7 IO RLET, exit

T —EXDRIBEICITERH
FLEINTY—EXDRIEP. T—EXDEFELCBRANMUEICRZZED DD I,

MERHD
HRELTELMENHD £9 Passwords.txt 771 )L,

FIig
1. )y R/ —RiCOJ14>LET,
a XOIAX>YFZANLET, ssh admin@grid node IP
b. [ZEREINTVWB/NZIT—FZANILET Passwords.txt 771/l
C DAYV REASL TrootiCIDEX £, su -
d (CRHEEINTLWEINRT—RZAALEXT Passwords.txt 771 )L,
root& LTAOJA T3, FOVT B SEDLDERT s KT 1 4

2. H—EZDRERTEINTVEIIMELETNTVEIMIEDVWT, BB ICHTZIVYRZRELE T,

s H—EXDREFLELTVSIHEIF. ZHEALET start T—EXZFHTHBI S IAT R,

service servicename start

Bl

service ldr start

c B—EXANRERITROFEIF. ZFALET restart T—EXZEFELLTHEE TSIV,

service servicename restart

Bl

service ldr restart
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ZfEAY 3 restart ANV RIE. 2FEHET2BELELTY stop ANV RDHEIZEA
FALET start AV RFZRITLEIME Z2RITTEFEY restart T—EXNIREELE
LTWAEEHEKTT,

3. ARV R zIA5OF7IRLET, exit

R—bOBT v E>T DHIFR

O—RNSUHBH—EXDIVRRA Y M ERETD5HS. R—FOBIYYE>YITDY
wEVITRR—FE LTI TICHRESNTWER— FEERTBICIF. FTEEFEDR—
FDBIYYEVIRHIBRTZHELNHDEFT, E5LEVE. TV RKRT Y MHEMIC
BOFHA, /—RODIRTOR—FDODBIYYEVITZHIRT BICIE. BYvEYSTTE
NER—FDPRELTVWABREEIE/ —RELVT— I xA /—RTRI T N E2ETT
TRIMNELRHD FI,

@ COFIE IF. R—bDBIYYEYITZIRTHIRLE T, —HOBYYEV I Z2RIFI ZHE
DRHBHBEIE. TIZZALYR—-MIBBVEDE T,

A—RNZUHIYRRAY MOREICDWVWTIE. StorageGRID OEEFIEZ BB L T I L,

R=—bDOBIYYEYITIZAT Y T IEIDNRE TN ZHEIF. AIETHNIIO— RN

@ DHIVRRAY L TRELEAMDOR— b Z2ERAITBZELSIC7 5172 b ZBERELTL
TV E5LABVE. R—bIVvEYIZBIRLTI A7 b7 EIBRONS .
BNCRT S 2a— I 2RETBIHBENDD T,

@ CDFIE IF. RZAZILKRZX LD TF 2 LTEALT: StorageGRID ~ X 7 L TIEHRE
LERBA RT7ZAZILRARTDR—EFDBIYYEVIDHIRFIEZSRL TS ZEL,

FIE
1. /—riZOg14>L%7,
a XDOIAXYRZANLEXT, ssh -p 8022 admin@node IP

R— 18022(FR—ROSDSSHAR— kT, R— 22|k StorageGRID %317 L TWL % Dockerd > 77
MDSSHAR— LT,

b. ICEEHINTUVWBNRT—R%ZASILFET Passwords.txt 771 /o
CHROOAY>Y REAFAIL TrooticIDEZXFT, su -
d |[ZRBEINTVWBNIT—REASILEXT Passwords.txt 771 Lo

root& LTAOJA>3E. FAOYT B SEDLDET $ 8T 1 4o

2 0DRVV) T %EETLEY, remove-port-remap.sh
3. /—RkREUT—=FLZET,
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JUYyR/=RD)T—FFIRICE>TLESE LY,

4 BYvEYTINTR—EDRELTLWARBIE ) —RBLVOFS— YA/ —RIEICEEDFIEZZED
RLEXT,

BEEIER
"StorageGRID DEIE"
"JUwR/J—RD)T—k"

"NTXZIKRZ R TOR— FOBT v E > OHIR"

RTPRZIIKRRFTOR— DB Y E YT DHIFR

AO—RNZOHH—EXDIVRRA Y M ERET 356, A—OBIYYEYIT DY
wEITHR—FE LTI TICRESNTWVWAR— rEFERTRICIE. FTEEDR—
FOBIYYEVIZHIRT ZIHELNHD £, £5LABVE. TV RERAY MHERIC
BOFEFHA RTARJLKRRA LT StorageGRID #E1TL TWEEEIE. R— DB Y
B> I %HIbRe 2 —MINAFIE TIERL. COFIBE ICR->TLETL, /—ROIART
DR—rDBIYVEYIZHIRLT/ —RZzHBEST3ICIE. BYvyE I EINToR—
EHFRELTLWBRREBIE/ —RBELVOT— T4/ — RO/ —RBR7 71 IILZiRE
TRIBEIRHD FT,

@ COFIE IF. R—bDOBIYYEYITZ2IRTHIRLE T, —BOBYYEV I Z2RIFI 20 E
NH3EEF. TIZAINTR—MIEEVEDE LT,

A—RNZUHIYRRAY MOREICDWVWTIE. StorageGRID OEEFIEZ SR L T EEL,
() coFETH. /- ROBRBEICY—EXA—BRICKDNS TN B D £ 7,

FIE

1. J—REHR—FLTWVWSRHRI IO LET, root & LT, F7ld sudo #R%=F D7 HU KT
OJ4>LEd,

2. kAR RERITLT. /—RE—FRMIICEMNICLE T, sudo storagegrid node stop node-

name

3. vim ® pico BEDTFRAMIT 4 ZEFHLT. /— RO/ —RBR7Z 71 ERELE T,
J—RBER 7 71ILIE. ICHDEXT /etc/storagegrid/nodes/node-name.confo
4 J—RER7 71T, R—rOBIYvVvEYIDHEENTVWEEI 3V EELED,

ROPIDRED 2 T2LRL T L,
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ADMIN NETWORK CONFIG = STATIC

ADMIN NETWORK ESL = 10.0.0.0/8, 172.19.0.0/16, 172.21.0.0/16
ADMIN NETWORK GATEWAY = 10.224.0.1

ADMIN NETWORK IP = 10.224.5.140

ADMIN NETWORK MASK = 255.255.248.0

ADMIN NETWORK MTU = 1400

ADMIN NETWORK TARGET = ethl

ADMIN NETWORK TARGET TYPE = Interface
BLOCK_DEVICE VAR LOCAL = /dev/sda2

CLIENT NETWORK CONFIG = STATIC

CLIENT NETWORK GATEWAY = 47.47.0.1

CLIENT NETWORK IP = 47.47.5.140

CLIENT NETWORK MASK = 255.255.248.0

CLIENT NETWORK MTU = 1400

CLIENT NETWORK TARGET = eth?2

CLIENT NETWORK TARGET TYPE = Interface

GRID NETWORK CONFIG = STATIC

GRID NETWORK GATEWAY = 192.168.0.1

GRID NETWORK IP = 192.168.5.140

GRID NETWORK MASK = 255.255.248.0

GRID NETWORK MTU = 1400

GRID NETWORK TARGET = ethO

GRID NETWORK TARGET TYPE = Interface

NODE TYPE = VM API Gateway

<strong>PORT REMAP = client/tcp/8082/443</strong>
<strong>PORT REMAP INBOUND = client/tcp/8082/443</strong>

PORT REMAP T~ k1) ¥ PORT_REMAP INBOUND TV U EMRELT. R—bDBIYvE> T %H|
BRLET,

PORT REMAP =
PORT REMAP TINBOUND =

RDOOAXVRZEEITLT. /—RO/—RBE 7 7AILICRTR3EEZRIEL XTI, sudo

storagegrid node validate node-name

IS5 —NEEDHBZHEIE. ROFIBISECHNICHTUL TS LY,

- ROAR Y FZERITLT R—bOBIYYEYJZFRAETIC/ —FZzEREHL X I, sudo

storagegrid node start node-name

ICEBEHINTVWBINRIT—RZFEALT. /—FRiCadmine LTAY 1> L XY passwords.txt 771
Lo

H—EANELLABINBZCZHERLET,
a H—NEDIRTOF—ERDRT—FAD) A+ %ZRRLET, sudo storagegrid-status



AT—RAISEBHICEFINET,

b. $RTOH—ERDZXF—4ZH TRunning | F7=13 T Verified 1 ICBR3 X TRHEET,
C AT—RABEZHKRT LET, Ctrl+cC

10. BY v EY I ENIR— bDRELTWVWEAEBER/ —RELUV T —h VA /— R CICLEDOFIEZ#ED
wBLET,

JUVy R/ —RDUT—F

J1)w R /—RI&. GridManager £7l&/—RFOOAIY> R TILHB) T—FTEX
ERP

CDARIIZDNT

JUyR/—=RZEVT—=rFBE. /—FHOvy MOV LTHBESHLET, IRTOY—EINEEMIC
BREINEI,

AhL—=2/—RZUT—rT3FEIF. ROKUTFEL TS,

* ILM JL—)LICER D ;AHEEIC Dual commit BEEINT LB IHE. £7IZ/L—JL T Balanced g€
TWT, BERIARTOIE—ZEBIERTET R WESIE. StorageGRID (FF7ICEXDA TN A
T M2 BICACY T D2 DDA ML=/ —RICOZS Y FLTHEDS ILM ZEF@EL £
To 1 DDA FTEHOANL -/ —REYT—rF38. VDI—FRIEINSDA T U MMIT
JEATERVGEDRHD £,

*AML=C/—=ROIVT—rREITRTDA TSI MITIERATESRLSICTBICIE. /—FRzUT
— b3S A RTOA TV FOBDIAAZH 1 RREMEIEL £
EapER =
"StorageGRID D EIE"

EIRAR
*"Jw R /—=R®D!) T — k- Grid Managerh* 5"
"Iy R/ —=RD)T—=r-OTV R TIHDEETLTVET
7))y R/ —R®DY J— k- Grid Managerh 5
Grid Managern*5J )y R/ —RZz)TJ—rF38. BEITEINET reboot F—47 v
f/—RTOYYFZERITLET,
DERDHD
* Grid ManagerlZ I3 R—F TN TWVWR TS OHEFRALTHA VAV TIRELHBD FT,
* Maintenance % 7z1& Root Access MERDHETY,
* OEYVIZVINRTL—ZAHRETT,

Flig
1. [/ —R (Nodes) |ZFERL
2. UTJ—=rg200y R/ —FRZBRLZET,
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3. RRYU* (Tasks*) 1RITEERLET,

DC3-53 (Storage Node)

Cverview Hardware Metwork Storage Objects LI Events Tasks

Reboot

Reboaot shuts down and restarts the node. Reboot

4. [Reboot]= 2 ) w2 LEX T,
RO 7O Ry I ARTRRINET,

A Reboot Node DC3-53

Reboot shuts down and restarts a node, based on where the node is installed:

» Rebooting a WVMware node reboots the virtual machine.
# Hebooting a Linux node reboots the container.
» Rebooting a StorageGRID Appliance node reboots the compute controller.

If vou are ready to reboot this node, enter the provisioning passphrase and click OK.

Provisioning Passphrase

@ TSARVER/ —Rz)J—b93L. H—EXDELFIFTT S TH L Grid Manager D
BED—RICKRDONE e ZHOoE2HRA A 7O Ry IV ANRREINE T,

S. FAEYI=ZVINRATL—XZANL. *OK*ZIUvILFT,

6. /J—RHVT—rT2FXTHFEET,
HT—EXNT vy bR T2 TZETICRKEADDIDDIFZEDLHD £7,
J—RD)T—rAIE. NodesR—Z DEBICTL—D7 > (Administratively Down) HFRRINE
o INTOY—EIADNBUREBEIND . 7 AVIETOBICED £7,

Uy R/ —RDOVT—=r-OXVRITIDSERITLTVWET

1) 7 — MUIBZFHHICEER T 2 ENH S5 5 Grid Manager IC7 72 XA TE RV
BlE. JUy R/ —RicOJ14>LTaATY R T)LH 5 Server Manager D reboot
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RYRZERITTEET,
WHERHD
* ZARLTHELKBENDHD £ Passwords. txt 771 Lo
Flig
1. Uy R/ —RiCATZA1YLET,
a XNDIAYYRZANILET, ssh admin@grid node IP
b. I[CEEH TN TWVWE/NRT—FZANIL XY Passwords.txt 771/l
C.RODAY Y REANDL TrooticIDEZX £9. su -
d |[CRRHEINTUVWBNRT—RZANLEY Passwords.txt 771l
roote LTAYTA VT3, ZAYT AN SZEDLDET s KT ¢ 4

2. PBIZIEL T, Y—ERX%ZEBIELE Y, service servermanager stop

Y—EXDFLIFEETIN, RITITZ3CZ2#HELE T, Y—EXDT vy R T VIZIERK 159D
hBG5EaELHDEFT, ROFIET/—R%=)T—rF2HIC. VE—MSIRXTFLICOTA LT Y
A TTOCREZERITBZECHTEET,

)y R/—FKEI)T—FLET, reboot

4 ORI zIHhBO9 7T LET, exit

VYR —RZIvy OV LTVWET
gy R/—FKRIE /—ROOAIYVRI TSIy Yy TV TEXT,
WMEBRHD

c ZHAEBELTHELLMBENDHD £9 Passwords.txt 771 o

CDRRAIICDWT
CDFIE #RI1TI BHIIC. KDEEBBEZEZL TSIV,

* BEIF. FHBORMZEITRIOIC. —BICERD/ —Fed vy T2 TBHTEIFEITTIRE L,

* RFaAXY NIRRT IZAINYR—- D SIETHH S LIZEZRE. X TF Y XFIE ORITHRIC/ —
RES vy hETYLIBVWTLEE W,

*Tyy hEOYTFOERIG. S FRA YA =ILENTWVWBEAICE > TROLSICERD XY,
°VMware / —RZ> vy hEUVTBRE REIXI DD vy FETVENET,
°Linux /—FRZIvy bEOYd38, AVTHRO vy MUY ENE T,

° StorageGRID 7 7247V R/—RZzI vy b ROV FBE. AYEa—Ta>J > O—5HY
vy MOV EINET,

C A=/ =Rl vy FETVTEHEIF RO[UTEELTLLEI W,

° ILM JL—JLICEX D IAAHEIEIC Dual commit HBMEE SN TUWBI5E. £7=13/L—JL T Balanced h'18E
INTVWT, BERBIRTOIAE—ELLEBICERTERWESIE. StorageGRID [FFT7-ICEX DA £
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NIATO O b2 EBICACY A D2 DD ML—2 /—RICOAZIY FLTHEDS ILM Z
FHELE T, 1 DOYA P TEBOINL -2/ —RZES vy ROV TRE. vy MET VR
NEDATIT I MITIVEATERVBGEDRHD FT,

CRAML= /= RO vy AT VHRHIRNTDF T TV MITIERATEEZLSICTBICIE /
—RZ2vy bEIVTBEIC. AR TOF T FOBDIAAZH 1 BREELEL FT,

FIIE
1. JUwk/—RICOJA1>YLET,
a ROARY FZANLET, ssh admin@grid node IP
b. |ZEREHINTVWB/NZIT—FZANILZET Passwords.txt 771/l
C.RDIAXY RZASL TrootiCtIDERX £, su -
d (CERESNTUVBNRT—RZANLEY Passwords.txt 771 Lo
root LTOJA>F28. FOVTEHBDSEDDET $#7 1 #

2. gRTOY—EREEIELE T, service servermanager stop

H—EXDI vy b TUICIBRAR 15 AHDBEEDRHD XTI, VE— IS XTALICOTAVLT
vy b TOLAZERTBIEDHTEERT,

3 ARV RITILAEOIT7ITRLET, exit
vy hEoV LTS Uy R/ —ROEBBREAFITICTBEDNTEET,
"KRAMDEREDF T"

BEEIER
"StorageGRID D EIE"

RALDEIRDA T

RALDERZATICTBHIC. TDRACLEDIRTOI VY R/ —FDOY—EX%
FLETZIHENDD XT,

FIi&
1. )y R/ —RicOgo1> L9,

a XOIAX>YFZANILET, ssh admin@grid node IP

b. [CEEHEINTWVWE/NRT—FZANLET Passwords.txt 771/l
C. DAYV REASIL TrootitIDEX£9, su -

d (CEBHEINTVWBINRT—RZAALFT Passwords.txt 771 )L,
roote LTOJA>328. ZOAVT DD SEDDET s T 1 4

2. J—RTETHOIRTDY—ER%EEIELE T, service servermanager stop
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PO vy FEIVIZIRBA 15 DD BBEDBD T, UE— 5O RFLICOTT L
Ty Yy MO TORRZERIZECHTEET,

3. RZAMDE/—RICDWT, FlE1 £ 2 Z#DIBLET,

4. Linux R FDIFE -
a RAMARL—=Ta VI ATLICATA Y LET,
b. /—R%{FEILELZ 9, storagegrid node stop
CRAMARL—TFT A4 VIR T LYY METVLFET,

5. VMwarefRfEY > Y TRITSMENTWVWS / — R £EFT7 747>/ —RDFE. shutdowndY >
RZFERALEX T, shutdown -h now

CDOFIEIF. ORERICEHREBCEITLET service servermanager stop AVY RZEEITLET

@ 8 #3E{T7L7=% shutdown -h now 7 2AT7 VR /—RTIOAY Y R%EETTBICIE
TTIS5AT7AOERZBIRALT/ —R=BESTINELHD XTI,

TTISAT7VADBPE. COAXVRIFA> OS2y Yy ROV LETH. PTSAT7VRADER
IEAVNICHEST-FETT, ROFIEERITIZIHELRHD X,
6. 7ISATVR/—RODEBRZFTICTBHERIF. ROFIEEEITLET,
° SG100 £7=1% SG1000 H—ERT7 FSA 7V ADBE
. 7TSATVADEREZFTICLET,
i. EEOERLED NNEITT2EFTELEE T,
° SG6000 7 IS5 7V RADIFE
LML= bO—SOBEICHIRDFT Yy v 270747 LEDWENTT2ETHEBE I,
CDLEDIE. Fv vl aT— 2% RTATICEZTATCHNENHD CZICHRITLEY, D LED
WEITTZ2D0%FoTH S, BREA JTICTIHRELHD X,
i. 77547 ADEREATICL. BEDERLED WEIT T2 EFTRHEEXY,
° SG5700 7 FSA 7V ADEE
L 2= b O-SOEEICHZBEDF Yy Y2774 LEDDEITITZETHEBEET,

COLED 3. Fvv2aT—2ZRSATICETACUENH B SICRITLET, TDLED
WNEIT3DZRo>TH S, BRELTICTBIHEDNHD EI,

i. 77SAT7VRADBBRZATICL. IRTDLED & TP RIVKRRT « A7 L1 OEIENMELET S
FTHBET,

7. ARV R h5O07 77 MLET, exit

B
"SG100 SG1000 —ERT7 FS5 17~ R"

"SG6000 A kL =7 FSAT7 R
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"SG5700 A AL —2F FSA T R

Ty RHADIRTD/ —RDERDOA A TZYIDERET

T—RE A —DFITHRE T, StorageGRID S X TLLED v v b T VHRE|IZHR
BBEDHDET, CZTlE. BEDHETIS Y Y MUV R ERTT ZHEDH
BFIEICOWVWT. ZOBMEBEZEEHLET,

YA EFRIFTVYRADIRTD/ —ROERZATICTDE. A=/ —RBF T 51O B
DRAATEFA TSI MIT IO ERATEHRLLABDET,

H—EXZELELTI VY R/ —RZ2 vy ATV LTVWET

StorageGRID > X T LDERZ A 71T 3ICIE. FT VY R/ —ROERTHOITARTD
H—EXZELELTHS. VMwarefr8< > > Dockerd> 7. StorageGRID 7 /3
AT VRZIRTO Yy MO VT EIRERHBDFT,

CDRATIZDOWVWT

ARETHNIE. RDIEFTIT VY R/ —ROY—ERZFEBLELTLETL,
*BUIC. F— b ITA/—ROY—EXEEFELELET,

* BEBIC. TSARVEBE/ —ROY—EXEEFELELET,

CDRERS, TZATIVER )/ —R2EFERALTHOI VY R/ —RDRT—RRZTE3FITRCEHETE
x99,

B—DRINMIERDT )y B/ —FHEENTVBHEIE. EDRISEDIRTD/ —F
() =ELETZET. AR PES Yy MDY LBVTIRES D, KR MNITSAIUEER/ — K
PNEENTVBEEIR. TORI M ERBICS vy PV LET,

@ HEIZIHLC T HEODLinuXE X bHMSFIDLInUXEZ MM/ —FZ#BITL. 7w FOREEY
AAMICKEZEZTICRA MDA TFH U RAEZRITTEE T,

"Linux : FTLWRZX bADT Uy R/ — R OBIT"
Flig
1. IRTCDIZATYRT IV r—=2a3a>h 6 i)y RADT V2R %ZEIELET,

2. [log_in_on gn] [ &7 —bto a4 /—RicOJ14>L %9,
a XOIAX>YRFZANILET, ssh admin@grid node IP
b. ICRBEHINTWVWE/NRAT—RZANLET Passwords.txt 771 )L
C. DAYV REASIL TrootitIDEX £, su -
d ICREEINTVWBENZT—REZANILEFT Passwords.txt 771 Lo

root& LTAOJ A>3, FAYT B SEDLDET $ 8T 1 4

3. [[stop_all_services]/ — R ETERITINTVWERIIARTOH—EREEIELE T, service
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servermanager stop

P—ERDL vy bEIUICIBRR 15 DD BHBEDRBDE T, VE-— IS XTALICATILT
vy b TOLRAZERTBIEHTEERT,

- LD 2 DOFIEZ#HEORL T, IRXRTDRA L=/ =R P—hAA4T /=R ETSATUEER ) —
RO —EXZFELELET,

N5D/—ROY—EXE. EDIEFTELELTHELNEVEE A

e #3179 35 5ld. ZBBL T service servermanager stop ANV R ! 775
() ATPYRRFL—U/—FOH—EREBLTEICE. 7T TV AOBEEBRAL
T/ —RZzBEHITIHNENHD T,

- TSARVER/ —RIZDOVWT, OFIEZERDERLEY /—RICOJAYLET LY /—FDIANT
DY —EXZFELELTVET,

. Linux "X R TERITTNATVSE / —RDFE !

& RARARL =T YIS RTLICATA Y LET,

b. /—R%{FEIEL£Y, storagegrid node stop

CRANARL—T A VI RATLZD vy ROV LET,

- VMwarefREIY S Y TRITSNTWVWS / —REKV T TSAT7 Y RZA ML =2/ — ROBERE

(&, shutdownI¥ > FZfEALE Yo shutdown -h now

COFIEIE. DFERICEAREG<CEITLET service servermanager stop ANV RZETLEXT

TISATADGBE. COAXVRIFAYEa—Fo>J A bO0—5%> vy M LETH. 7
TSATOADERIIA N ST-FFEF T, ROFIEEEITITIHNELHD T,
CTTSATIUR)—RBEBHBZES
° SG100 £7=1% SG1000 H—ERT7 FSA 7V ADHES
L7 ISATVROEBREZATICLET,
i. 5EOERLED NNEIT T2 ETEBEE T,
° SG6000 7 54 7 ADIBE
L 2= b O-S0OEEICHIBODF YV 2T o747 LEDDEITITZEXETEEEY,
CDLEDIF. v vl aT— 2% RSATICETATCKRENRHD cZICHEITLET, D LED
WEITTR2D%ZFLTH S, BREZ TICTIHNELRHD XTI,
i. 77547 ADEREATICL. BEDERELED WEIT T2 EFTHFLEET,
° SG5700 7 7S5 A 7V ADIBE
L 2= O-S0OEEICHZIIDF vV aT VT4 LED BT TZETEHEEET,

COLED . FvviaT— 22 RIATICEZACHREN DB EEICRITLEY, CDLED
MBI T3DZRo>TH 5. BREL TICTBIHREDNHD T,

i. PXSATYRADEREATICL. IRNTDLED & TFPHINKRTT A AL A1 OEENELLET S
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FTHBET,
9 MBICHL T, ARV R zIHA50OT 7T RLET, exit

_MNT. StorageGRID 7w RO vy kAT UIFTETTY,
REETER
"SG100 SG1000H —EXR 7SS4 7> R"
"SG6000 A L —F 54 T7 R

"SG5700 R L= T FSA T R"
Ty R/ —RZEHLTVET

Ty R/ —RZREICT vy bEU Y LIcHEICEEFT BFIE. ROFIEZRTLT
<IET LY,

SRR 15 BUES vv hAY Y SNTWBIEAIE. F Uy B/ — RERST 38
(D Fo=huvr— MCBET 3UBENBD £ 3. Cassandra ¥ — & BHET 51N/ FIE
BEFLAVNTL T W, F— 2Nk bN 3 TEEMD B0 £ 5,

CDRRIIZDOVT
AETHNUE. RDIBFTT )Y B/ —RFOEREZA VICL TSI L,

CRUICEE ./ —RDOEREZAICLET,
cBEICTS—bIxzA /—ROERZFICLE T,

@ RAMIEHDT )y B/ —RFHEENTVEHEIF. RAMDERZAVICTREE/—F
MEERICH > S REICED £,

FIE
1. 75A4TVER/ —REFETFAIYVEE/ —FORILDERZAVICLEFET,

() RPLmY/-rOBEBNRTIZET, BE/-RIO/IVTEILETERE
hoo

2. FRTCDT7—NAT/—RERML=2 ) —ROKRANDERZAFVICLET,
oD/ —FRIiE. EDEFTERZAVICLTHDLEVEE A

B ITRTDT—hrIxA/—FDERAMDERZAICLET,
4. Grid Managericthr >4 > L%,

S. /—R*%ZI)wILT. JVYR/—RORAT—RRAZERLET, INTDO/—FDRXT—RIN T
1 ICR->TWB ez LE T,
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Dashboard s Alerts ~ Nodes Tenants ILM ~ Configuration ~ Maintenance ~ Support ~

A StorageGRID Deployment StorageGRID Deployment

A Data Center 1
DC1-ADM1
« DC1-ARC1

« DC1-G1

Network Storage Objects ILM Load Balancer
1 hour 1 day 1 week 1 month Custom
v DC1-81 Network Traffic @

« DC1-S2
v DC1-S3

5.00 Mbps
4.75Mbps
A Data Center 2 450 M
» DC2-ADM1
v DC2-S1
» DC2-S2 4.00 Mbps
v DC2-S3 3.75 Mbps

4.25 Mbps

A Data Center 3 == Received Sent
« DC3-81
/ DC3-S2
DC3-S3

DoNotStart7 71 L= RT3

TOZAINGR—FDIRTRD T TXAYTFHF U IANRKREDFIEZERITL TVWBIHBEIE.
Server Manager DFCEIR X 7 I3 HEEIKICT —E XD BEmINLZVL SIS,
DoNotStart 7 7 1L =BT LOKOE5NDeHHD £,

@ DoNotStart 7 71 JLIE. TV ZAIYER— DO SIETRDH o BEDHEMEIFEIBRL TL
EE W,

H—EXDHBINBVWLSICTBICIE. EOH—EXDT 1 L2 b DoNotStart 7 71 ILZEEE L
9. Server Manager |HCEIFRFIC DoNotStart 7 7 1 ILZIRER L. 771D EFEETZHE. T—EX (LU
FHRICKET ST —ER) ISR EH A, DoNotStart 7 71 IILZHIBRT D &, FIETN TV —EX
I&. Server Manager hV R[OS £ /- ISBIREEN L - & FICBAENE T, DoNotStart 7 71 JLEHIBRL TH.
H—EXIIEFNICIIEBINEE A

ITARTDY—ERZBRLAVWKLSICTIRDIMERMNLAEIE. NTPH—EXZHBLAEVWESICTSRZE

TYo INTOH—ERIINTP H—ERITHKIFELTWVWB®H. NTP H—EXAETEINTULARWVESIFE
TTEEHA

H—E XDDoNotStart 7 7 1 JLZ=EML TWE T

BRDY—EZANBELAVLSICTRICIE. UV R/ —RDZEDH—EXDT 1L
2 ~1JIZ DoNotStart 7 71 ILZEBML £,

MBRHOD
FAELTHEBELNHD £ Passwords.txt 771 J)o
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Flig
1. J)wk/—RIZOJA>YLET,
a XOIAX>YRFZANNLET, ssh admin@grid node IP
b. [ZEEEHINTVWB/NZIT—FZANILET Passwords.txt 771/l
C.RDIAYY RZEANIL TrooticUIDEZX £, su -
d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
rootE LTAOJA>T 3. FOVT B SEDLDERT s KT 1 4

2. DoNotStart7 7 1 JL=ENML £9. touch /etc/sv/service/DoNotStart

CCT. service ld. FBLABWVWESICTBET—EXDLAEITY, fi:

touch /etc/sv/ldr/DoNotStart

DoNotStart 7 7 T ILHMEENE T, 77T IILORBRIEFARETY,

Server Manager £7z(34' ) w K/ — RO BEEE SN/ & FIZ Server Manager (FBEH L £H. H—E
AlFERAINEFE A

3 ARV RITILABOT7 I LET, exit

—E XDDoNotStart 7 7 7 JL=HIPFRL TWE 9

H—EXEBBRTIRVLSICT S DoNotStart 7 717 ILEBIRT BICIE. EDH—EX
ZHIBTAIVRELHD XTI,

MBRHOD
ZRELTEMELHD £ Passwords.txt 771,

FIig
1.0y R/=—RiCOJ1>LET,
a XNDIAYYRZANILET, ssh admin@grid node IP
b. |[CRHEINTWVWE/NRXT—FZASLET passwords.txt 771/l
C.RODIARY REANIL TrootiCIDER £, su -
d (CERHEINTUVWBNRT—RZANILET Passwords.txt 771 Lo
root& LTOJA>T3L. 7AYT B SEDLDET s KT ¢ 4o

2. H—EXDTF 4 L7 h)HhS5DoNotStart 7 7 1 ILEHIBRL £ 9o rm /etc/sv/service/DoNotStart

C T, service ld. Y—EXD&HITY, fl:
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rm /etc/sv/ldr/DoNotStart

3 H—EXEZBHBLET, service servicename start
4. AR50 7R LET, exit

Server Manager® b 5 )L a—FT1 >

TOZAHAIWNYR— D5, Server ManagerBIEDBREDRERZEZIEH B T=DIC LT T
Woa—FTa4 20 RRIVDEITZI_RINDIGENRHD T,

Server ManagerOdJ 7 71 JLICT7 VAL FXT
Server Manager DFBEFICHENRELHZEIE. £0oOJ 7 7ML ZHEELE T,

Server Manager|cBEE 3T 57— X wE—2d. Server Managerd 7 7 7 1 JLICEEERINE T, CDT 71
JUIE. RDIBPTICHD £ /var/local/log/servermanager.log

COTF7AILNTIZ—ICEATEIS— Ay E—YZMRLTREETV, HEBICKLT. ME 277 Z20LY
R=MIIXAL—=23YL&ET, T7/ZAINTR—MIOTT 7 4}L%$£J£T5$D?&)bhéiﬁAb‘%D
9,

I5—REDOH—EX

T—EXNIT S —REICB > CCHRETSNITZ R Y —EXDOBFRZEA T
ey A

BERHD

EBBL TH<BENHD £ passwords. txt 771 o

CDRRAIICDWT

Server Manager (&, T—EXZEHL. FHEIELELIET—EXDDBNISBESHLEFT, H—EXTEE
PEET B . Server Manager [ FZDH—EXDBESZHITLE T, 5 7URICH—E XDRRA 3 [Bl5k
T2, Y—EXIEITS—RREIZRD £9, Server Manager |FBiEENZHITL XA,

FIIE
1. )y R/ —RiCOg14>LET,
admwjvyﬁ%ktbijgsmhamuwgmdnmmfp
CREINTULWBNRT—FZANLEY Passwords.txt 771 )l
C.ROIAXYY RZEASNIL TrootiCtIDBEX £, su -
d (CEHINTVWBEINRT—RZAALEXT Passwords.txt 771 )L,
root LTAOJ A >33, 7OV SEDDERT s#&7T 1 #

2. H—EROITS—IREXMEELF T, service servicename status
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Bl

service ldr status

H—EXDNIS—RREICE>TVWEBEIE. RDOAXAvE—JHIRENZE T, servicename in error
stateo fll :

ldr in error state

@ HF—EXXT—R2ZXHDIFE “disabled #f —E X DDoNotStart7 7 1 JLDOHIRFIEZ SR L
TS,

3 H—EXZBRLT. T7—REEMELEJI, service servicename restart
H—EXEBRTIAWVGSIX. T72AILTR—MMIBBALEHELTETL,
4. AR50 7R LET, exit

REEIER
"ty —E XMDoNotStart 7 7 1 JLZHIBRL TLVE T

VIZATVR/ —FDoO—Z>T

StorageGRID T7 54 7YX/ —R%Z9VO—=VJ LT, 77547 ADF R
Bz TR ENTE XY, 70—V TlE. BEFEDO/ —REDITRTOBEwRLF
LW 7SAT7VREESINET, N\—RITT7DT7vFIL—R7OREETL
THEEICETTETES, oy 7TSA4 7V AOERGFELECRBICRH D AEDIRHES
nxd,

TIIAT R/ —RDOIO—ZVJ DLHEHA

VISAT IR/ —ROoO—Z20%ERTH . Ty RROBRED 7 75147
2/—FK (V—R) %, [EILU#IE StorageGRID 4 MCEFEFNZEHRMEOHZ T T51
TR (A=4y ) ICBBICEIHRIZZENTEET, COTOEVXTIE. IART
DT—EZDFLWT ISAT7VRCERESIN. dWTTSAT7UR /) —REZBRT S
DICTTSATADBEPICED, HWT TS T7 Y RIRERIORREICAED £7,

TISATIUR/—ReoO—=>J 9 BEH
A7 2R/ =R ROUEBHNUBERZEICIO-ZVITEEXT,

c FWMEDTVTWVWE T IS4 7 Y ADKHR
CWESNLETIZATURTY /O ZFERTBICIE BEDO/ —RZ7v 7L —RFLTLETL,
* StorageGRID Y AT LRDA L —2 /) —ROBZEETEZ LB JVY RO ML —CREZILER
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TEEY,
*RAID E—R%# DDP8 15 DDP 16 ICZEE 3. RAIDGICEETARELT. ANL—%EREEE
* /—RESItEWRNICKREL T, ABF—BEH—/N (KMS) ZFEHATITZLSICLET,

' ? StorageGRID v F T —IHMERINTVWETH?

J0—=Z>JTl& 3 DO StorageGRID % b T—JDWVWINHNT. V—R/—RHBSEZ—F5Y NT7TSA
TORT—EZWEFEELEINE T, JUY RRy bT—J3BRIEFERSINEIN. V—RT7TZA47>2R
HINSEDORY FT—JICEBEINTVWR5HEIF. BERXY NI —0FIEI5147 > by bT7—0HER
TEFY, StorageGRID Xy b T—TDNT #—IX VAT —ROU AU EETIE 3 i<, REDT
—REENT A=YV RAERBTZ ST v oD 00—V JIERBITZRY M —0EFIRLTLES
L\O

R TTSA TV RAEHRET D FIE. StorageGRID #H5iiH L U T —HEXAD—EMA IP 7 R L X %15
ETRI2HNELHDE T, KIGAT ISAT7 VAT OT T5A4T7 R/ —REELRY T —JIC&FN
370, RIBATTS5ATVATINSEDRY N T—IZIl—BIP 7RLRAZIEETZIHRELHD £,
R—=TY NTFSA4T7 > AOEHMN
RMRT7 77247 >RNE K3V —R/—REBLEATFT. mAHELCHE StorageGRID -1 ~MIE
LTVWBRELRHD XY,

R —EXRTTISAT ORI RBETBZEE/ —REEETF—bUx4/—REIZERBZHEDHD

9,

° SG1000 H—ERDR—47 Y b7 FSA TV RITSGI00 VYV —R /) —RF7TFSA TV R%Z2oO0—=>7
LT B/ —RELRBET—bU A/ —FOMEZRILTE X,

° 8G1000 V—R/—RT7FSAT7>VR% SGI00 U —ERX -7y b T FSAT7>RcoO0—=>J L
T. EHFOBLWI 77— 3 VRIC SG1000 ZEEATE N TEFRT,

fceziE. SG1000 V =R/ —RT7FSAT7 U RZ2EEB/—FELTEALTVWT, EFOO—RN
Sy /) —ReLTERYT S8R TY,

°SG1000 YV =R/ —RT7FSAT7>V A% SG100 U —ERXZ—T v b7 TFSA TV RIRBET B L. *
v b= R— bDRKREN 100GbE H'5 25GbE IZED £,

° 8G100 & SG1000 7 FSA TV ATIE. Ry b T—0 XTI IDEBDET P7TIATVADRA
T2EZBT35RIE. T—TIELIFSFP ED a—ILOREHBEICHRDZZeHhHD £,

C AN =T TISATURICNG BT BIA L =Y/ —RULEOBRENUETT,
cB=FY RAML=TTISAT VRO RSATHDNY -/ —FERLBEIF. 4—7T v T T35
AT7VADRSATDRE (TB) HPRALHIENAUALTHZIBEDHD XY,

o B—F W RRAML—UT ISATYVRCHESNTWVREERS A TNV -/ —RORS1TH
EOHDBWVEEIF. VIYRIT—FRZS14T (SSD) HEREINTWB O, 2—F Y 7 TS

AT VADBERSATOLENBI L —VF8 (TB) BRFENET, V—RIAML—2/—
FROTANTOR A TORBENLBEETFSATREZHLLTULSD. BATLWIHELHD &
ER

T ZIE. B0 ERDRS A THIBEHLT-SG5660 YV —RAKL—2 /) —RT7FSA TV R% 58 KDIE
ERSATHEEBH L SG6060 X—47'y FT7TSAT7 Ry O—=_0 9358 . 70—
EIToTAML—CREEHFERTBHIIC. SGB060 X—4' Y TP TSA TV RICKBEDRS A T%
HEBITIMELRABDEFT, (X—TYRTTSATUVAADSSDEZEL 2 D2ORSA 7RO b
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i3 PTISAT7VADIAML—CBREDRFHCIFEFEFNEEA) o

7=72L. 60 K>+ 7 SG5660 Y —R./— K7 FZ4 7> ZXH SANtricity Dynamic Disk Pools DDP -8
ERALTHERINTW35E. DDP16 ALK 58 RS TDRILH 1 XD KRS+ 7 SG6060
R=TY TP TZATADKREICE 2T, ARL—UFRAHELTVWS S, SG6060 751
TURADBMEIOA—2 2=y MIBRZEEEDN DD T,

V—RT7TZA4T7>R/)—RDREDRAIDE— FICEAT B1EHIE. Grid Manager®* Nodes R — 2 THEER
TEEd, 7TFA4T7VAD [*Storage] X T = FIRL £,

IJO—Z>JINAEVIER

UTFDT7 7247V RAFEIGF. 70—V JRICREBT7 7247V ATEESNEF R A. XEBERT7 5147

YADYEREY b Ty TRICRET IMRELHD FT,

*BMC A >A2—TJxT1X

ESAEV DN

* J—FEBES{tEAT—42R

* SANtricity Y 2T LAY %= v (AML—Y/—FRA)

*RAID E—R (RbL—Y/—KH)

JO—Z 2T DT s B REE

JO—ZVJRICROVWITNHADORENRET L. 70— JF7OEIAMMELL. T5—XvE—In4E
BENE I,

* XYy RT—UREDNELLHBDFEA
CV=REBR=TY RNDT IS4 TV ABDEFHEIISNTVEEA
CV—REB=TY DT TTAT Y ACEBEEN GV

* ML=/ —ROFEIF. BEORTREBRIEAT SZ4 7>V

AT IBICIE. 70—V T DIOHICEBIE ZRRT DHENHD T,

PTISATVRA/)—ROIAO—=VFICEAT3EREBEHN

TIS2AT7R/)—RZ2I0—ZVJF300IC. ZEFHCEGZIEEL TEIHED
b FEJ,

KR T7 TSATVADN— Ry 7EH

BB T7 IS5AT7 2V ADROBEEEZF L TVWB ez LEd,

*V=R/—F (BTBETTIATUR) ex=Tyvk LW TTISATVRE RLEATOT7T
SATVATHBZRENHD ET,

cOO—ZVJTEZDIF B/ —RTTSAT VRIS — Oz A /=T FSATVRET
T9,
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cJO—ZVJTEZDIF FILWAML—=OF7FSAT7VRHLTDAHTT,

BB/ —FFEERT bV A /= RTTSATADBE V=R —RT7TISATVREEZ—=T v b
TVIZATRATRALCZATDT TSAT7 2 RA2ERTIHBIEHD TR A TEL. TTFATVRE
1 7ZEETRHEIEF. T—TILELIESFP ED 2 —IILOKRBHAREICHRDZ EDRHD FT,

fce zId. SG1000 / —RT7F 547> X% SG100 ICR#L 7D, SG100 7 FZ 41 7> X% SG1000
TIZAT VR LIEDTEET,

* A=) =RTFISATVRDGE V=R —RTTIATVRER—=TY ST TFSATVADR
FL—OBRENY —RT7TSATVREBLTHEIBERFHD EEA. L. =TV T TFSA4T7 >
ADASL—=CBEIRY —RT7TSATVRALBEDNENULTHBIHEDNDBD £7,

fce 2. 8G5600 / —RT7FZA47 X%, SG5700 7 F 5147 XF1clF SG6000 7 IS5 17X
ERHRT BN TEET,

StorageGRID IBEBDRED T IS4 TV R/ —REVO—Z VI $3HBEMOH I3 KBAT IS51T7 VR %
BIRT BHEICDVTIE, StorageGRID DEEIBUEICERVEDLE LT L,

TTIS5AT7RA/—ROIO—>%ERT2EmELTWVWET
FPISATUR)—REIO—Z2TFT3ICIE. IOBERIABETT,

* VY RRY bT—OD—BNRIP T RLRAZRY hT—0BEENSEIEL. BRIIDA1 X b—ILE
ICR—=Ty TP TSATVRATERLET, V—X/—RFRHEERXY b= XRE V54TV xRy b
T—JICBLTVWEREIF. TN5DXRY FT—JD—RMRIP7RLRAZEIFRLE T,

—BER IP 7 RLXIZEBE., yO0—=—>0F323Y—R/—R7FISA4F7Re@ELHY TRy b EICH
D, 20—Z>JDRTHRIIVEHDFtE A, VO—Z2TEGHEILTDICIE. V—RTTSA4T7R
ER—=TY N TTISA T ADMEAD StorageGRID DTS4 I VEE /) — RICEFINTLWIRENLD
DEd,

C TFT—=REE NS T v oDIO—ZVIIERTERY NT—0%REL. StorageGRID %y kT —72
DINT A—I VAP T—RXOEAMZETIEZI B, BEDT—HEENT+—I VA=RRFLE
ER

() 1GbE BIEXRY D — 0% FERALEIO—Z VI TTr—REEEzT58. 2O0—Z>7 1K
EhHH D £,

CR—=FYRNTTIATRATHE—EEYT—/\ (KMS) ZFERLL/ — FESEIMERINZIHESH%ZE
BREL. 70— V7 Z2RITIB3RICRIIDI—T Y 8T TS5A TV RA X M=ILEIC/ — ROBES{
ZEAMMITEBRLDICLET, VTSATVRADA VA M=LOFHBICE>T. V=R T7FSAT7VR/
—RFT/—FESEIEHMCE>TVEINESH ZHRBTETE I,

V—R/)—=REZ—=TY T TIAT VAT, LB/ —FESEREZERATETET, T—XDESE
CEESbId. T—FE &R, BLUEX—T Y b/ —RFHABESILTI VY RIZSMLIcE SICBERICE
TENFY,

° "SG100 SG1000 —EX 7 FZ51 7 R"
° "SG5600 R FL =T FSA TR
°"SG5700 R hL—2 7 FSA4T7 U R"
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NetApp® StorageGRID® Appliance Installer Help
Home Configure Networking ~ Configure Hardware ~ IMonitor Installation Advanced ~
Home

A\ This node is in maintenance moda. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Contraller to reboot the controller.

This Node
MNode typs Storage =

Node name hrmny2-1-254-sn

Primary Admin Node connection

Enable Admin Nods
discavery

Primary Admin Node IP 172.16.0.62

Connection state Connection to 172.16.0.62 ready.

Installation

Current state Maintenance mode. Reboot the node
to resume normal operation.

Enable Cloning

Primary Admin Node connection 2% < 3 > ' Clone target node connection 7> a VICEETHR 5N F
L/T:O
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NetApp® StorageGRID® Appliance Installer Help

Home Configure Networking « Configure Hardware ~ Monitor Installation Advanced ~

Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation, go
to Advanced > Reboot Controller to reboot the controller.

This Node
Node type Storage v
Node name hrmny2-1-254-sn
(T:Ione target node connection \\
Clone target nede IP 0.0.0.0
Connection state MNa connection information available.
Installation

Current state Waiting for configuration and
validation of clons target.

Disable Cloning

FroO0—>&2—4ywhc/—KRIP*] ICIF. 20—>F—REESS T4 v IICERTZIRYET—0D
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NetApp® StorageGRID® Appliance Installer He

Home Configure Networking « Caonfigure Hardware « IMonitor Installation Advanced «
Home

A\ This node is in maintenance mode. Perform any required maintenance procedures. If you want to exit maintenance mode manually to resume normal operation,
go to Advanced > Reboot Controller to reboot the controller.

) The cloning process is ready to be started. Select Start Cloning when you are ready. To terminate cloning before it completes and retum this node to service,
trigger a reboot.

This Node
MNode type Storage ¥

Node name hrmny2-1-254-sn
[ ]
L !

Clone target node connection

Clone target node [P 10.224.1.253

Connection state Connection to 10.224.1.253 ready.

| |
Instaliation

Current state Ready to start cloning all data from
this node to the clone target node
using the Admin Network connection.
£\ Attention: the Admin Network
typically has less bandwidth than the
Grid or Client Networks. Use the Grid
or Client IP of the target node far
faster cloning.

Start Cloning

| Disable Cloning |

IO—ZVJ %G 3MEDEFET B8, *JO0—ZVJ DB * DEMCR>TEST . ERH®
EBAMEN * HBERE* C LTRREINE T, CNOSDMEIF. V—R/—REE—T YT TZA4T7>
ZDEHD StorageGRID 7 T ZA TV AA VA M—=FDR—LR=JIZBEINTVWET, —EIIKRT
TNBME IE1 DT T, FHOEICIGC TRENEENICEH SN T, 70— ZJ DR * =28
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NetApp® StorageGRID® Appliance Installer Help
IMonitor Installation Advanced -

Home Configure Networking - Configure Hardware ~

Monitor Cloning
Complete

1. Establish clone peering relationship
Running

2. Clone another node from this node

Status

Progress
Sending data, 0% complete, 8.99 GB transferred

Step
Send data to clone target node

Pending

3. Activate cloned node and leave this one offline
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