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Configure ILM Policy
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Placements @ It Sort by start day

From day | 0 store | for v 385 days

Type  replicated v Lhcakon “Dm || Dc2 |Add Fool Copies | 2 |+ | x |

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for mare
information.

Type = erasure coded v Location | All 3 sites (6 plus 3) v Copies | 1 1 J + x|
From day 365 store | forever - m
Type | replicated X Location || Archive ~ | Add Pool Copies | 2 Temporary location | — Optional — v (2) E3E
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Two copies at two sites for Tenant A

Description: Applies only to Tenant A

Ingest Behavior: Balanced

Tenant Accounts: Tenant A (34176783492629515782)
Reference Time: Ingest Time

Filtering Criteria:

Matches all objects.

Retention Diagram:

Trigger Day 0
St wl [
Site 2 il
Duration Foraver
BEIEIR
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) =23 zET %
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L=/ —RICHEEDA T U b TEE T,

RBEREHD
* ZfEH L T Grid Manager ([CH 1 >1 > LEd HAR—rENTWLS Web 7571,
*BEDT Ut RERNUETT,
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Storage Grades

Updated: 2017-05-28 11:22:39 MOT

Storage Grade Definitions e
Storage Grade e Actions

0 Default

1 [aisk 20

Storage Grades e
Data Center 1/DC1-S1/LDR Default P 4

Data Center 1/DC1-52/LDR Default V' 4

Data Center 1/DC1-53/LDR Drefault 4

Data Center 2DC2-51/LDR Default Vg

Data Center 2/DC2-S2/LDR Default i 4

Data Center 2/DC2-53/LDR Drefault V4

Data Center 3/DC3-31/LDR Default 4

Data Center 3/DC3-52/LDR Default V4

Data Center 3/DC3-53/LDR Default P 4

Apply Changes *

a BEFEOXLL—UJL—RZERETSHICIE. “REZHERLIT g 20 vI L. BEIIELT
NN ZZEELFT,

(D) 2EL—9UL—FEHBRT B LETEERA
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Storage Grades "4

LDR Storage Grade Actions
Diata Center 1/DCA-S1/LDR IDefauIt ;I f
Data Center 1/DC1-S2/LDR h P 4
Data Center 1/DC1-53/LDR Default V4
Data Center 2/DC2-S1/LDR Default _?
Data Center 2/DC2-52/LDR. Default V4
Data Center 2/DC2-S3/LDR Default _?
Data Center 3/DC3-51/LDR Default V4
Data Center 3/DC3-S2/LDR Default _?
Data Center 3/DC3-S3/LDOR Default V4

Apply Changes .
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—— Make 2 Copies (2 sites, 1 pool)
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— Make 2 Copies (2 sites, 2 pools)

Site 1, Pool 1 Site 2, Pool 2
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BT BT A RCEICAML—=TF—ILICT Y MU ZEMLET, Z2BRBLTKLEETWVW C
DFIEZEITLET LRI OELIIEBELE T,

* ARL—=CIL—RHBER-DHZHEIF. 1 DO A MIEBRZANL—CJL—RZBCR M-V T—
WERERLBWTLEETWV, ZBBLTLKIESIWVW AL =T —)LOERICEET 24010 RS54 % RITR
LExd,

Flg
1. ILM * > * Storage pools * %3ERL £ 9

Storage Pools (R L —T =)L) R=IHARRIN, ERBFADIRTDIA L= TF—=)LHAU R+
TNET,

Storage Pools
Storage Pools
A storage pool is 8 logical group of Storage Nodes or Archive Nodes and is used in ILM rules fo determine where object data is sfored.

| 4 Create || # Edit || X Remove | | @ View Details

Name @ 11 Used Space € 11 Free Space @ It Total Capacity @ 11 ILM Usage @
* Al Storage Nodes 110 MB 10290 TB 102.80 TB Usedin 1 ILM rule

Displaying 1 storage pool.

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored

I_+ Create [ # Edit x .Remu-;e: C,IearE.';:-r;

No Cloud Storage Pools found.

JZBCIE PRATLT T AN EDRA =T =)Ly SRTLT T AL A FDIRTOYA L Z(E
FAI2IRNTDRAL—2 /=R BLUT TN MDA L= JL—RTHBZIRTDR L= )
—FHEFENE T,

All Storage Nodes X kL —2F— LI FiILWTF—2E 22—+ M EEBINY 2 7-UNCE
(D) BWCEHINELD. IML—LToOR FL—I7—LEBRT5C L RSN E
Ao

2 FHLWIA ML= =2 BT 3IC13. T Bl Z2BIRLE S

Create Storage Pool (X L —SF—ILDER) #4 7O Ry I ANKRRINET,
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for 2ach site.
« For erasure coding at three or more sites, click + to add each site to a single storage pool.
» Do not add mere than one storage grade for a single site.

Mame

Site — Choose One — v Storage Grade All Storage Modes L +
Viewing Storage Pool -
Site Name Archive Nodes Storage Nodes

3. A= F—ILO—BDOERIZAILFT,

ALADOvy—0—T«2J7AT7AIINEIMIL—ILZRET B ESITHAN LT VWERIZEAL T
T L

- [Site*] ROV TIHTY « UZEHDS'TDAML—=2 « F=LOYA FZBRLET
YA hEEIRTBE. RADIA ML =2/ —RET—AAT /- FOEHDBENICEFEINE T,

BRI CORXL=2TF=UCHTTAILED TTRTOYA b A b ZFERALBVTLLEZEIW, Al
Sites A AL —TF—ILZEAT B ILMIIL—ILTIE. 727 b ZEEOERRRELEY 1 MMIRET S
CET ATV MOEREZ L DD KHEITEX T, /. AllSites A L —IF— LK FILWLWY
TrDIAML—2/ —RZREICEALETH. CHIFBECED OIETIZBWVEEDHD £,

- AML=2JL—=RF* ROV TFREIVUIEDS. IIMIIL=ILTZDR ML= 7= )L 2 ERT 358
ERTEAML 2021 TZERLET,
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Create Storage Pool

= For replication and single-site erasure coding, create a storage pool for each site.
= For erasure coding at three or more sites, select + to add each site to a single storage pool.
= Do not select more than one storage grade for a single site.

Mame All 3 Sites for Erasure Coding

Site Data Center 1 v Storage Grade All Storage Modes v EI
Site Dafa Center 2 v Siorage Grade All Storage Modes v EI
Site Data Center 3 v Storage Grade All Storage Nodes v EI
Viewing Storage Pool - All 3 Sites for Erasure Coding

Site Name Archive Nodes Storage Nodes

Data Center 1 0 3

Data Center 2 0 3

Data Center 3 0 3

You are creating a multi-site storage pool, which should not be used for replication or single-site erasure coding.

cocs [ o
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FLOWR L =T =LA R MCEMENE T,

APL=UT7—ILOFElZRRLET

AbL=UT-IIOFlZRTLT. R L—2T—LOERAGARERSELIED. 85
NTWVW3E/—FPREL—=JTL—RZERLIEDTETET,

MEBLZHD
* ZfEHA L T Grid Manager (CH 11> LET HR—FEINTWLWS Web 7571,

*BEDT It AERNBETT,
FIE
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1. ILM * > * Storage pools * %3&RL £ ¢

Storage Pools (R L —T =)L) R=IHRREINET, COR—JICIF. EBBEHDIAL—TF
— DI RTRREINET,

Storage Pools

Storage Pools

A storage pool is a logical group of Storage Modes or Archive Nodes and is used in ILM rules to determine where object data is siored.

+ Crea!e| # Edit || % Remove i@ View Details |

Name & 11 Used Space @ 11 Free Space & 11 Total Capacity © 1T ILM Usage ©
e Al Storage Nodes 1.88 MB 230TB 28078 Used in 1 ILM rule
DC1 621.77 KB 932.42 GB 932.42 GB Used in 2 ILM rules
DC2 675.82 KB 932 .42 GB 932 42 GB Used in 2 ILM rules
DC3 578.95 KB 93242 GB 93242 GB Used in 1 ILM rule
All 3 Sites 1.88 MB 28078 28078 Used in 1 ILM rule and 1 EC profile
Archive — — — —

Displaying & storage pools.

Cloud Storage Pools

You can add Cloud Storage Fools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container
where objects will be stored.

| 4 Create || # Edit|| % Remove || Clear Error

No Cloud Storage Fools found.

CORICIF A=Y/ —FZ2GCEIA ML= T —LICETZROBEHERAIGENTVET,
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Storage Pool Details E—# JLHBARRENEF T,
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J—RIZDOVWTHEEEL £,
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4.

42

Storage Pool Details - DC1

Nodes Included ILM Usage

Mumber of Nodes: 3
Site - Storage Grade: DC1- All Storage Nodes

Node Name Site Name Used (o) @ 11
DC1-53 DC1 0.000%
DC1-52 DC1 0.000%
DC1-51 DCl 0.000%
Close

CORICIE. /—FTLICROBERNEHEINTVET,

© k%

A R

CEAES (%) I ARL—UJ/—ROBA. ATV T RIEAINTVZAFERAER A
—Z20#G. COBEICEATITI FART—RIFEENEE Ao
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THARIVD—IZEENEV1 DDIL—ILEWS 3 DD ILM L= )L TERINE T,



Storage Pool Details - DC1

Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM policy) use this storage pool

« 3 copies for Account(i1
= 2 copies for smaller objects

1 ILM rule that is not in the active ILM policy uses this storage pool.

If you want to remove this storage pool, you must delete or edit avery rule where it is used. Go to the ILM Rules page (3.

EC Profiles Using the Storage Pool

No Erasure Coding profiles use this storage pool.

C) ILM L= L TERIN TV X L —U T — LIFER TS £ Ao

ZOFITIE. Al3Sites ARNL—SF— IR A LAy —O—FT4 > 7O7 7L TERSNTUVE
To TEDA LA Y—A—FTa 07770 7274 THBRILMARIS—RD 12D ILM JL—)L
IC&>TERSINETD,

Storage Pool Details - All 3 Sites
Nodes Included ILM Usage

ILM Rules Using the Storage Pool

The following ILM rules in the active ILM policy (Example ILM palicy) use this storage pool.
« EC larger objects

If you want to remave this storage pool, you must delete or edit every rule where it is used. Go to the ILM Rules page (§

EC Profiles Using the Storage Pool

The following Erasure Coding profiles use this storage pool

Profile Mame Profile Status &
6 plus 3 Used in 1 ILM Rule

T

CD ALAPYy—0—FT4 7 7AT7 7ML TERAINTVE R L= F—LIFHIBRTE &
Ao

5. MEICIGLT. *ILMRules R—< * ICBEIL. A L= T —ILEFERTZIL—ILOEREEEEEZTV
9,
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Storage Pools

Storage Pools

A storage pool is a logical group of Storage Medes or Archive Nodes and is used in ILM rules fo determine where object data is stored.

+ Creaie || # Edit || % Remove | | & \iew Details

Name © 11 Used Space @ 11 Free Space & 11 Total Capacity & IT ILM Usage &
® Al Storage Nodes 1.10 MB 102.90 TB 102.90 TB Usedin 1 ILM rule

Displaying 1 storage pool.

| Cloud Storage Pools

ou can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or container where objects will
be stored.
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Create Cloud Storage Pool

Display Name © | S3Cloud Storage Pool
Provider Type @ = Amazons3 v
Bucket or Container @ = my-s3-bucket
Service Endpoint
Protocol @ HTTP ® HTTPS
Hostname 9
Port (optional) ©
URLStyle @ | Auto-Detect v
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Server Verification
Certificate Validation 9 Use operating system CA certificate
Cancel

* T AF—FREEEER L TVWAHEEIF. ABDO SSINTY bOT7IERF— D —ILy bT7IER
F—ZHRALTETET,

FIlig
1. T *Service Endpoint* | £ 3> T, XOEREADLET,

60



a IJSURIAML=UTF—LICERT B ESICFERATS 7O ILZERLEY,
T7AINEDOTORTILIEFHTTPS T,

b. VSTV RIAML—IT=ILDOY—NDKRIAMBEIFIPTRLRZANDLET,
Bl

s3-aws-region.amazonaws.com

@ INTY RRIFZED T —ILRICEDHHWVWTL TV, N7 v b4l T*Buckety 74 —JL
RZ7l& T Container*)] 7«4 —JILRICAHLET,

a BEIZBLT. 779 RRAML—=IF—IADEGRICERT S R—FEEBELE T,

FIAIEDR—F (HTTPS OE&IdR— bk 443 . HTTP OESIdR— bk 80) =FEAT3HES
. COT7a0s—ILRZEZEADEFFICLE T,

b. JSTURIML—=TF =Ny D URLFERZZBIRLE T,

T3y B!

R8RS RABRX MDD URL ZERALTNT Y MCTIERT %, REE
RRARERD URL IZIE. RX1>RO—EE LTNAT Y DS
FNEd (B : T+ nhttps://bucket-name.s3.company.com/key-
name+ 1 ) o

INZER NZEKXD URL ZERL TNy M7 7R LET. NZAER
D URL DFXEICIZ. T + https://s3.company.com/bucket-name/
key-name+ | MK SICNTw MEADEENE T,

X NAFRD URL IFEIEESNTWVWETD,

BEEH BESNIBRICEDOVWT., AT S URL X2 1)L BFRICHKE
HLEYT, fcexld. IPT7RLREIEET S L. StorageGRID
IEINZAFERD URL ZERL £, RT3 XZTILHALH S
BERICDH. CDF T arzmBERL TSV,

2 FEEE U a3y T USTURRAML=UT=IILIY RRA Y MIUBBREBFIDZ 1 T2 ERLE T,
FFar =HEA
T AF— Cloud Storage Pool /N7 MMZT7 IR BICIF. 77E2XF—1D
=LYy NTFOERAXF—DHKETT,

E# IARTDI—HAH Cloud Storage Pool N7y MZT VR TEF
Fo 79EAX—IDEI—TLY T IERX—IEFRETT,

61


https://bucket-name.s3.company.com/key-name+`
https://bucket-name.s3.company.com/key-name+`
https://s3.company.com/bucket-name/key-name+`
https://s3.company.com/bucket-name/key-name+`

FFay =EA

CAP ( C2S Access Portal ) C2S S3 ICOMAFRINE T, ICHEAFI C2SS3 ( VTTRARL
— =)L DOFREERDIETE,

3. VUL RAF—EFERLIIGEIF. ROBBZANLET,

A= SHiBA
Tt X¥— 1D NENTy CEFRBET27HO D712 XFX— 1D,
=Ly k7O F— BE[MIToNTVWEAY—I LYy 78R F—,

4. Server Verification 72> 3> T, 95T RIAML—STF—ILAD TLS G ADIIBRAE % RIF T 3 5E%
ERLED,

FFoay B
ARL=FTA VIV RATLDCA FRL—FTA VIO RATLICA VA =ILENTWSET 7L ED
ARAEZERALEY Grid CAGEFRE Z A L Tz REL 9,

HRAAR L CASIRRE%#FEHRT 3 H 2% L CASFFAZ%#{EHE 3 %, Select New * #3ERL. PEM CTIT
YOA—REINCAERZER 7y O—RLET,

FERRSZMEEL B2V TS 72TV TLS EfucER SN BERE RIS NEE A

5 [1#7F (Save) 1&EERLET,
DI RAMNL—=UF—ILERIFET S L. StorageGRID TIXRDUMEBHRITINE T,

CNTYRECH—EXRIVRRAVEDEEL. BELIEILT OOV ZFERLTENSICTIVERTE
BCEMELET,

T NTYREITSOURIAML=UTF=I)LELTHEMNTBEDIC. NTY MIR—H—T 71N ZEZTAHFE
To COT7AILIFHBRLABEWVWTL TV, [ x-ntap-sgws-cloud-pool-uuid | £ WS %BITTY,

VI RIAML—F—ILORBEEICKT D L. EDEBAZEH LI — X vE—IRRRFINET, &
ZIE EAEI S —HRELIIBER. BELINT Y FAFELRVEEREICI S REINE T,

62



@ Error

422 Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Pool. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

DFIEEEBBLTLKETVWISIRAML—T— IO ST a—FT4>00%201) w2y L. BB R
LTHHBE. 9T RIAML—=—UF—ILORGFEBERTLTLIETWL

C2SS3 | VSURIAML—UT—ILOFRIAEREIEELET

Commercial 72K H—EX (C2S) S3H—EXEIZTITRALL—=IF—)LEL
TERATBICIE. B5EX 1 & LT C2S Access Portal (CAP) %3RE L.
StorageGRID B C2S 7 AT > FAD S3 N7 MIT7 IR T B2 D—BEHNRI LT
DOV EBRTEZLSICTEIHELRHD £,

MEBRHD
*Amazon S3 VS RAML—STF— IO —ERIVRRAY CESOERBREZADLTEZT T,

* StorageGRID H* CAP ' —N\Hh'5—RNBRI LTI ILZBR T 3 7-OICERTS. C2S ThU Y kC
EIDYHTENTWVWBRRAE/ A T3 >DAPINTX—EEITRTEURELE URLHBETT,

=4 YN BRI G ( CA) 75\5%?? L7=tr—/NCA uﬁﬁﬁib\' ‘BT, StorageGRID (=N L‘o)nEﬁﬁi%ﬁ
AL T CAP H—NDO#RIEREMEL£d, U—/\ CAEBAZIE PEM T O— REFEARA L TV EZHED
HHFT,

* SZUITDINMERIARE (CA) BRITLIEISA 7Y NMIBENKRETY, StorageGRID (&. CDIRRE%
FERLTCAPH—NICHLTEEBZ®&ALET, V747 MEAEIFPEM I > O— Rz FEHL.
C2S 7HOY MADTIVEADHFATNTVWBIHELHD £,

* US4 T MIAED PEM TI Y O— R SNIMERIVETY,
* USAT Y NIREOWERNBES(LINTVIEEIE. BSELADNITL—IHRBETT,

Flig
1L *EREE1 20> a> T, [E8EERr 7] ROy 74U >H 5 *CAP (C2S Access Portal) %3&IRL £9,

CAP C2S DFREE7 + —IL RHRFEINZE T,
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Create Cloud Storage Pool

Display Mame

Provider Type

Bucket or Container

Service Endpoint

Protocol

Hostname

Port (optional)

URL Style

Authentication

Authentication Type

Temporary Credentials | (. o o 1 eame

URL

Server CA Certificate

Client Certificate

Client Private Key

€ | C25Cloud Storage Pool

9 Amazon 53 ¥

©

my-c2s-bucket

(2] HTTP ® HTTPS

© | s3-aws-region.amazonaws.com

(2] Auto-Detect v
(2] CAP (C2S Access Portal) v

Q
0 [

Client Private Key

Passphrase (optional)

Server Verification

Certificate Validation

o

0 Use operating system CA certificate =

Cancel




2. ROEHRZEANDLET,

a. [*Temporary Credentials URL] IC(&. StorageGRID H' CAP ' —N\H'5—RHNAEI LTV vILER
BIBDIERTIREHRURLZANLEFT, CHUIE. C2S TAHT Y MMIBIDHETENTWDS
MBEEVF T a>YDAPI XS A—ENRITRTEENE T,

b. Server CA Certificate* ICI&. * Select New* % i#IR L. StorageGRID ' CAP H—/NDIREEI_fERA T
5 PEM TIYO—RENECASEREZ7Yy S O—RLZEY,

C.*USAT7 > NERE* DHEIE. *HLL* Z&#RL. StorageGRID #' CAP H—NIZXW L TEHE %
AT BDICERATS PEM Ty O—RENEERREZ 7y O—RLE T,

d * US4 T7> bMERE* DFEIE. *FRBIR* 2 8RL. V517> MNEBEZED PEM TTYO—R
InrEE#RE 7y JO0—RFLEY,

MWERDESLINTUVSEEIE. EBROTERZERITILENDD LY, (PKCS#8 THES{LTN
ERETR—F TN TOLEEA) -

€. I3147 2 hOMERIESILINTUVEREIF. 77172 NOMBREESILTEDICOD/INIT
L—=XZANLET, ThUADZSIE. [ 751472 MBEXF—DNRTL—X* 1T —ILR%Z
ZEHOEXICLET,

3. Server Verification 27> 3 > T, XROBEHRZIEELF T,

a. T*ZFEREDREE* ] T. *HRELCAIBE=ZFERATS *1 ZFRLZF T,

b. Select New * Z:#RL. PEM TI>O—REN7i CASERREZ 7y 7O—RLET,
4. [1R1F (Save) (1 ZB|IRLF T,

ISORIAMNL—=T—=ILERET S . StorageGRID TIERDUMEBHRITINE T,

CNTYRCY—ERIVRRAYIHEEL. EBELILILT OO vILZERALTENSICTIERTE
BEEREELF T,

CTNTYREISTRIMNL=UF=ILE LTEANTRHIC. NTy MIR—HA—T 7ML Z2EFAAHF
To COT7AILITHIBRLAEWVWTL T, T x-ntap-sgws-cloud-pool-uuid | £ WS &BITY,

TIORIAML=CT—LOBEEICKRT B, EDEBHAZXRHLAIS — X vE—IRRRFENET, &
ZIE EERREI S —DRELIIHBE L. BELENT Y AEFELBVBEREICIS—HREINET T,

@ Error

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

Cloud Poaol test failed. Could not create or update Cloud Poaol. Error from endpoint: NoSuchBucket:
The specified bucket does not exist. status code: 404, request id: 4211567681, host id:

DODFIEZEZRBLTLKIEECWIIIRRANL—=T =IO STV a—T1 2020V v L. & ZFER
LTHB. V3T RIAML=IT—ILORGFZEERITLTILEEL,
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Azure | VSO RAML—=JF—)LORIIEREZIEELE T

Azure BLOB A L —CRHD I TR ML= F—ILEER T 2B E 13
StorageGRID B’ A4 72 =¥ b DI&RNICER T 3NV TFOT7ho Y e T7hoY
Fr—%IEETINENHD £7,

BERHD

CUSTURAML=UT=IIDEXRBHREASNDL. TANAA XA T LT I *Azure Blob Storage * | %
FEE L TH T T, Authentication Type 7 r —JL R I Shared Key* h"RinE N 7,

Create Cloud Storage Pool

Display Mame
Provider Type

Bucket or Container

Service Endpoint

LRt

Authentication

Authentication Type
Account Mame

Account Key

Server Venfication

Cerificate Validation

e

&

Azure Cloud Storage Pool

Azure Blob Storage v

My-azure-container

hitps: fimyaccount blob_core windows: net
Shared Key
Use operating system CA cerlificate v

3 3

CUTTURAML—=TF—ILIERENEBLOB X ML= T HFADT7 2 XIZEERT S Uniform
Resource Identifier (URI) Db >TW3,
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CAML=TFAIY DRI EY =Ly b E—FEHERELTEETET, NS5 DIEIF Azure portal % fEEF
LTHERTEET,

FE
1L T Y—EIIVRRAV ) €923V T I5TRRML—UT—ILICERTNS BLOB X kL —
AT FADT U XIFEAT 3 Uniform Resource Identifier (URI) ZAAL F T,
KOWTNHADERTIEELX Y,

o [+ https://host:port+" | EAFILET
o T+ http://host:port+” | C AL ET

R—=brZEELRVES. T7 4/ ETIEHTTPS URI ICIE7R— k 443 A, HTTP URI ICIFR— k 80 A
FARATNE T, *Azure BLOB X b L—222FF D URI OF *https://

myaccount.blob.core.windows.net
2. [*385E* (*Authentication*) £ 3> T. ROB\EHREADLET,

a. Account Name |C. ABH—EXOAVTFEFABEISBLOB A NL—JF7 AT bO&FIZEAILE
ER

b. T*AccountKey* | IZ. BLOB AL —ST7HIY DI —ULy bE—%ZANILET,

(D) Azure TV RRTY L OB, HEF—RIEERTELENBD ET.

S [H—/\REE* | EU> 3> T V53T RIAML—UTF—ILAD TLS #HicAERZ ORIEICER Y 54 7%
ZERLET,

T3> B!
ARL—=FT A VI RTFLDCA ARL—FTAVIRATLICAVAM=ILENTWS S )y K CAEE
SIRRZEEFERLEY BE*FERL TERERELE T,

HNRBZLCAGIBREZEATS  HRXXL CAGEEREZERTT %, Select New * Z3#RL. PEM TT
YA—RENEEREZ 7y 7O—-RLET,

FEEREZIREEL B WVWTK WY TLS HEfICER SN SRE RS NEE Ao

4. [1R17F (Save) (1 ZBIRLF T,
ISORIAMNL—=VT—ILERET S . StorageGRID TIERDUIBHRITINE T,

P AYFFL URIDHEL, HERLEILT YO vLEBALTT /A TES S L2 RIEL T,

CUSOURRAMNL=UT=IILELTHENTBEHICAVTHIIR—HD—T 7ML EEZTIAHFE T, CDT 7
TILISHIBR LABRWTL 2 E W, T x-ntap-sgws-cloud-pool-uuid | £ WS &BTTT,

TIORIAML=T—LOBEEICKRT 5. EDEBHAZXRHLAIS—XvE—IHWRRRFENET, &
ZIE EERREI S —PMRELIBE P, BELLAVTINEFELBVBEREICIS—HIREINET T,

DFIEZBBLTLKETVWISTURAML—CT—ILO RS TIIN a—FTa 0% 0w L. BB ZER
LTHB. 95T RIAML—SF—IILOREZBEEITLTLLIETL,
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https://host:port+`
http://host:port+`

IIORAML=DT—LZRELET

DIIORAML—UTF=IILZREL T, &Rl T—EXIVRARA2 M XRIEFDOM
DEFHEZEETETET, L. V5T RAML—=UTF—=ILD S3 NIy MFTIE
Azure AV T+ ZZEBITB_CIETEERE A
MERHD
* Z{EA L T Grid Manager ICH 1> 1>V LET HR—FENTWVWS Web 7Z U,
*REDT U RERNUETT,
cEERLTHETET VSURA ML=V T—I)LICET 2 EEEE,
FlE
1. ILM * > * Storage pools * %3&RL £ 9

Storage Pools (R L —2 =)L) R=IHRRENZF T, Cloud Storage Pools 7— 7 )LICId. BEFED
IS RAML=JT=ILHRRINZET,
Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

2 et

Pool Name URI Pool Type Container Used in ILM Rule Last Error
®* azure-endpeint hitps:/istoragegrid.blob.core windows.net azure azure-3 v

s3-endpoint hitps://s3.amazonaws.com s3 s3-1 '

Displaying 2 pools.

2 REITBIVIVRAML=ST=IIDITOHREZVEBERLES,
3. THiR&E ) ZFERLEY,

4 BEICHL T, R, T—EXIVRRAV M REEV LT Yo vl ERIFABEDRILEAEZEE
LETo

@ IJSORIAML=STF=ILFAONAERZA T, S3NT Yy b, Azure AV TFH%ZEEY
BLIETETERE Ao

DERNCY —NGERRE X730 247 2 MEAEZ 7 v 70— R LB EIE. REERPOIREZHET
B1HIC [REDEAZEZRT | ZBIRTEE I,

5. [1R7F (Save) |&EZEIRLET,

DZIRAMNL=—DT—IZ2FETDI . Ny b REEEOVTFEY—ERXI YRR Y MHEEL.
BELIEILTUIOVYILTENSIZTVEZATES Z EH StorageGRID (&K > THREESNE T,

IIIORAML=T—ILOBEENKRM T B 8. T5—Xyt—IUHREENET, e xid FSAET
S—HRELILBREIS—DHRESNET,

DOFIEZBRLTLKESVWISTIRA =T =IO ST a—Ta 2020y oL, &%
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BRLTH S, V5V RIAML—2T—LOREZBERITLTILE L,

2RI ML—=F =)L ZHIBR

ILM JL=ILTERINTH ST, ATz T —2DAEENTLVWEREWVWISTTRI ML
—F—I)LZHBRERTETZX T,

MEBHD
* ZfEHA L T Grid Manager ([CH 1 >1 > LEd HR—FENTWL3 Web 751,
*BEDT Ut RERNUETT,

*SINTY bELEAzure AV THICA Tz bHAFENTVWARVWI EZHRLET, V5TURI ML
—CT=IICF TV MHEFENTVBIFE. EDRX ML= TF—ILZHIRLES E TR ETS—HH
FLEF, ZBRLTIKLESVWISURIML =T =D ZTILoa—Ta 27,

VIO RRAML—=UT—=I)LZER S B &, StorageGRID /N7y b FlFaYTFHIC<—

@ A=—TF7ANEEZTIAH VFTRAML—=—UT=)LELTREIBILES, COT771ILIE
BIBRLABRWTL TV, HIBRT 27 71 ILDAFIIE [ x-ntap-sgws -ccloud-pool-uuid | T
ER

* T ZERLTVWERIEMDH S ILM IL—ILZHIFRL TE T T,

Fl&
1. ILM * > * Storage pools * %3&RL £ 9

Storage Pools (X kL —T =)L) R=IHBRRINET,
2 ML= TREFEASNTVWAEWISTRIMNL =S F—ILDSOAREZ U EFEIRLE T,

ILMJL=ILTERTNTWVWBE I TR ML= —ILIBHIRTE A T HIFR) R IFEMICHE
Orb\ij—o
Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the StorageGRID system. A Cloud Storage Pool defines how to access the external bucket or
container where objects will be stored.

Pool Name URI Pool Type Container Used in ILM Rule Last Error
* azure-endpoint https://storagegrid.blob core windows net azure azure-3 +
s3-endpoint https:/fs3.amazonaws.com s3 s3-1 4

Displaying 2 pools.

3. TrHIFR ZFRLZET,

BEROEENIRREINE T,
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A Warning

Remove Cloud Storage Pool

Are you sure you want to remove this Cloud Storage Poal: My Cloud Storage Pool?

e [ o

4. T*OKJ ZFERLZFT,

IO RARL=F—LHRIBRENE T,

IO RAML=2TF =D NS TN a—Ta4>T

I3V RIAL =T —ILOERK. fR&E. HIRKICTS - RELLEZSIF. A TOH
ZINSa—T« I FIEZHERL THE Z@RL T L,

IS—DREELEDESHZRELET

StorageGRID Tld. IRTDISITRAML—ST—IILOBEEFT v IEZ 1 DIC1EEFTLT. FTR
ARL=—SF— ST OERATERZE, BELUVT—IIDERBICHEEL TWR It 2BEELET, #eMF
v THEIMBHINZE, ARL—UTF—IR=—SDISTRIAML—JF—IILTF—TILOBIRIDITS —
WXy tE—UHRREINET,

RDOKIF BIVFTVRAPL—VT =L TREHSNIEEHFOIS - T7—DRELTHSDEREZRLT
W&,

Cloud Storage Pools

You can add Cloud Storage Pools to ILM rules to store objects outside of the SiorageGRID system. A Cloud Storage Pool defines how fo access the external bucket or container where objects will he stored.

Peal URI Pt Container Used in ILM Rule  Last Error
Name Type

Endpoint failure: DC2-51-106-147: Could not create or update Cloud Storage Pool. Error from endpoint: RequestError: send
. 53 10.96 106.142-13082 =3 53 v request failed caused by: Get hitps://10.96.106.142:18082/s3-targetbucket/x-ntap-sgws-cloud-pool-uuid: net/http: request
canceled while waiting for connection {Client. Timeout exceeded while awaiting headers)
& minutes ago
http:/ipboerkoe@10.
Azure 96.100.254:10000/d | azure | azure v
evstoreaccounti

Displaying 2 pocls

Ffe. BESPDURICHLWISTURIMNL—SF—ILOIS—HARELEZEHRBREUF T v I TRES

N3d3c., *VS9RIAMNL—ST—IIERIS—* 75— MM A—ChEFET, COT7S5—HMCEATBE

A= )LBREZELEESIF. ARL—2T—ILoR—2 (FILM*>* A RL—UF—)L * #238IR) ICEF

L. LastErrorF| OIS —Xwvt—C%ERL T UTFORS TN a—FTao >0 DHARSAVEBRBLT
<TETLY,

IS—DBRENIDESHZHELET

IS—DRERCBE>TVWIEBEZRLIES. T —DBREINIHAESHZHEEETET X, Cloud Storage
Pool R—=J T, IVRERAV MDA T3 VREU%ZERL. * Clear Error * Z#iRL £9, StorageGRID
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MOZORRAML—CT=IILDIS 20 )7 LIt 2RI BRAX v E—IHRTEINE T,

Error successfully cleared. This error might reappear if the underlying problem is not resolved.

FREHBES>TVWBRBEIBRINDZ L. T5—XvtE—JIFRRINELED FT, 12 L. IBRNLRREN
BESTNTUVWRWGEES (FRIFMOIS—HRERELEIFE) &, HPUARIC LastError FIC IS —X vt —
HRREINZE T,

IS5— . ZDUVTTRIAML=UF—LICIERFHALAVWI YT UYREENTULWET

VIO RIAML—=UTF =L ZERK. RE. FRISFHRLES TR L. COIS—HRETBIHFBENHD X
To COITT—IE. N7 w bFIFO>TFHIC T x-ntap-sgws-cloud-pool-uuid | Y—H—T 71 ILHEEN
TWLWT, BESINZ UUID A7 71 IILICBEWERICERELEX T,

BE. COIT—DRRINZDIE. FILWISTRI ML= TF—)LEER L TWLWT. StorageGRID D7)
DAVAZYANRTTICACY ST RA ML= =L EFERBLTVRBREDA T,

M ZEET3ICIE. XOFIEEZRITLET,

cHHBAROA—YHRIDITTVRANL ==L EERALTVWAEVWC EZEERLET,
* I x-ntap-sgws-cloud-pool-uuid 1 7 71 ILZHRLT. 5T RIAML—CF—ILOREEZEPDELTL
7230,

IS—UFURAML—CT I Z B ETBEHR TEELBATLI.e TV RRAVEDSDIS—TY

ISIORAML=ST— L EERERIIRBELLSETRE. COIT—HREETIHEIHDEFI, DT
S—l. ASHDESEIIERDOEIE HEET StorageGRID NI T T RXA L= F—JLICEZTAH AL
CZRLTVWET,

BIE ZEIETBICIF. TVRRAVEDSDIT—RAyt—2ZBRLET,

* I5—Xwyt—TIC Get URL_EOF: | BEFEFNTWVWBIHEIE. V5T RI ML= F—ILICERTN
TWBHT—EXIVRRA VD HTTPS ZR B 3V THELIENTy MIHTTP 7O %E
FRLTLWAVLWZ EZERLTLETL,

* T5—Xwt—2C T Get_url_:net/http: request canceled while waiting for connection' 1 D& XN TW3
BElE. ARL=2/—=RDBOSTRIAML—=—VF—LIERSNZ T —EXIVRRAVMNMITIER
TEBRLDICRY N T— U ZHRET DL ZHERL T I,

CZOMOTRTOIY RRAY FIFS— X yE—JIED0 T, ROVWThD. I HEROBEERL
TS L,

c JSURRML—UT-IILBICADLICRRICE CRRONS Y TF RcldNT v hefEp L T,
HLWISORIML—2OT—IILZBERELE T,

cUSIURIAML=UTF—ILRICHEELLIYTHELRBNT Y FRZEELT. FILWISTRI K
L—CT7—- L ZBERELET,

I5— . CANFAZEZMIFTETEHATL:

IIORAML=T— L2 ERETISREL LS TR E. COIS—DRETBZHEVHDET, COI
S—l3. V7TV R L =T —ILDORERICAT LIEEEAE Z StorageGRID HMET TEBRD o IFEICH
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ELFETS
fBIRE Z{EIET BICIE. 1EE L7 CASERREICRIED LW E S D 2R L 9

IZS—:ZDIDDIZTTRINL—=UT—IILBRDOMDFHATLE
VIO RRAML—C T ZREFLIFHIRLES TR L. COIT—HRETIHENHDET, COI
S—lF. ROVWITNHDEBHTIY RRA Y A 404 BB ZRLIEBEICEELE T,
CUTURAML=UT=ILIZERSINIEILT OO RILIC. N7y EDOFGARDIERDLH D £ A,
*UZUR e RAML—=Y - F=ILIZERAINS /N BT 'x-ntap-sgws -cloud-pool-uuid' ¥X—H— 77
TIFEEFNTLFREA
B8 ZBIET ICiE. ROFIEZ W DHEITLF T,

*RELET7I7ERF—ICEEMIONTVWE I —TFICHELRERNH 2 E 2HRLFT,
* MEBEERD D ZIL T vIIL AL TISIVRAML—OT—ILZRELETT,
* HERHELWSEIE. TR—MIBRVEHERTE L,

IS— U3V RAML—T—ILORBEZRRBTEELEATLI.e TYRRAYIHSDIS—TY

IO RIAML=UF=IILZHIBRLESETRE. COIS—DRETIBEDNHDET, COIT—IF. A
SH DFESFE - ISRERME D RET. StorageGRID IS TRAML—=JF =Ny bV T oY SR
AFENBWCCEZRLTWVWETY,

M #BETBICIE. TVRRAVIDSEDIST—XytE—C%2EELET,

I > — . Objects have already been placed in this bucket

IIORAML=UT— I ZBEIBRLESETEE. COIT—DRETIHFBENHDFT, ILMICEL > THEH
SNFcT—R. VSV RIAML—=JF—LOREMICNT Y MCBEBINTW T —& FIFIFTRFI L
L= 7= ILOERBICHDY —XICK > TNT Y MIEBESNc T 2D ENTVWE I I TR ML=
T—ILIZHIBRTE £ Ao

B ZEET BICIF. ROFIEZWS DOHERITLET,

C TOSORIAML—T=IUNATOz O MDZATH AT OFIEICE->T. TPV b%
StorageGRID ICRL £9,

CHBODFTT VD IMIZESDTITTVRIA ML= F—LICERBETNTUVWAW S E D EELIZEIE.
NTY D SFTIo b ZFETHIRLE D,

ILM 2 & > TREBSTHEMOBE 259 KR FL—IF— LBl 2TV bE
()  FHCHBRLBLT SV, FHTHIRLIA T UMb LT StorageGRID H'5 7
SEALESELTH, BMIRLIATI TS FRRDDD £ A

I5—1UFTURAML—UT—UCTIEALES LT, TAFSTHBIS—HRELELE
AbL=U/=REISTRANL=UT=)LICERT 58D S3 T RAR > bOBICIEEBR I b L —

D7OFVERELIHGEIC. COTS—HMEEITBHARENDDET, COTS—E ASBTOFH—N
MISORIML=CT=ILDIY RRA Y MIBETERVESICEELE T, L XIE. DNS H—/NAD
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RAMNGEBRTETRVGER. AZRy FT—J0ME NMFEET B35 HD £,
R ZBIES BICIE. ROFIEEZWVWLS DOHETLET,
c USORAML—=T—)L (FILM*>* A ML= =)L Y) OFREEEIELET,
c X2bL—=oFOF U —NOXYy NTD—UREXEELE T,
REEI154R
DSORAMNL=ST—= VAT MDA THA0)L

ALADvy—DA—Ta 77O 71 I ZRE

K3

ALASy—0—FT4 27707 71 IILEVERK

ALAPYy—OA—T4 27707 71N Z2{ERTBICIE. AL—2/—RZETR S
L= =L ZA LA y—0—T 1 VT AF—LICEERMTE T, COBEMIFICK
D, EENB3T—RTTITAXARNELUONI T TSITX MO E. BT ST XY
% ECICHEECE T 2D DRED £,

REBREHD

* Z{EH L T Grid Manager ([CHH 1 >1 > LET HR—rESNTWLW3 Web 751,
BEDT Ut RERNUETT,

CHAREADREITECAML—TF =), FRE3DULDY A M ZBC AL —F—ILZERLTE
TET. TA D 2DRITFOR ML =T =ILTRALADY—DA—T 1 VI RAX—L%ZFERATETFE
Ao

CDRRTICDOWVWT

ALASYy—0A—FT«4 > 7AT77AITERTZANL—F—)LICIE. B DY DFEF. £72133 D
UEEENTVWBRHRELRHD T, 1 FORERMZHERT BICIFE. ANL—=—UTF=)LICHA D ARCED
3DWMETT,

(D) ALLTY/mRFEBURPL-ST-LEERI SEBABOET. (LAY r—a=F<
S OF—ARBICT—NA T ) — REERT 3 LETE £ A

FIE
TLIM*>* A LA vy—0—FTo > *&=&RLET,

ALASYy—0A—FT4>7D7TAT7AIR=—ISHBRRINET,
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Erasure Coding Profiles @
An Erasure Coding profile determines how many data and parity fragments are created and where those fragments are stored

To create an Erasure Coding profile; select a storage pool and an erasure coding scheme. The storage pool must include Storage Nodes from exactly one site or from three or more sites. If you want to
provide site redundancy, the storage pool must include nodes from at least three sites.

To deactivate an Erasure Coding profile that vou no longer plan to use, first remove it from all ILM rules. Then, if the profile is still associated with object data, wait for those objecis to be moved to new
locations based on the new rules in the active ILM policy. Depending on the number of objects and the size of your StorageGRID system, it might take weeks or even months for the objects to be moved.

See Managing objects with information lifecycle management for important details.

+ Creale| # Rename | | @ Deaclivate

Profile  Status  Storage Pool Storage Nodes Sites  Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No Erasure Coding profiles found.

2. T*Create*] ZERL £,
EC 7O7 7 ILDERRZ A 7O Ry I ANKRREINET,
Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.
Profile Name & Mew Profile

Storage Pool @ 4

B ALASY—A—FTa 770771 ILO—ZED&FIZANLET,

LAY —0—FT > 707 7MIINRIF—BETHIVELRHD XTI, BEFEOTOT7 7IILDE&EIZE
B33, TOTOT7AIUDET VT TEINTVWTH, RIETS—HEELFT,

C) ILMIL=ILDEBFIET. 1 LAy —A—FTa > 7OQT771ILEGNRINL—F—=)L
ZIEBMEINET,

From day 365 store | forever v

Erasure Coding profile name

Type  erasure coded v Location | Adl 3 sites {6 pius 3} v Copies | 1 L |

Storage pool name

4 ZOALAPy—A—Ta4 7707 7AILBICER LR ML= F—ILEBIRLEF T,

Uy RICHA D1 DLDEWVEE. TTIAILEDRA L =T =)L, IRTDR L

@ —T)—=R, FEETIAINMFARTHZIIRTOYA b 2ZTECR ML= —)LIEE
HATEFEztHA. ChICED., 2 D2BDHY A FAEMENGEICAI LAY Yy—0—FT 1>
707 7AIDEMNCRZDEHSIENTEET,
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ZRL—ST—ILIcHA R 2 DRI EENTVBIES. ZOX ML —UT—ILEA L1
()  Ov—a—F IIERTBCLRTEER A 20091 FEBLAFL—UT—ILT
A LAY v— =1 VTR — LA ERATE £ A,

AbL=2TF=E8ERTBE. T—ILHDORA ML =2/ —REYA FOBICEDWVWT, EARTRELT L
AV ——T A VI AF—LDI)ADRRRINET,

Create EC Profile
You cannot change the selected scheme and storage pool after saving the profile.

Profile Mame & 6 plus 3

Storage Pool @ | All 3 Sites v |

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code © Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &
® 6+3 50% 3 ez
2+1 50% 1 Yes
442 50% 2 Yes

FRAREAZALASYy——T 4 VI AF—LICDVWTRDBEHRIARTINE T,

AL AT —A—T A= R * I ALAPY—A—TFT A VT XX —LDEHI, T—RT T XY
F+ XUTF4TSTXY POFRATERINE T,

c* ML =F=N=AYER (%) * ATz DT—RYAX2BE L. N)FT4 T35
XY MIRHEBEREMORA ML= ARL—=UF—N—AYR=NUFTo TSI DB T—
RIS X ~DBEE,

c* A=/ —FORERM* 1 ATV T —2OHAH LHHARARET. ERIFESINSD X
L=/ — RO,

° * Site Redundancy * [ BRLIA LAYy —O—FT 4 VI T A D1 DEONWTH AT o b
T—RDFHAHLDAENE SHERLET,

Y1 FORARICZEERT BICIE BRLIERA ML =T —LICEHOT 1 EHAZENTVT, COY
1 EBRERODNTHTRBEDI L =D/ — BB YA MIRESNTLWEIBERHDET, 1t
iE 63 DAL APy —O—T 1 VI XAF—LZ2FERLTY A FORRICZHERT 27DICIF. R
LIEER L =T =ILICHA B3 DUESENTVT, EFA MR ML=/ —RA3DULES
FNTVBIREDNHD T,

Xy —DIFRDBEICRTEINE T,
cBIRLICRA ML =T —LTRY A FOTTREDERINEEA. BRLIEXA ML - T-ILICER

NTWBTA b1 DRITDFEIF. RDX Yy E—IDRREINET, /—RZEENSFRET S5
Bl ML= TIDAL AP Yy——Ta >/ 7A7 7ML ZERTETFT,
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Scheme

Erasure Code & Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
- 2+1 50% 1 Mo

The selected storage pool and erasure coding scheme cannot protect object data from loss if a siteis lost

To provide site redundancy, the storage pool must have at least three sites.

CBIRLIEAML—=U =DM LAy —O0—T 1 VI RAFXF—LOBEHZ B L TVWEHA, 12X
IE. BIRLIEA ML= F=ILICEENTWBA YA A2 DFEITDGEIF. ROXyE—IHRRE
NET, 1Ly —O—TFTa V0 5FRALTATO I M TF—2%RETD5EIE. Y1 D1 D
7217, FHIF3DULEDRA ML= T—IL&BIRTZUERBHD £,

Scheme

Erasure Code & Storage Overhead (%) & Storage Node Redundancy @ Site Redundancy &

No erasure coding schemes are supported for the selected storage pool because it contains two sites. You must select a storage pool that
contains exactly one sife or a storage pool that contains at least three sites.

c JVy RICEFEFNZTA D1 DREIFT. TITFILEDA L =T =D ITRTDR L =2/ —
F. BT IS A R THEZIRTOYA b ZECRX L= TF =)L 2 BRI E,

Create EC Profile

You cannot change the selected scheme and storage pool after saving the profile.

Profile Name EC profile

Storage Pool All Storage Nodes v

3 Storage Modes across 1 site(s)

Scheme

Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy

No erasure coding schemes are available for the selected storage pool. The storage pool includes the All Sites site, so it cannot be used in an
Erasure Coding profile for a one-site grid.

CBIRLIEA LAY —OA—TFT A VIRF—LERNL=UF=IILDN BIOA LA y—O—T 4 >
TO770ILEEELTVED,




Create EC Profile
You cannof change the selected scheme and storage pool after saving the profile.
Profile Mame & 2 plus 1 for three sites|

Storage Pool @ All 3 Sites v

9 Storage Nodes across 3 site(s)

Scheme
Erasure Code € Storage Overhead (%) @ Storage Node Redundancy @ Site Redundancy &
6+3 50% 3 Yes
L] 2+1 50% 1 Yes
442 50% 2 Yes

The selected storage pool and erasure coding scheme overiap an existing Erasure Coding profile. Use caution if you apply this new profile‘fo
objects already protected by the other profile. When a new profile is applied to existing erasure-coded objects, entirely new erasure-coded
fragments are created, which might cause resource issues.

COBITIE. DAL AP Yy—0—T > 7OT 7T 241 AF—LZFERLTED, 07O
T7AINDARL—=F—=ILTHAIZSites A L= TF—ILOVWT A DY A FZERLTWVWST:
. EEXvE-—INRRINZET,

COFLWTOT77AMIEERT A CIETEEREHAD. ILMARU S —TFOT7 71 ILOFERZHEBT 3
BIE+DICEETRIHERHDE T, COFLLWIOT7AILEMOTOT 71 ILTI TICRESATL
BEEOALASYy—A—FT 4> JA TV MIBET S L. StorageGRID ICK > TERICH L WA
TOTORITIIXA DY FHMERSNE T, BIFED 241 757 X MIBRFAINGEL, 1LY
v—A—T A VI AF—LDEILTH>TH. B2 LAPYy—A—T > 7077 ILh 55070
T7AIICRETIRE. VDY —XOBEDIRETZEEEELHD £,

BB ADy—0—T 1 VI RAF—LHBRFRENZHEIF. AT XAF—L%Z 1 D&ERLET,

EDA LAYy —A—FT a4 VI RE—LEFRTINERDBICHI->TIE. 74—ILERLSVX UN
FA4 2T X FOBHRZWVNEET L RDB) LBEICKBRBERRYNT—I RS T0v Y (FS5TX LD
BHZWEERY NT—O ST v IBIBINTE) ODNSURZERTINELRHD £, Tz
442 L B3 DEB LD DRF—LEZBIGE. N) T ZEBPLTIA—ILb LTV R EARLETEZH
EWHB5EIE6+3 DRAF—L%EERLET, /—REBERORY NIV —JFEHAEXHIRT37-0ICF% Y
FO—=20 )Y —=XHFIRINTVWBRETIE. 442 DXAF—L%EFERLET,

6. [177Z (Save) |%&FIRLET,
ALATYy—0A—FT« 7 7O7 71 IILDOLEZ2ZEET S

ALASYy—A—FTa > 7O77MIILO&REIZZEELT. 7OT771ILOARBZ LD
BBREICT RN TEFE T,

MERHD
* ZfEHA L T Grid Manager (CH 1 >1 > LEd HR—FENTWLWS Web 7571,
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s BEDT U XIERNUBETT,
FIE
LILM*>* A LAy —OA—FTa4 2T *=FERLFT,

ALADYy—OA—T427D7AT7AINR=IHRRINE T, [BHAIDEE* (Rename*) HKREY
¥ [IEEBNML * (Deactivate *) ]7RE > OEAHDER

[ Creste]| 7 Retame || © Descovate |
k |

Profile-. | Status "é-t_.oragt;. Pool | Storage Nodes Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
' | DC1 2-1 DC1 3 1 2+1 50 1 No
Dc2 2-1 Dcz2 3 1 2+1 50 1 Na
DC3 241 DC3 3 1 2+1 50 1 Nao
®  Allsites 6-3 Deactivated All 3 Sites 9 3 G+3 50 3 Yes

2 ZEEEBEIZIOT 7ML EBIRLET,
[ZAIDZEE * (Rename*) 1Hh&> & [FEEE* (Deactivate *) 1KREHER
3 [BBIDEE | Z#ERLET,

EC 707 7 LOBAEERA 7OT Ry I ADBKRREINE T,

Rename EC Profile

Profife Name EC DC3

=1

4 AL APy —0—FT«4 7707 71ILO—BDL&EIZEANLF T,

LM IL=ILDEEFIET. 1Ly —A—Ta I 7AT771ILEADHRRA ML= F—)LAICEMSNE
ER

Fromday | 365 store  forever v

Erasure Coding profile name

Type erasure coded v Location All 3 sites (B plus. 3} v Copies 1 L . X

Storage pool hame

LAYy —O—F« VI TOT 7 AN RIE—BTHBRENBD 7T, BEOTOT 7
() 1LozEEERTsL. 2OTATFTADET ST« TELINTNTH, BRET5—
HRELET.

5. [1R7F (Save) [%=#EIRLET,
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AL ADYy—a—Ta>07A7 7N =T 071 TILET

FRITZIFEN G B oTALAPy—O—T>J7O7 7). F7OT7AILH
WELZD LM IL—ILTHERSThTWAVWTOT 71ILE ET7 771 TILTEFT,

REBREHD
* ZfEH L T Grid Manager ([CH 1 >1 > LET HR—FESNTWL3 Web 751,
BEDT Ut RERNUETT,

LAYy —OA— T I N T—2EENRE -ILERFELEFIENRITPR TRV ZERALTE S
F9. WINHODUEBORITHRICA LA Yy—A—FTa 2077771V EET7IT1TLESETS
E. I7—XAvt—IUhRENET,

CDRRAIICDWT

AADYy—0—FTo 77O 74NN %ET7IT4THLTH, 7OT7AINLEA LA vy—0—F 1V
DFOAT7AINR=JICRIRINEFTH. AT—X XIS * deactivated* ICHRD £,

Profile Status Storage Pool Storage Modes  Sites Erasure Code Storage Overhead (%) Storage Node Redundancy Site Redundancy
DCc1 2-1 Dc 3 1 241 50 1 No
Dc22-1 pec2 3 1 2+1 50 1 No
DC3 2-1 DC3 3 1 2+1 50 1 Mo
* Al sites 6-3 | Deactivated All3 Sites g 3 6+3 50 3 Yes

70T ENIALADYy—O—TFT x> 7O7 71 IIISERTELRLLABD XY, 771 TLLT
ZO770I)LIE LML= )L OREFIEOERFFICRRINEEA. IE7I T TLLEFOT 71 ILISE
77_’( 71[3—(%%-@:&0

StorageGRID Tld. XOWITNMIZETIBE/IEAN LAYy —OA—FT4 >0 AT 7N EZkTIOT17
ETEEHEA

CALAPYy—O—To 77O 7AIILIEHRE LM IL—IILTERAINTUVET,

CILM L= TIEA LAYy —O—Ta 27 7OQ7 71 IIHDMERINARLLADELEED. 7OT771ILDF
T RT—=RENDTA4DITZIAY MIFREEFEELE D,

FIE
LILM*>* A LA vy—O—FTa 2T *&#FERLF T,

ALAPYy—A—Ta427DTAT7AINR=IHRREINET, [BEIDEE* (Rename*) | HKREY
¥ [IEEENML * (Deactivate *) ] 7RE > OEADER

2. 7= 2*HEHRLT. T7IT14TUTB3ALADv—OA—T4>J7OT7AILDIM IL—ILT
FERThTLWAWVWC EZRERLET,

ILMIIL=ILTERAINTWB A LA y—O—FT0 >0 7O7 7AIILISET VT4 TILTET XA CD
BITIE. DPBRCEH1DDIMIL=ILT*2 1EC FOT 7L * BMEAINTULE T,
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# Rename || @ Deaclivate

Profile Status Storage Pool Storage Nodes Sites Erasure Code Storage Overhead (%)  Storage Node Redundancy Site Redund
' 2_1EC Profile Used In ILM Rule DCA 3 1 241 50 1 No
O Site 1 EC Profile Deactivated DC1 3 1 2+1 50 1 No

3. 707 7AID ILM IL—ILTHERINTUVBIHFEIE. ROFIEZETLET.

80

Name Used In Active Policy Used In Proposed Policy
.\ | 2 copy replication for smaller objects +
® Three site EC for larger objects g

a. [* ILM*>* Rules] #:#RL £95
b. RIRINTWBIL—=ITLIZ. AT aVvREVEFERL. ®EKERREL T 7971 71Le3

MLAD2vy—0—T«>J7AT77AIDIL—ILTHERINTVBEHLESHZHBTL 7,

ZDOHITIE. T34+~ ECforlarger objects | JL—JLT. T*All3Sites*] WS XrL—TF—
L Trallsites64+3* A LAy —O—Ta 2770770 ZFALTVWET, 1Ly —10
— T4 7aT7 7AIIIROTA IV TRENET,

ILM Rules

Infermation lifecycle management {ILM) rules determine how and where object data is stored over fime. Every chbject ingested into StorageGRID is evaluated againsithe ILM rules that make up the aclive
ILM policy Use this page to manage and view LM rules. You cannot edit or remove an ILM rule that is used by an active or proposed ILM palicy

|+ Create |ﬁ Clone || # Edit || % Remove

) Make 2 Copies

Three site EC for larger objects

Description: 6-3 erasure coding at 3 sites for objects larger than 200 KB
Ingest Behavior: Balancad
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

System Meiadata Object Size (MEB) greater than 0.2

Retention Diagram:

Trigger Day 0

aETITATNTBALATYy—A—T 47707 71I)L%Z M IL—ILHMERL TULWRIHEIE. £
DIL=IDBT I T4 TRIM RIS —E RS T RIS —DEE5THERATNTVS D ZHEEEL X
ER

COBITIE. TOTATRILM RS —TRBEF TP I b JL—ILAD *3 ¥+ ~ EC HMERAT
NTVWEY,

b. A LAY Yy—O—FT 4> 707 71 IILOFERBFAICESVWT, RICEEHINT-EMOFIEZERITL
x99,



7O7 7L CTERSN
TWEIH?

ILM JL=ILTIXERINEEA
ILM R —TERINZ

D7EWILM JL—IL

TOT4 7% ILM AR 2 —I(I3]
ZIFEN TV ILMJL—)L

TO77ANEHRT I T+ TILT BHICETTS
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Deactivate EC Profile

Are you sure you want to deactivate the profile "All sites 6-3'7

StorageGRID will confirm that the profile is safe to remove (not used in any ILM rules and no
longer associated with any object data). After this profile is deactivated, you can no longer use it.
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Regions (optional and 53 only)

Define any regions you want to use for the Location Constraint advanced filter in ILM rules. Then, use these exact names when
creating 33 buckets. (Region names are case sensitive.)

Region 1 us-east-1 (required)

Region 2 us-west-1 + X
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@ Error

422 Unprocessable Entity

Regions cannot be deleted if they are used by the active or the proposed ILM policy. In use:

us-test-3.
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ILM Rules

Information lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into StorageGRID is evaluated against the ILM ruies that make up the active ILM policy. Use this page to manage and view ILM rules. You
it edit or remove an ILM rule that is used by an active or proposed ILM policy.

W Clone || # Edt || % Remove

Name Used In Active Policy Used In Proposed Policy
* Make 2 Coples L

Make 2 Copies

Ingest Behavior: Dual commit
Reference Time: Ingest Time
Filtering Criteria: Retention Diagram:
Matches all objects. Dayo
s O —
)
uratio Farever

StorageGRID A7 AT/ A—NILE SI ATz bOAY IREHNBEMCE>TWVS
(D B8 IML—AR—SOARZDLERDET, HIUF—FILICIE " LTINS %
N BRLIL—ILOFERICIE * 2 T —ILFHEENE T,

2. T*Create*] ZEIRLEJ,

Create ILM Rule 7« #'— R ® Step 1 ( Define Basics) B"ERRENEF T, BEROERR—CEFHL
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Create ILM Rule step 1 of 3: Define Basics

MName
Description

Tenant Accounts (optional}

Bucket Name matches all v | Value

/ Advanced filtering. . (0 defined)

Fg
1T [F&E Y 74—ILERIC. L—ILO—ED&ETEANLET,

1~64 XFTIEET DIHEHLHD X7,
2. RBEICIHLCT IL—IILORBWEIE # “HE* J4—I)LRICAAILE S,

HEDSHALPTUVLSIC, IL—ILOBWPHEZIEEL TS KTEL,

Mame Make 3 Copies

Diescription Save 1 copy at 3 sites for 1 year. Then, save EC copy farever
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BEBTAIINREZRELBWVEEIF. BRI IINFI—HTEZ2IRTOA T FZRE JL—ILISEN
LET,

COL—LTALALy—0—FT ¢ >/ AC—2ERT 35AI1E. BER T« J)LE [ *Object Size (MB

) *1 ZBML. [*greaterthan1* 1 ICREL XS, YA XTI E2ZEETDI . IMBUTDOAT
STV MEIALASY—O—T T IhFEEA
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ALAPy—0A—FT 4T3 IMB%ZBRZZ2AT I MIELTWET, 200KB FKimdD A
T MMM LA Yy—0—FT o002 FALBVWTLLEEETV, 1L y—0—F
A VT EINTIEBITNES BRI SITA N EZBIEBTEZA—N—AY RIFREELFHA-

6. T*RA* | ZZBRLETS

ATy 72 (BEZER) HERRINET,

REEIER
LM JL—ILElE
*ILMIL=IITEBER 7« IIL2EFERLEYT

*ATFwF2/3 . MBBEEZEEETS

ILM L= TRELR T« ILEZ2ERALEY

BERITAINAZFERATIE. XZT—RBESVWTHEDA T2V MIOABERAT
BIMIIL=IL 2B TEEX T, L—ILICRLTRER T 1 IILEZRET SICIE. BE
BART—HDEA T2FERL. BEFEERL T XX T —XEZEELET. &7
PV rHFHEIND L. BEBRTAIINRI—HITEIAZT—RZFCHA T MC
D& ILM IL—IILHSBREINE T,

RDORIC. BEBRTAIITHEETEBIAIT—2I1 T, ERATDOXRET—RIMEATETZREF. &
URBESNBEIXET—2EZRLE T,

ARF—REAT PR— FENBREF  AZF—LE

MOAHEE (X120 AL F TV RHERDAEN A,

) i
ZHLTH%Diﬁ CEIFHFLOWILMARU S —%T7 U571 7T BHRIC

UV —ZOBELRE LBV ESIC. BEOST

C & DT STU R OBENEVESIE. L—ILTRDAHE
e BOBERT « LREFAT 5 LN TEET,
DROEUF TS BHEOF TV T D RBBICBH NGV ES
c BRDBEELDH AT ICT3HIC. FLLWRUS—HDERINSD S

. FEDRBEDHRCABBZLSICDAHRE%Z
* BWIRDEULETHS BELET,
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ART =221
F—ZRLEY

BT ZER (1
2O

ISFROEKY (S3 D)

Y R—bEINBZEREF
cHEFELV

*HREILCTREHD FE
A

cAEENET
CICIRESDETA
C ATERED ET

* TIREBZHDTIEH
DEEA

* NRDIETHED S

* TRLBZZCREHD
FtEA

* HFELL

* HELCTRERSHD EE
A

* KD/hTL

* BROEUTTY

* HRDELDKREL
* DRDIBEUETH S
*HEFEELET

c BEELEEA

cHEFELV

*HREILCTREHD FE
A

AR T —41E

—RBDSIFLESWit TV I FF—DINRTE
feold—3aB,

TEAIE X TRDBF T VLY M E—BSED
‘test-object/ TRIAL7cN T B LA TEET

FIT U MOBRBICRAEINT: GRAESN
feo FRFFRRINTG) BES

*F BRI AREEZRER T ILFZE LTE
B9 3mald. S3 N7y hElE Swit A>T
TICH L TER 7 7t AKBOEHZBMICT S
BEDRBHD ET,

ILM JL—I)L CRE7 IV AEEEZEALET

S3 Ny hHMERR SNz —P 3>, Rndhdl
—Ja VR EEHETBICIE. *ilm*>* Regions * = 1#
BL%EY,.

* 7 us-east-1 DfBlF. us-east-1J—I 3> T
E NN TYy FROA TS o . LUV
—J I VhEESNTVWEWVLWNAT Y NRDA TS
17 l\‘:_tybij_o

)= 3 %BE (A T3>, S3DH)
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ART =221

IS4 (
MB )

A—HPART—%

90

Y R—bEINBZEREF
cHEFELV

*HARDEEFELLE
L)

* kDhphEn

* DRDENUTTY

* HRDELDODKREV
* HROEULETH S

*HFENET

* DRDIETHKDS
*HFLV
*HEELET
CCldEEHFEEA

* TROBZZCIEHD
FtEA

*HREILCTRSHD FE
A

I IFELZEA

* TIREBZHDTIEH
DEEA

*MTWEDFT

AR T —41E
72z DY X (MB Efi) ,

ALAPy—0A—FT14>JIEIMB%ZBR3AT T
JRCELTWET, 200KB K@D A T2 T kIC
LA y—0—TFT >0 %= FERALEVWTLIEE
Wo ILASYy—O—FT 0 VI NIEBITNETR
TSOANEBBITZA—N—A"YRIIRELE
Ao

X AMBXRBOATS TV MFAITIqILAR
D>J93ICid. 10E&EBEZAALET. 757
HORAFeOT7r—ILOEREICK > T, M=
LTEVARFRIIHIIEFERTINEND S
HESHHFIEIENE T,

*—X{EDRT, *User Metadata Name * [dF—.
* User Metadata Value * |3fET .

=& 213 'color=blue' DA —4 « XZF—R%&FHF DA
Tz b2T740)LR) 2T T 3BICIE color' % User
Metadata Name C 'color' Z3EE L ' ZBEFIC
'equal' Z387E L 'User Metadata Value (C (& 'blue' %=
BELET

*F P A-YAXET—EBTIRANF LNIXFIF
XKRETNhEEAD ETIRAXF ENXXFH XA
SNET,



XET—221F YR—bENBERT XET—41E

ATz U 2T (S3 *HEENET F—CEDRT, *HA TSIV ERTH* FF—. *
M IHMET T
D)  RROETEDE AT RIE IFETY
s BREEL L) BIZIE. ATz RIH image=True | TH
. ATz ZTaNR)TTBITIE. T
HEELEY Image 1 % [ * Object Tag Name * | IC. [ equals

CICIEEESHEEA 1 ZEBFIC. TTrue s %Z T * Object Tag Value *
1 ICEELEY,
* THRHZZLIEHD

FtA CE ATV NRIREFA TSI R IE
. FOE 1S Tl AXFENXFHXAEINEST, chHED
PRLTEBOZY  mar X700 McHLTEBSALESD

ICIEREICATI T B2RBDHD X,
*RBEELIEA

* TI|EBHDTIEH
DEEA

* NTWEDFT

BHDOART—28 1 TEEZEET S

BERITAIINFEEERTDIBERIE. EHDOIZATDOARZT—REEBDART—REEZIRETITET, X
I B XD 10~100MB DA T 14 M—HT B —ILEBFET BICIE. * Object Size * X R F—R A
TEEIRL. 2 DDA T—2EZIEELE T,

* BIIDART—HAETIOMBULEDA TP U b =IEELE T,
c2FBBDARXT—R{ET 100MBUATDOA TSI hEIBELE T,

Advanced Filtering

Use advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (33 only). When objects are evaluated, the rule is applied ifthe object's metadata matches the criteria in the advanced filter.

Objects between 10 and 100 MB

Matches all of the following metadata:

Object Size (MB) j greater than or equals j 10 :I
Object Size (MB) j less than or equals j 100 — + %

[+] %
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BHROI>V N EFERATZ . BETZA TV M2 ERICHEITEE I, ROFITIE. camera_type
A—HXRZFT—2DEHD Brand A £/l BrandBDIRIBE ATV bZIL—ILLET, #=7EL. JL—IT
l&. 1OMB KD/NEWVWBrandB DA T 0 FDADIRIE cNEd,

Advanced Filtering

Lse advanced filtering if you want a rule to apply only to specific objects. You can filter objects based on their system metadata, user metadata, or
objecttags (53 only). When objects are evaluated, the rule is applied if the object's metadata matches the criteria in the advanced filter.

Multiple filters

Matches all of the following metadata:

User Metadata j camera_type equals j Brand A L

+ x|

Or matches all of the following metadata:

User Metadata j camera_type equals j Brand B n
Object Size (MB) j less than or equals j 10 [+ %
+ %

2FvT2]3 . EBEEETS

Create ILMRule V4 ¥—RDX7v 72 (EE%ZERE) Tld. 7T bZBIANT
PHE. A—D21 7 (LFV— b3 A LA vy—O—FT0>F) . 1&N%
. &0 IE—DHZRET SHEFIEXERZRTIT X,

CDRAIICDWT

ILMIL—JLICIE 1 DU EDREFIEZZHZ CEHTEXT, RREFIERE I—EHETY. #ROFIR
AT 25813 BENERLTVT, DA< eH 1 DOFIEN 0 HEICHIBEIN TLWIREDHD &

BREOZAT7OIE-ZER T 355, BEFRICH 4 DGMAZERAY 35513, SEEFIRICERDITZE
M3 eNTEEY,
COIMIIL=ILDFITIE. RO 1 FEBICLTVr—bIE—Z 2 DELE T, EIE—IF. AL DT

PO ML= F—ILICRESNE T, 1 FE& 211 DAL AP vy—O—T >JaAE—IEREN. 1D
DY A MIDHRFEINET,
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Create ILM Rule step 2 of 3: Define Placemerits

Configure placement instructions to specify how you want chjects matched by this rule to be stored,

Example rule
Two copies for one year, then EC forever

Reference Time Ingest Time v

Placements @ 11 Sort by start day

Fromday | 0 store | for v o365 days

Type | replicated v Location | Add Pool Copies | 2 El_il

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more

information.

From day 365 store | forever v | m

Type | erasure coded v Location | DC1(2plus 1) « Copies | 1 + £|
Retention Diagram @ T Refresh
Trigger Day 0 Year 1
A S I
e 5
2 lus 1) |
(2plus ) s .
Duration 1 years Forawver

FIE
1. [* BZEBFR *  (* Reference Time *) ] C. ECEFIBORBREOHEICER T 3RBO X1 T%&ERL
F9,

FFoayv Bz
EY D 5A & B FTT U FHED A EFNT-KRFE,

=& 77 Ut ZE5E FI7T U MPRBICTRAEINTE GBS NT-. £FRRETN
T':) E%FEﬁo

X IDFATIIaVEFERTBICIE. S3I NIk FFIF Swift
AVTHICHTEIRET IV AR OB BEMICR > TLWBI4
ERAHBDFEFT, ZBBLTLKETVILM IIL—ILTER T 7 2B
MZERLEY,
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FFay AR
T C A < 78 o T HLOUN=3 UHARDRAENTEHN -2 a VB2 1c e RER

T 3T bN=2 3 VHEIHTH B > 1K,

O REFTRVREREIIE. N=2a EENEMBNT Y FAD
S3ATT TV MIDABRINE T,

CDATavEFERTIE. BRFITAVWA TSI MN—-U3 2%
TaNWBZVYITFTEHIET N=2aYyEEBFITIZT I MILEZR
L= ADHEBZERTETET, 2BRBLTZETWVWHI4 ¢ S3N
—CaVEBATSII D IMIIL—ILERY > —,

I —HERDIEREHE IA—HERD AR T — X TEE SN,

®

ERIL—IIL 2R T 235513 * DAHKERE * 22 IRT 3BEDHD XY,

2. [E¢E& (Plations]) £ 3> T. RYIDEBDOFRMBFE CERZEIRLET,

TERIE BADEDA T TV b ERINT BIBPAZIEE TS A TT XY (365 HDIFEIZ 0 B ")y
B<EH1DODOFIEIZ0 BELSHIBT 2HEDHD T,

3. LAV r—hraE—%1ER T 35813 XROFIEEERTLET,
aprRa471raQy 4o ) X D5, [*Replicated-] Z:EIRL £9,
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b. [*

ERS

BAR*] J4—JILRT, BMIBA L= F=)LTIC [*T—ILODEM*] ZFRLE

* AML=U =L 1 DULMMEE LABWES. StorageGRID (&1 DDA Tz bDL ) —

RIAE—%Z2FEEDILL =/ —RICADEIFBNTEE T, JUYRICANL—=/—KA3
D2HZBEIE. AE—HELTA4xERIZ . EX L=/ —RICOAE—H 129D, A5t
3DFEIFER S NE T,

@ ILM placement unAchievable * 75— kDU A—3N. ILM IL—ILZ=ZL2IER
TEARD > ERLET,

*BBOA LU T ZEET B%EIE. RORUTEREL TSIV, *

BT AL U T -IEEDBHZLLTBHIERETERE A

*AE—DOEDZA ML =T —IILOBEBELCHBEIE. #7200 OO —D1 DFDOER ML
— VT ILICERENE T,

* JE—DEDZA L= T =ILOEE D DHRVFERIE. BXDIAAYT A ~MI1DD I —H &R
SN, FBOOAE—DT—ILEDT « RIVEREDNS > R Z2HMFFT B7DICHHINE T,
BEFIC. LDOYA FHA TPz FOOE—ZEBEIETETHWVELSICLET,

* ARL=UTF—UAEELTVWS (ACLA ML=/ —RZEBATWS) BEIF #7010
FOITARTOOE—HD1 D2DTA MIDAMRESNBZAEMELABHD XTI, DD, 774/
k@ All Storage Nodes R hL—2F—JLERIDR ML =TI F—LIFEEELABVWTL S,



Placements © 1t Sort by start day

From day ] store | forever v m

Type replicated v Location ||DC1 || Al storage Nodes | Add Foal Copies | 2 + | x

Specifying multiple siorage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

C. R Y 5 IE—DHEZERLE I,

JE—HZ1ICEBETRE. EEIRTINE T, HHHEICLTUr—baE—% 1 DLHERL
BUOILM IL—ILIZIE. T—=2DKERNICRDON S VX IDBBD ET, 2BRL T LTV > >J)L]
E—LFUr—>a>zERLAB0ER,

Placements © 11 Sort by start day
Fromday | 0 store | forever v m
Type | replicated v Location || Data Center 1 Add Pool Copies | 1 Temporary location  — Optional - v -+

An ILM rule that creates only one replicated copy for any time period puts data at risk of permanent loss. View additional details.

oD RV %ZEETBICIE. ROWVWTNHDRIEZITLE T,

BB -HEBPLE T,

* IIREBETAOAVZERLET 4 HHEPISEMOIE—ZERL X T, XIS, O ML—2
T—=IEFRLEISTVRIAMNL =V T—ILEBIRLE T,

I * Replicated * | Tl&Z <. [ *erasure Coded* | Z#ERLFXT, CDIL—ILTITRTOHIH
ICR L TEBOIE—ZERT B LD I TICEREINTLBRIHEEIE. COBESFZERLTHEL

Et Ao
d XbL=U7—=)bz 1 DLMMEEL TVWARWESIE. T —BRABA 1 70 —ILFIFEFEL TL
12T L%

@ —BNRIGAIELESh, SBDV ) —XTHIBRENBFETI. 2BRLTILLETL
—BNBIBRRE L TR ML =TI 2T 3 (BL) o

4 MLAPy—a—T1 7/ IE—=EHT 35513 ROFIEZEITLE T,

a[*ZA4F* (*Type*) 1 RAYVTEIVURDBS[* A LA y—O—FT 1 >F * (*erasure
Coded *) ] Z#EiR

JE—DEN 1 ICEDD £Y, 200KBUATOA TPV b BRI EIEELRT A IILEIDIL—ILICEF
NTVWEWERIRESIRREINE T,

Erasure coding is best suited for objects greater than 1 MB. Do not use erasure coding for objects that are 200 KB or smaller. Select Back to return to Step 1. Then,
use Advanced filtering to set the Object Size (MB) filter to any value greater than 0.2.

ALYy ——FT4>FTIFIMBZBZZF 7TV MIBELTWE T, 200KB ki

@ DATSTIMIEZA LA Yy—OA—T 4 0B FERLABEVWTLLIET WL, 1LY v—
OA—FT a4 VI SNFEBITNES BRI SITA Y M =BBITIA—N—AY RIFEELFE
Ao
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b. #T2 U A XDESHRTINHBER. "R 1 ZFERLTFIE1ICRDET. X
IS T"BERTqILRIYT ) ZFRL. #7004 X (MB) J 74LR%Z024&D
AREWMEICRELE T,

C. MBI EIRL X9

ALAPy—0—FT 4 >J AE—DORRMGFRICIZ. A PL—2T—=ILEEA LA y—0—FT 0>
a7 7AIILaRIT TCEENE T,

From day 365 store | forever v

Erasure Coding profile name

Type | erasure coded v Location | Al 3 sites {6 pius 3} v Copies | 1 +_ »

Storage pool name

S MEICH LT, BIOHEZEM T 2H . BIDOBFRICEMDO I —%ERL £,
o FSRATAAVEFEIRT 3. BILEMICEMD IE—DBIDSFAICIERSNE T,
o OB EEEFIEICEMT BICIE. *Add* ZFEIRL X9,
@ RAZEARAD * forever * TROBZGEEMRE. 770 7 MIRKEIROKR TEICBEH
ICHIBRENE T,
6. AT T I MEISURIMNL—STF—ILICKRING 21B81E. ZROFIEEERITLE T,
a A7 Ay FAT I XD 5. [*Replicated-] ZFERL £7,
b. [*3B8FR*] 74 —ILRT. [*T—ILOEBM*| ZBIRLET, RIS VST RRA ML=V T— L%

RLZFT,
From day = 265 = | store | forever j m
| Example Cloud Storage Pool & |
Type | replicated j Location | ——— Copies | 1 =

TIORIAML—=UT—IZ2FERAT3HEIR. ROKRUSTEELTLLIETEL,

"1 DODOREEFIETERDI STV RIA ML =TIV ZERTZ I TEFEA. BRRIC. 757
FAML—=YT=ILER ML=V T —I)ILZRALCEREFIETERI B LIFTEEREA-

Type | replicated v Location “testpooIE il ”testpooIB [} |.¢.d{IFooI ‘ Copies

If you want to use a Cloud Storage Pool, you must remove any other storage pools or Cloud Storage Pools from this placement instruction.

CHEEDUSYIRI L= T LT E R AT TS hOaAC—I3 1 DTS, [+
Copies* ] Z# 2 EICRETR . T5—XyvE—IUDRRINE T,

Type | replicated T Location || testpoal 5 Add Pool Copies 2|

The number of copies cannot be more than one when a Cloud Storage Pool is selected.

L1
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*EDVTIRAML=UT=ICH BROA TV b AE—ZRABHIEMNTZCIFTEE
HAho VSVRRAML—VT - ZERAY 2EHOERETANNERL TVEHEY. ELERE
RAOEBDITTISVRRML—UT - ZERALTVBRHREIR. TS5 —XyvtE—IURFRREN
9,

Placements © 11 Sort by start day

Fromday o store | for v 10 days m Remove

Type  replicated ¥ Location || £5P1 £ * | Add Pool Copies | 1 |i|"
Type | fepicated Y| Location |[€5p2 £ * | Add Pool copies | 1 %

A rule cannot store more than one object copy in any Cloud Storage Poal at the same time, You must remove one of the Cloud Storage Pools {csp1, csp2) or use multiple
placement instructions with dates that do not overlap. Overlapping days: 0-10

To see the overlapping days on the Retention Diagram, click Refresh.

Retention Diagram © 5 Retreh
Trigger Day 0 Day 10
i ey ]
k2 (2
Duration 10 days Faraver

ATz ML) bAE—FEA LAY Yy—O—FT ¢ > OE— ¥ LT StorageGRID
IS BT, ATV REISTRIAML—=UF—ILICBIAT DD TEE T, 27
L. COBNSRTELSIC. BHFADAE—DRE A THEIBETET 2 L5 EBEFIEICIFEL
DITEZHIREIRHD XY,

Placements ©

Fromday @ © store | for v 365 days
Type | replicated v Location ||DC1 * || DC2 * | Add Pool Copies | 2
Type | Teplicated v Location |testpnnl£ i |_-—‘~-.1d Pool Copies | 1

1 EH ) 2 ERLURERZEH L EREFIEZEELEY

MOPRDESAVIE. 7720 bAE—Z2ZWVWDEICEEB T 30 ERLTVWET, JE—DE 1 FIdRX
DVWITNHDT7A IV TRENET,

= LFUr—kap—
G LAY Yy—0—F v~
<Y IZIRZANL—=T—)LOIE—

COBITIF. 220LFUS—rOE—N2D0DXL—2F—)L (DC1 & DC2) |21 FHRFEESQ
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£9, TDE. 3D2DHA LT DALAPY—A—TFT 4>V RAF—L%ZFBLT. 1L1Py—1
—F VI AE—DEBIC10 ERREINE T, 11 F%. #7212 h& StorageGRID hSHIBRET 1
£9,

Trigger Day 0 ear 1 Vear 11
net -
pDcz >.:1
All 3 Stes e
{6 plus 31 B
Duration 1 years 10 vears Forewer

8. T*RA*) ZBIRLET,

ATv 73 (BDRAABEDER) NRRINET,

&5 R
s ILMIL—JL &l
*S3ATDo/MAYITAIS VM EEELET
* RTYF313 IDRAREEEERT B

ILMJL—IILTRE7 I/t AEBZERALEY

RIRT7 IV ZBR% ILM IL—I)LOBBEERE LTERTE XY, e zid. BE3 HA
BICRTREN=ATO b 20—AIR ML=/ —RIBRLTEEF. BARTIN
TWEWA TSz b 2Ad 704 FOBFRICKEE T2 A TE XY, BFEOHMNICE
BICTIERINI=A TSI MIOHZ ILM IIL—ILZEBRAT 3581 aBLT71IL4
CLTERERT7 IV AR EER T2 cHTEET,

CDRRIIZDOVT
ILM L=V TR 7 7 XBRZ AT 5R1IC. ROZBEEZHEBL TV,

c SRERHC LTERR7I7EIREZERTZ5E8. 77217 FORRT7 I/ AKEZEELTH ILM 5T
il g <ICIFFABREINAVRISERELTLL LTV, 7727 FrORBENFHESN. NvIITFTUR
ILMAF T b ZfHELIcE SICHBBICILTHA T 7 bHBEFEINE T, COMBIIE. AT
TV DT IELRENTH S 2 BEULEDDBIZEDHD FT,

BT 7 ZAKEICEDWT LM L—ILZE T 2BRICIE. COLATroZ2ZERL. BEWEE (148
Kitn) =fERATBMEITBITTILE L,

*BERTAINFFLIIEREREC L TRV AREAZERT 3155813 S3N\T Y MIXN L THRET

V7 ZARBOEFRZEMCL TELHBENHD £9, Tenant Manager £7cldT7F > MEIEAPI ZfERAT
D

@ BT Ot ABBOEHIE Swit AT FTIFEICBRTIN., SINT Y FTIET 74
N TEMCHE->TUVET,
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BT L ABBOBFEEMICT B L. BIONEAL TV LY FEBTYRTLONT
()  #-RUANETTBAEENBDET. Chid. ATV MBHEINBLUIC
StorageGRID B'#FIL WA A LRAZ VT THA IS U N BH T 2HNELH BT,

RDRIC. NTY FADIRTOF T T MIDWT, TETXBRXA TOERICDVWTRIRT Ut XK

NEFENBZHESDZRLET,

BRDEAT

ATV b DT Ut XA
JZ by ETEBEXET—2DFHH
HLEK

%7910%%&?—&@%%%

NTy RETOF T2 b0
E—ZKR

RILVFN—=r7y7O-FODORT

2R

&I
* S3ZEMATS

*TFHFIUNTAIUY b ERTS

&7 Ut B D EFHERNIC
RO FICERT Ut K%
BEHITBINESH

(AIAY-4

=AM

* Y —XOE—ICXLTiE. Tw
WRJ CEELEY

* FTRTq4X—3>E—ICD
WTIE. [EW

T\, 7EVIJILEni=Aa7>
7 LDIGE

27w 7313 I BDAAFEEEERT D

Create ILMRule V4= RFDX7v 73 (BXDIAHEBEDER) Tld. CDIL—ILT
T4 IR TENTFATO T P ERDIAHFFICIRE T D HEEEIRTEXT,

CDRRAIICDWVWT

R8T Ut AEEOEFHNERIC
RO FICERT Ut K%
BHIBINESDH

(=W

[Z4AN

*V—=XAE—IZDOWVWTIE. 1FW

* FRATa4X—araAE—ICZD
WTlE. [EW

lZW., 7EYIJILEni=A7>
7 LDIGE

StorageGRID (. FEOE—Z{ER L TA TPz b E X2 —II8R L. HETILMFHEERITISH. £
e AE—ZER L TL—IILOEEFIEZ T <ICHIET ENTETET,
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Create ILM Rule step 3 of 3: Define ingest behavior
Select the data protection option to use when objects are ingested:

Strict

Always uses this rule's placements on ingest. Ingest fails when this rule's placements are not possible.

® Balanced

Optimum ILM efficiency. Attempts this rule’s placements on ingest. Creates interim copies when that is not possible

Dual commit

Creates interim copies on ingest and applies this rule's placements later.
o

FIE
1. 7T FOMDAHRICERT BT —2RESF S a>zBERLET,

T3> B!

strict WDIAHRICHT CDIL—IILDEEFIEZFERALEI. COIL—ILD
REFIENATARLISZE. BDIAHIIKBL T,

FRg (Balanced ) WA ILM R D AAEICCDIL—ILOBREFIEZHTL. R
VAN

HBRICHEIE—Z/ERLE I,

=
Hx
AE

Fa7LAI Yk ROAHBICHEIC— 2R L. COL—ILORBFIELH L TE
ALET,

lBalanced | . IZCALCDHZEICE LT T—2 X2 )Ta CHRUEEBRAEDEEY U a21—>3
> T9, [ Strict) F7=IF T Dual commit ] IF—RRICKHEDEGEHI-ITI-OICERLET,

ZBRLTKLETVEDAADT —2RE ST T3> ELUV T—RREF T3 >DAX )y b TR
v b BRUBIRSEE Z22B LTIV,

Strict 7 7> 3> F7=l& Balanced # 7> a Y EBIRL TIL—ILTROWVWTNHDEE % F
ALTWAGEIE. I5—XvtE—IKRRENET,
C) e JZIORIANL—=T =)L 0 BE
e 7—h47J./—K:0HH
o =L TCA—YERDIERBEZSBERY LTERT 3581, 77URI ML=
T=IVERET—HhA4T/—F

2. [1#7Z (Save) | %&FIRLET,

ILM JL—ILPMREESNE T, IL—ILid. ILM RS —ICBMENTT VT 0 TSN B3 FTIFEMICHRD
FH Ao

ESpEAE
* 5 BXDIAAEED Strict DIFED ILM IL—ILE R > —

s ILM RS —%=1ERT 3
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CHFEDT UV AMERNUBETY,

CDRRAIICDWT

T7AI ML= ILM R S —TFHESN B REBDIL—ILTH 3D, 71 ILXLSREFMHFERATEE
HAe TT7HILMIL—ILOERBFIEIE. RUS—RORDIL—ILIC—LEVWA T I MIBERINET,

ROR) S —DFTIF. RADIL—IHDBTFHFYRAILBTEZA T MIOABREINEIT T 74ILEIL
—IILTHEIREDIL—ILIE HOIRTOTFY M TAVVMIBTIRIEATOTI T,

Configure |ILM Policy

Create a proposed policy by selecting and amranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using tesi
objects. When you are ready, click Acfivate to make fhis policy the active ILM policy for the grid.

Mame Example ILM policy

Reason for change Example policy

Rules

1. Select the rules you want o add to the policy
2. Determine the order in which the rutes will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

i+ Select Rules

Default Rule Name Tenant Account Actions

| EC for Tenant A (S Tenant A (916438889132959990564) ®
v | 2 copies 2 sites & — b3

TIAIMIL—ILZERNT B EIF. ROBHITERELTLET W,

*TIALRDIL=ILE RS —DREDIIL—ILE L TEFNICERESNE T,
*TIFIBMIL=ITIE BRI IILZELIFFHFEET ILAIFERATEEE A

*TIFNBML=IEIRTOA Tz bN=U 3 VICERASNZBENRH B0, R THEVEEESR
BEzERATZHIEIITETEEA.

*TIANLMDIIL=IILTL T T—rIE—ZER T BIRENHD £,
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Create ILM policy : #IE

ILM 7R S —ZEK T BICid. RIS ILM IL—)LZ#IRL TEREL £9,. RIS, UAEIIC
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* ISV RIAML=UT-IILOERAZRBLT.

2T LICHAAEFNTWSR > —TH 3 Baseline 2 Copies Policy 7 X k¥ AT LTDH
CD FEARALET, DR —D Make 2 Copies JL—ILIk. IRTOH 1 FEFE All Storage

Nodes X hL—F— L% FERL £9, StorageGRID & X7 LIZERDY 1 FHH 315513,

120472z bOOAE—DELY A M2 DEEBESNZAEEMNH D 7,

FIE

[*ILM * > * Policies * | ZEIRLF Y,

ILM RS —R=ISHRREINET, COR=JTlEF. RST RV —, 7OT70 TRV — BER
)o—D) A bEERL. Fid. RSTRRUD—%ZHBRT 2D 7O9T707R)>—%=2o0—=4
3D IRTOR)—DFAERTLET,

ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

<= Create Proposed Palicy | | i Clone | # Edit || % Remove

Policy Name Policy State Start Date End Date
% Baseline 2 Copies Puolicy Active 2017-07-17 12:00:45 MDT

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this palicy. If this is a proposed policy, click Simulate ta verify the policy and then click Activate to make the policy active.
Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account

Make 2 Copies (4 v Ignare

Simulate

- RFZTEDIMAR) S —Z T 2 HEZRELFT T,

FFoayv FiE
IL=ILHBIRENTULWEWVWHLWL a RST RO ILM AR S —HREFETI581F. FORD > —%
RST RS —HERLET BEIRL. *HIBR* ZFIRL 9,

BEORST RIS —DBHBH5E. FILLWRSI TRV —%
ER T2 EIFTEXE A

b. [* RS T hARYS—DIER * ] BRRLE T
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TOT4TRI)S—ICEDVWTERE a RSTrDILMRY S —HIREFETIESIE. TORUS—%
TRV —%ERLET EIRL. *HIBR* Z#RLE T,

TTICRZI T PRI —DEFEETBZHE. 79T TRV —%
IJO—Z2J 9B RETEREA

b. F—TIUhET7IoT0 TR —5EFRLE T,
C. I*Clone*] Z&RLZEJ,

BEORSTRRUS—%ZREL a T—JILDSB RS TR —FERLE T,
=9 b T*igtE* ) BERLET.

Configure ILM Policy (ILM 7RU S —DERE) 44 T7OJ Ry IV ADBNRRINE T,

FLOWRS T MRUS—ZERT BEEE. IRTOT 4 —ILRAZERICAED, IL—ILIGBERINFE
Ao

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame

Reason for change

Rules

1. Select the rules you want {o add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the

policy and cannot be moved.

i = Select Rules

Default Rule Name Tenant Account Actions

No rules selected.

TIOTATRRIVS—ZERTBZHE. *RA* T4 —ILRICRT I T4 TR S —DHRAIDNERTS
n. N—=23 &S (COBITIE Tv2l ) BMIMEhES, 7I9T7«0 TRV —TERAINATWVWSIL—
ILHBIREN, REDIEBFTRREINE T,

MName Baseline 2 Copies Policy (v2)

Reason for change

B [*&BI*] 74 —ILRIC. RSTrRUS—D—EBDLFIZANLET,
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FEOBFICN—Y 3V BSZMMLICDDZERTEI LD HILLWARIZANTSZILDHTETEI,

4. [ ZTEIEH (Reasonforchange) ] 71 —JILRIC. ILWRS T MRS —%EMTRERZAILE
ER

1 XFUE 128 XFUTTANTBHLEDHD T,
S. RUL—ITIL—ILZEEMT BICIF. *IL—ILOER* ZFRL X T,

[Select Rules for Policy] - 7AJ Ry 7 ANKRREIN. EREBEADINTDIL—IIH—ERTINEK
T RUP—%IO0-Z>JF 2581 ROFIEZEITLE T,
cIO—ZVJF BRI —THERATNTULWRIL—IILDERENE T,

e IO—ZVJFBRIS—T. TIAIMIL—ILTIEBEVWT A ILRZFERLTVWAWL—ILAMERS
NTWBEEIF. ThoDIL—ILZE 1 DEIFFEL T ThZRSIRTDIL—ILZHIFRT B LS IIK

HHENFET,

T HIFIL—ILT T4 LR FEEBRERNSEF THRVSEIE. HLLT 74 ML—)LZ2#RY
BELIIROBENET,

c TI7FIBMIL—IIBREDIL—ILTREBWESEIF. REVZEALTHRLVWRY S —DXREICIL—IL
ZBRETETEY,

Select Rules for Policy

Select Default Rule

This list shows the rules that do not use any filters. Select one rule to be the default rule for the policy. The default rule applies to any
objects that do not match another rule in the policy and is always evaluated last. The default rule should retain objects foraver

Rule Name

2 copies 2 sites (4

| | Make 2 Copies (§

Select Other Rules

The other rules in a policy are evaluated before the default rule and must use at least one filter Each rule in this list uses at least one
filier {tenant account, bucket name, advanced filter, ar the noncurrent reference time).

Rule Name Tenant Account

| | EC for Tenant A % Tenant A (91643888913299990564)

| | 2 copies 2 sites noncurrent time (% —

6. L= BELIBFERTAIVZBRLEITE V)V ITBRL. EDIL—IILOREIRREINE T,

COBE. 2D2DLFUT—rAE—%Z 2 D201 MIERT S ILM IL—ILOFBZRLTVE T,
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Two-Site Replication for Other Tenants

Description: Twa-Site Replication for Other Tenants
Ingest Behavior: Balanced

Reference Time: Ingest Time

Filtering Criteria: Matches all objects.

Retention Diagram:

Trigger Day 0
L [ I
DC2 H

Duration Farever

7. [F7 4L ML—IL%ZER (* Select DefaultRule) €4S 3T RS7RRUS—IZF T ALk L—
V& 1 DBRLET,

TI7 AN MIL=ILE RUS—ROBDIL—ILIC—HLBWA TP I bORIE 2B LE T, T4
ML=ILTIR 71 EZEATEY. BICRRIFHMESNE I,
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(D) v. COT-METRTOYA FAEENTUET, StorageGRID ¥ X7 LMD
1D HBBEIE. 1204 TPz bOAE—DRELHY A MIC 2 DECBE SN B3 AREEN
HHFT,

8. [ZDMDIL—ILEBIRLTLL TV €I 3> T RUS—ICEHBZMDIL—ILEERLE T,

MDOIL—=ILIET 72 FIL=ILEDBEICFHMESTN. DB 1D20T740IILE (TFFRTHI A,
NTY A BERT LR, £7I3BBEE/RD noncurrent) ZERT23RELHD X7,

9. IL—ILDERMET Lcs. *BER*ZFERLET,

BIRLIIW—IUHRTREINE T, 77N EDIL—IILIFKEICHD . ZDOLICHDIL—ILHAHBD £7,
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Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

Default Rule Name Tenant Account Actions
- Jsite EC Ignore b4
& 1-site EC (§ Ignors ®
+ 2 copies at 2 data centers (§ Ignore x
3 B3
TI7FIWRIL=IICE>THA T 7 bHEHARICHFERICNARVESIF. EEHRTIN

¥, CORVS—%TIOT147TREEE. T4 MIL—I)ILOBREFIEZZE L/
EE INTY RIATHAUNICE>TA IV 7 FHARBFRIESIhBRLHAETD) (2
StorageGRID W' A 72 1 b ZHIBRT 3 C L 2R T BHENHD £7,

Default Rule Name Tenant Account Actions
@ & 3site EC O Ignore x
L3 1-site ECH ignore x
v 2 copies at 2 data centers for 2 years (§ lgnare x

The default ILM rule in this paolicy does not retain objects forever. Confirm this is the behavior you expecl Otherwise, any objects that are not
matched by another rule will be deleted after 720 days.

10. 74 MUANDIL—ILDITZ RSV I TV RROY FLT L—ILHDFHESNBIEFRZREL 7,

TIFIEDIL—ILIIBEITET FE A

@ LML= DIEFHELWC EZBRB L TLIEET W, RUS—Z2T7 0707 TBE.
RELUVBFEOF T2 bHU X FADIEICIL—ILICE > TRHBIET N E T,

M. BRBICHL T, BIBR7IVEBIRNLET % KU —ICRBERIL—ILEHIBRT BICIE. [IL—ILDEIR |
ERRLTIL—ILEZEBMLETS,

12. 7 L6 *FRE*EZERLE,
ILM RS —R=ISHEHFINE T,

CRFLIERVS—DRRSTRELTRAINET, RIT MRS —ICIIRABECKRTHLSD FE
Ao

c[¥ZTal—+b (Simulate) | HELV[EEML (Activate) [* REVDBHMICHD £7,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any palicy.

I = Create Proposed Folicy ' | B Clone \ | # Edit| % Remove

Policy Name Policy State Start Date End Date
'®  Data Protection for Three Sites Propesed
Data Protection for Two Sites Active 2020-09-18 16:01:24 MDT
| Baseline 2 Copies Policy Historical 2020-09-17 21:32:57 MDT | 2020-09-18 16:01:24 MDT

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy.

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss
« Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifzcycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smaller from being erasure coded. See Managing objects with information lifecycle management for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Added a third site

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A

One-Site E Coding for Te ta &

mie-5e Exasure Doding tor Tenant 5, G (200330117092364740158)

Three-Site Replication for Other Tenants & v Ignore

Simulate Aclivate

1B ICEAET M A= =aL—FLET,

Btk
*ILM R =i
*S3FATII I MAYVITATIO TV b ZEELET

S3AT2x I/ bDOVIZEMILIEHEICILM R > —ZELET

JO—-NI7ES3I ATV boOy IVRENBMICKE>TVWBRIGEEIF. RU—0DF
BEIENDLERDET, S3A T/ Oy IDNERIILE>TWVWEINT Y FOEBEH%E
ILM R S —hEEHL TWB ZEZHEERT AN ELNDHD £,
MEBLZHD
* ZfEA L T Grid Manager ICH 1> 1> LET HR—FENTWVWS Web 7Z T,
*BEDT VL AERIHBETY,
cJO—NIAES3AT o bOy UEEIE. StorageGRID AT LTI TICEMICHR>TWLWET,

@ JO—NILERS3 AT/ b0y IERENBMICE > TULRWEEIX. O—INAEFIE
EZEALET RS TFDOILMAR) S —ZER L X T,

RS bRUS—IZEMT BEM ILM IL— )L EIEFER ILM L—ILZER L TEZT £, BEICKL T
FSTRRUS—ZRELTEMDIL—ILZERL. FSTFRUS—ZRELTHLWIL—ILZEMT
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ETFEJT, ZBRLTLKETWVWG 7 @ S3ATVco Oy IDEH ILM R > —,
* INTRETTY 774 EDILMIIL—)LAMER SN E L7z EHML TVWBRI S —TH B,
*MEBICIGL T, ROETAZMEEELF L7, "ET7 4 ¢ StorageGRID ILM Policies"

FIE
1. T*|LM*> * Policies * | Z3&IRL F7,

ILM R S —=R=IHPRREINET, JO-NILASIA T bOOy VREDNEMICHE >TSS
BlE MRS —=R=JIZEHLTWVS ILMIL—ILDRTREINF T,

ILM Policies

Review the proposed, active, and historical policies. You can create, edif, or delefe a proposed pelicy; clone the active policy; or view the details for any policy.

| = Creaie Proposed Policy | | B Clone | # Edit | | X Remove
Policy Name Policy State Start Date End Date
'®  Baseline 2 Copies Policy Active 2021-02-04 01:04:29 MST

Viewing Active Policy - Baseline 2 Copies Policy

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Rules are evaluated in an:_fer srartfng_ from the top. ??rr_e po_!f'cy's qerau.fz rile must {Je compna_nf.

Rule Name Default  Compli Ti t Account
Make 2 Copies (§ v v Ignore

Simulate |

2 BRI 7o —ILRIC. FSTRRUS—D—RBO&FEIZASTILET,
1 XFULE 64 XFUTTANT2HRENR DD XT,

3. [£FEH (Reasonforchange) | 71 —JILRIC. ILWRS T FRUS —% RT3 EBEHAZANLE
ED

1 XFULE 128 XFUTFTANTBHBEN DD 9,

4. RUS—IZIL—ILZBMTBITIE. *IL—ILOFER* ZBIRL £,
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NEI, 70 2%FERLEVENMIL—)L, FIXSBER% noncurrent ICIEE L 7= ZE#LL—ILHYE
FNnFEd,
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N—ERRINET,

Select Rules for Policy

Select Default Rule

This list shows the rules that are compliant and do not use any filters. Select one rule to be the default rule for the policy. The default
rule applies to any objects that do not match another rule in the policy and is always evaluated last

Rule Name
|| Default Compliant Rule: Two Copies Two Data Centers (4
Make 2 Copies (4

Select Other Rules

The other rules in a policy are evaluated bafore the default rule and must use at least one filter Each rule in this list uses at lzast one
filter (tenant account, bucket name, advanced filter, or the noncurrent reference time).

Rule Name Compliant Uses Filter Is Selectable
. Corr;pllant Rule: EC for bank-records bucket - Bank of AB 7 i Yes
cg
] Non-Compliant Rule: Use Cloud Storage Pool (§ Yas

S N—IBFLIFFRTAIVZBRLEFIE ZIVYITBHE. EDIL—IIDRENRTEINET,

6. [F7 )L FJL—)LEER (* Select DefaultRule) 12223 T RST RRUS—IZF T 4L R L—
L% 1 DBRLET,

COtT7LaryDRICIE. ERIL-IILDIHINKRTEIN. T IILR2IERShEEA

@ JL—ILhH [Select Default Rule] £ > 3 VICRRINBWESIE. ILMRU S —R—IUEB K
UEERTTIRENRDBDET T 74D ILMIIL—ILEER L £9 ZHITENLTT,

Make 2 Copies IL—=ILER)>—DT 7 #IL MIL—=)LE LTHERLABWVWTL 723V, Make

C) 2 Copies IL=ILIE. 1 DDR L= T—)LTHEZIITRTDRA L=/ —REFHALE
o COT=NIFIRTOY A MHEENTVET, COIL—ILEFRTZIE. 120
FIDT U FOBHEOIAE—HRELCY A MIEBBEINZBELHD £,

1 [Z2OMDIL—ILZZRL T TV €23 2T RUD—ICEHBZMDIL—ILEERLE T,

a. JEEM SINTY FROFA T U MIRID TT77 4L b IL—IHRELIZRIE. BEICIGL T,
7142 %ZERLBVIEERIL—ILZ 1 DFRLET,

fEzIE VT RRAML=DT =T —AAT/—REZFERLT. S3xa72xz o/ bOvIhE
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TS TWVWEWNT Y MCA TS U R ERINTE T,

T4 LRRERLAEVIEERIL—ILIZ 1 DTS BIRTE £ 9. 1 DDIL—LEBIRT 2
() ©. BRAEIICE. 71 L EOBRVOIERIL—LIOWTIE [F WX | EFR
ShEd,

a. RS —THERATZMOENMIL—)L EIFERIL—ILZBEIRL F T,

HDIL—=ILTIE. DR EDB1DDTANER (TFHUETATDY b Ny b T YA
ABEDHERT 1 ILE) Z2ERITIHENHDXT,

8. JIL—ILODERDTET Lo, *BRAZBRLET,
BRLUICIL—IUHDRTRENE T, 7T EDIL—ILIEKREICHD. ZDOLEICHDIL—ILHHD FT, I

BUD T774IL 0 IL—ILEBIRLIGE. EDIL—IILIERUS—0 2 BEELSHREEFTDIL—ILEL
TEMENhEzT,

CDOFITIE. REDIL—IL T2 Copies 2 Data Center | BT 7 #JL MIL—IL T, ZEHIIL—ILTT 1 IILEZH
HDFHA 2BBHSREEXTDIL—ILTH S Cloud Storage Pool ICH T 1 ILRZIZH D FHAD. ZEH
LTWLWEEA-

Configure ILM Policy

Create a proposed policy by selecting and arranging rufes. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. Whean you are ready, click Aclivate to make this policy the active ILM policy for the grid.

Mame Compliant ILM Policy for 3 Object Lock
Reason for change Example policy

Rules

1. Select the rules you want to add to the palicy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule (and any non-compliant rule without a filter) will
be automatically placed at the end of the policy and cannot be moved.

| 4 select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC [§ g Bank of ABC (907678029135252581639) *®
Mon-Compliant Rule: Use Cloud Storage Pool 8 lgnare x

s Default Compliant Rule: Two Copies Two Data Centers (5 4 Ignare x

O FI7ANNUADIL—IILDITERSYI T RROY LT, IL=IHFFEINBIEFZRELET,

TI7AIEDIL—ILETISIEERD 7T 4L b L—ILIFBETET EEA

@ ILMIIL—LDIBFAELWC EZBRL TLIEET W, RUS—ZF7 070712
RELUVBFEOF T2 bHU X FADIEICIL—ILICE > TRHBESNE T,

10. REIZIGC T, BIR7ZOVEBIRLEFT  RUS—ICEFNEBWVWIIL—ILZHIRT BICIE. £l * IL—
JILEZBIR* LTIL—ILZEMLET,
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N ETLRES. *"REFE*ZERLET,
ILM R S —=R=IDEFHINFT,

CRELIEARVS—DRSTRELTRREINET, RTIT7MRUS—ICIZEBBCKRTALHD £
Ao
c[¥ZTal—F (Simulate) 18KV [EI:L (Activate) [* REVHEIICHED £,

ILM Policies

Review the proposed, aclive, and histerical policies. You can create, edil, or delefe a propoesed policy, clone the active pelicy, or view the details for any policy.

+ apo &% Cions | [ # Edit || % Remove |
Policy Name Policy State Start Date End Date
®  Compliant ILM Policy for $3 Object Lock Proposad
! Compliant ILM Palicy Active 2021-02-05 16:22:53 MST
Non-Compliant ILM policy Historical 2021-02-05 15:17:05 MST 2021-02-05 16:22:53 MST
' Baseline 2 Copies Policy Historical 2021-02-04 21:35:52 MST 2021-02-05 15:17:05 MST

Viewing Proposed Policy - Compliant ILM Policy for 53 Object Lock

Before activating a new ILM policy

« Review and carefully simulate the policy Errors in an ILM policy can cause irreparable data loss.
= Review any changes to the placement of existing replicated and erasure-coded objecis. Changing an existing object's location might result in temporary resource issues when the new
placements are evaluated and implemented

See Managing objects with information lifecycle management for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or smaller from being
erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this pelicy. If this is a propesed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the top. The policy's default rufe must be compliant.

Rule Name Default Compliant Tenant Account
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ L4 {9076?2:;;10;5285281639)
Non-Compliant Rule: Use Cloud Storage Pool (5 Ignare

Default Compliant Rule: Two Copies Two Data Centers (& 4 v Ignore

Simulzte

12 [CEAFT M A >—%2>=ZalL—rLET,
ILMARU>—%>ZTal—rLET
R)—%T7 074 ML TARBREOT—XIEAT SHIIC. TANATZS TV RT
RSTRRUS—%Z2Zal—b923RERHBDET, >Tal—a HREIIE. 72
T4 I L TABRREDT —HICER T BRIICR) S —2RL2ICT AT BR71HD. X
A RT7OVREZRELFT,
DBRHD

* %{EA L T Grid Manager ICH 1 V1> LET HAR—FENTWVWE Web 7504,

BEDT Ut RERNUBETT,

*TRAMIBEATOT VD SINT Y b ATV bF—FESwit AV TF /1 ATV ba%ERE
RLTEE. EN5DA TPV FZRDRAATEKHBERHD XT,
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM pelicy

» Review and carefully simulate the policy. Errors in an ILM policy can cause ireparable data loss.
« Review any changss to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource issues when the
new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

Review the rules in this policy, If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  Example policy

Rules are evaluated in order, starting from the tap.

Rule Name Default Tenant Account
Tenant A
% 7
ety (94793396288150002349)
PNGs (O Ignore
Two Copies at Two Data Centers (§ + Ignore

S3/Swift 7 547>k FTIEZERT S Experimental S3 Console DE&ET F > b Z & IZ Tenant Manager
THEATEZLSIC. BIL—IINDTAMIBERA TSV b EBDIAHE T,

I*Simulate * | Z3&RL £,

Simulation ILM Policy (X al—>3 Y ILMARU > =) A4 7O KRy I ADBRRRINET,

. *Object* 74 —ILRIC. TAMATS O MDD SINT Y NI AT Fx—F 7/l Swit A>T/

AT b%E AL, *Simulate * Z3ERL £,

WORAFNTVWRWA T T I M ZIEBET B EXA Y E—IDNKRTINET,

@ Object photositest simulate

Object ‘photos/test’ not found.

[(*YZal—>a iER* (SimulatonResults) 1 T. FA4 72z MAELWIL—ILIC—HLTWS
CrzERLET,

CDFITIL 'Havok.png' #7220 b & Warpath.jpg” 77 2 D X-men JL—JLICEELK—LFL
7o Tseries=x-men] A—HXXTF—RZZFF%\ lFullsteam .png 1 #7227 k& T X-men s JL
—LIZIEF—ELFEATLRED. TPNGs1 IL—JLICIELK—ELF LT 320FT2 I MHTART
DIL—=ILIC—LTcted. T 7 3IILMIL—=ILIXERINEFEATL T
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM

rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket/my-object-name or my-container/my-object-name
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok.png X-men (§
photos\Warpath_jpg X-men 0
photos/Fullsteam.png PNGs (§

1 FSTRDIMARY S —%Z2 a2l —hrLTIL—ILZHEEETS

COBFEF. RSITERUS—%Z22Zal—hLTIL—IILZHERTZHEZRLTVET,

x

COFITIE. 2D2ONTY MCERDRAENA TSI MIHLT* YU FILDILM AR S —* &> Zal

—bLET, CORVI—IZIF RD 3 D2DIL—IHEFENTUVET,

* mPIDIL—IL [ *2copies. buckets-a* 1 D 2 FfEldF. bucket-a DA T MIOHBEBRINET
* 2&B®DJL—JL T *EC objects > 1 MB * . IHiE all buckets] I IMB #2234 TSI E T ILR) Y

JLET,

*3DHDIL—IIL T*2200E—, 2207 —32E>%—1 3T 74 ML—=ILTY, 71ILRIFEFEN

9. BEEERI%Z noncurrent ICIEE L= DIFFERAL £ A
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Viewing Proposed Policy - Example ILM policy

Before activating a new ILM policy:

* Review and carefully simulate the policy. Errarsin an ILM policy can cause irreparable data loss.
s Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location
might result in temporary resource issues when the new placements are evaluated and implemented.

See the instructions for managing objects with ILM for more information.

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size
advanced filter to prevent objects that are 200 KB or smaller from being erasure coded. Using EC is best suited for
objects greater than 1 MB, See the instructions for managing objects with ILM for more information.

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make
the policy active.

Reason for change:
Examiple policy

Rules are evaluoted in order, starting from the top.

Rule Name Default Tenant Account

Two copies, two years for bucket-a G -
EC objects> 1 ME (B

Two coples, two data centers (4 v —

FIE

1.
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JL—IILZEBMLTR)>—%FEEFELI=S5. *Simulate * Z#IRL £ 9,

Simulate ILM Policy 21 7AJ R I AHARRENE T,

. *Object* 74 —=JLRIC. TRANAF Tz O MDD SINT Y b I ATz bF—FESwitt AV T7F/

AT bE%EASIL. *Simulate * Z3ERL £,
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Simulate ILM Policy - Example ILM policy

Simulates the active ILM policy or, if there is a proposed ILM policy, simulates the progosed ILM policy. Use this simulation fo test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended

Object my-bucketfmy-object-k

.'=-.E";. or my-containernmy-object-nar
Simulation Results @

Object Rule Matched

Previous Match
bucket-a/bucket-a object pdf

Two copies, two years for bucket-a (4

EC objects > 1MB

x
bucket-hitest object less than 1 MB pdf Two copies, two data centers &

bucket-bftest object greater than 1 MB pdf

3 BFTCx U MHELWIL—ILIC—H LIl ZRHERLET,

ROBITIF.

a. T bucket-a/buckets-a object.pdf | |&. [bucket-a" DA T T I R TITAILR) VT TIRIDIL—
JMZELL—HLFLT

b. T bucket-b/ test object greater than 1 MB.pdf 1 & [ bucket-bl (CHB7=H. RIIDIL—ILE—FL
FEATL DD IMBZBRZA TV TN RI) VT $52DBDIL—ILICIEL
—HLFLT

C. I bucket-b/ test object less than 1 MB.pdf | (FRFID 2 DDIL—ILD T 1 JLRIC—L TLVARL T
D, T4INEZEFEBWVWTIHILMIL—ILICE>TRESINE T,

fl2 . FSTRDODIM RIS —%Z22Zal—rI3BICIL—IDIEFZEZET S
COBITIF. RUS—%2>Ial—hg3BIC. L-IIDIEFZZEEL THERZZEETZHEERLET,

COFITIE. *Demo* RS —%>ZIal—hrLET, CORU—OEMIIID 3 DDIL—IL T, series
=x-men =P XX T—RE2EL ATV b 2BEEITDIZETY,

* EBADIL—IL T*PNGs*1 1&. [.png 1 TROZF—RICKHLTI s IILE2ZBRALET,

c2FBHBDIL=IL T*Xmen*] 3T FMADATO I MIOHBRATN. [series=x-men] 21—
PART—RICH LTI L= BEALET,

* &EDJL—IL T *2 Copies 2 datacenters * | (T 7 4L MIL—ILT. RIID 2 DDIL—ILIZ—E LBV
FT U MI—RLET,
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Viewing Proposed Policy - Demo

Before activating a new ILM policy:

= Review and carefully simulate the policy. Errors in an ILM policy can cause imeparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
Issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information.

Review the rules in this pelicy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change:  new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
PNGs (F Ignore
Tenant A
X #
|6 (24365814597594524501)
Two copies two data centers (3 v Ignore

=3
FIg
1L IIL=ILEEBMLTRY S —%REFELS. *Simulate * ZZFIRL X7,

2. *Object* 74 —ILRIC. TAMA TSz O MDSINTY NI ATz bF—F & Swit AV FTF/
FITS U MEEAHIL. *Simulate * ZEIRL F 9,

DZal—TarviEBERARRIN. THavokpngl #7210 A *PNGs * L—JLIC—EL 7= Z & HYR
TNET,

Simulate ILM Policy - Demo

Simulates the active ILM paolicy or, if there is a propased ILM paolicy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucket'my-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havak._png PNGs x

LAHL 'Havokpng' #7200 AT X MR LTc)L—ILIE *X-men * JL—)L T L7z,
3. M R TBICIE. L—IILDIEFZEELZE T,

a. T*Finish ] Z#ERL T. Simulate ILM Policy R— %L £,

b. T*Edit* ] ##RLT. RU—ZRELEFT,

C. *X-men) IL—ILZ)RXFDFEICKRZ VI LET,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Acfivate fo make fhis policy the active ILM policy for the arid.

Mame Demo

Reason for change Reordering rules when simulating a proposed ILM policy

Rules

1. Select the rules you want to add ta the policy
2. Determing the order in which the rules will be evaluated by dragaing and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved.

| 4 Select Rules

Default Rule Name Tenant Account Actions
- X-men Tenant A (48713995194527812566) x
% PNGs (3 — x
v Two copies, two data centers — x

d. [1#7F (Save) 1%ZERLFT,
4. T*Simulate * 1 ZEIRL £,
HICT AR LEEA Tz bOEFHLIEAR) O —ICEBS LTEFHMESN. FILLWO I alL—> g iR
HRREINET, COFITIE. Rule Matched Fl)iC. [ Havok.png 1 #7227 HAREECEDIC T X-

men ] XZT—RI)—JLIC—BLTWBZENREINTUVWET, UEIO—HFICIF. PNGs JL—ILHUX
AIDYZal—>3>THAID I ML EATRENET,

Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name Simulate
Simulation Results ©
Object Rule Matched Previous Match
photos/Havok png ¥-men 8 PNGs 4 o

@ [RUS—DFRE | R—DPZHVIEIICLTEC L. TRAM T2V FOLHEIZEAN
LR TH, BERICRYY—ZBYIaL—bFTEEY,
B3 :RZTPDILMRYS—%Z>Zal—bLTIL—ILZEETS
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object my-bucketimy-object-name or my-container/my-object-name
Simulation Results @
Object Rule Matched Previous Match
photos/Beast jpg Twao copies two data centers & ®x

TAMFTOT O DRV —ROBELTIL—ILIC—EHLBWVESIE. RS —ADEIL—ILZFARNTIS
—ZBETIUENDHDET,

FIE
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X-men

Ingest Behavior: Balanced

Tenant Account: 06846027571548027538
Reference Time: Ingest Time

Filtering Criteria:

Matches all of the following metadata:

User Metadata Seres equals *¥-men
Retention Diagram:
Trigger Day O
AllStorags odss wl [

Duration Foraver

Close
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Vi.
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[*IL—ILDZFER *] ZBIRLF 9,
FLOWIL—IILDFTYvIRYIREAVIZL. TOIL—ILDF TV
Ry VA 7ICLT. *#ER* ZBRLEXT,

[fR7E (Save) 1Z&ERLZ,

RS RR)S—%FRL. *Edit* Z#8RLF T,

EERLET,

iii. [* ILM*>* Rules] #3&RL £95

RERBIL—IILZERL. *fRE*ZFRLET,

BROBERZEZEELT. RE*1 Z28RLET,
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Simulate ILM Policy - Demo

Simulates the active ILM policy or, ifthere is a proposed ILM policy, simulates the proposed ILM policy. Use this simulation to test the current configuration of ILM
rules and determine whether ILM rules copy and place object data as intended.

Object
simulation Results ©
Object Rule Matched Previous Match
photos/Beast jpg ¥-men (8 x
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1L RSTERIS—%TIOT1 TTBERITETLS. ILM RIS —R=JTRUS—Z&ERL. * T2
T EERLE T,

ETAyE—IUHRTIN. FSTRRUS =TI T4 TILTBDESIDDHERERDSNET,

A Warning

Activate the proposed policy

Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before

activating. Are you sure you want to activate the proposed policy?

RIS—=DTF T I MIL—IHFA TS0 FBARICEIFLAVGEIE. EEXvE—2iIc7O> 7+
HRRINET, COFDORBETIE. TTAILRIL=ILICE>T2EFERICATS V7 bHEIBRENSZ Z
ENREINTVWET, TFRAMRYIRICT*2* ] EAALT. RUP—RORDIL—ILIC—E LGV
FT2 U MH 2 F4RIC StorageGRID N SHIBRE N2 C R T IHNELH D £,

A Activate the proposed policy
Errors in an ILM policy can cause irreparable data loss. Review and test the policy carefully before activating.

The default rule in this pelicy does not retain objects forever. Confirm this is the behavior you want by referring to the retention
diagram for the default rule:

Trigger Day 0 Year 2
ot [ ——
DEc2 [.L]
Duration 2 years Forewer

Mow, complete the following prompt:

Any objects that are not matched by another rule in this policy will be deleted after years.

Are you sure you want to activate the proposed policy?

2. T*OKJ ZBRLZEY,

&R
FLOWILMRU S =TI T TUETNBERDESICHEDFET,

*RUS—DRIS—DRED T I T TERRENET, [FARA 1T I RUS—DB7 07«
TieshicBRDARTINE I,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone the active policy; or view the details for any policy.

= Create Proposed Palicy | | B Clone |

Policy Name Policy State Start Date End Date
*  New Policy Active 2017-07-20 18:49:53 MDT
" Baseline 2 Copies Policy Histarical 2017-07-19 21:24:30 MDT | 2017-07-20 18:49:53 MDT
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2. ILM * > * Object metadata lookup * %3&RL £7,
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Object Metadata Lookup

Enter the identifier for any object stored in the gnd to view its metadata.

ldentifier sourceftestobject
Version 1D MEJGMEMyQzgiNEY50COxMUUBLTIMEYtRDkyNTAWQKY 5!
(optional)

S T*RE:*) ZFERLEY,
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ZECATOT VM EIAEDUR b 100BZBRZ2EITX Y b 2HFHEDFTTI U FDBEIE.
BAID 100 DI XY hREITHARTENET,

e RUWEBOREBRA L —PHRDIRTDA T TV b AET =8, CORMIDARZT—RIZIE. U
) —AETHIF NS CRIDESBVARFLDY AT LA T —INFTENE T,

ROBITIE. 22OLFV7r—bIE— LTRIAISNAS3TA ATz I hDATZ I b X
2T —HOBRFBRIRIEINTVET,
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System Metadata

Object 1D AT2E96FF-B13F-4905-9E9E-453T3FEETDAS
Mame testobject

Container source

Account 1-1582139188

Size 524 MB

Creation Time 2020-02-19 12:15:59 PST

Modifisd Time 2020-02-19 12:15:59 PST

Replicated Copies

Node Disk Path

99-97 ivarftocallrangedb/2/p/06/ 0B 0nMEHS TFEnQQ)ICV2E
99-99 fvarflocalirangedb/1/p/12/0A/00nMBHS [ TFEoW28ICXG%
Raw Metadata

“TYPE": “CTNT",
“CHND": "Al1ZE96FF-B13F-49@5-09E0E-45373F0ETOAE™,
"HAME™; “testobject”,
TCEIDT: “Sx382IDEFECTCIBAIE",
"PHEDY . "FEABAES1-5385-11EA-9FCD-31FFERC 30056
"PRTH™: “source”,
"META":" {
"BASE": {

“PANS™: =2,
6. 772U FHELWSFRICIERE N, AE—DRA THELVWC EZRHRLE T,

EEA T arniBMICA->TVWBRIGEEIF. BEEOJZEEHRL T I ORLM Object Rules
Met) W5 Xyt—U%ETCLHTEET, ORLMBEEX y£—Uh5ME, ILM F¥E
(D) Totr0&pEELERT—SXERATSFIN, 47012 FF—ZOREAELL
PESHR, IMEY S —ARENESHMET BERGSNEC Ao CHIREHTH
BT BRENBD E T, HMICOVTIE, ZBRLT LTV BEOY £RHELE

REEER
* S3 =fEHTS
* Swift #fERAL X9

ILM L= IILE LV ILM 7R & —DIRE
ILM JL—=ILZ LM R > —%{ER LTcH e H. 5ISHMEI I ML —CEHOBbICEDE
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THREZEETETET,

MEBHD
* Z{EA L T Grid Manager (CH 1 1> LET HR—FENTWVWS Web 751,
*HEDT VL AERIHBETT,

ILM JL—/LZHIBRT S

ILMIIL—ILDOD X EBEBLY T T5HICIE. FALAWVILM IL—ILZHIBRL TS T L,

ILMIL=ILIE. 7O T4 TRV —FLIE RS T MRS —TREGRATNTULRIESIFHIRTEEEA. R
)Y —ZFERLTWVS LM IL—ILZHIBRT 2REDHZHTIE. TTROFIEZRITIBIHVELHD I,

1. 70747RVS—%o0O0—-Z220F30 RITERUS—ZRELE T,
2. RUS—=h5 LM IIL—ILZHIBRL £ 7,

S HLWRUS—ZREF. ¥Ial—b BLUVTIT0 LT ATV MHRECHDICFRESO
B3&DICLFET,

FIE
1. [* ILM*>* Rules] Z3&RL £7
2. HRg g 3IL—ILDOT—TIITY M) ZHERLET,

W=D TIT4THIM RIS —FERZT RO ILM AR S —THEATNA TV AW 2L X
ER

3. HIRTBIL—ILDIMERINTUVEAWESIE. SUAREZZRIRL. “HIFR* Z&RLET,
4. T*OKJ #BIRLT. ILMIIL—ILZHBRTRI e =#HERELET,

ILMIL—ILDHIBRENE T,
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RER)S—THEAINTLBIL-IILZHIRT S L. DHIRSNET @ RUS—ZRTRT
BUIN—INDT7AAVHRRENE T, Chid. IL—IDBEIL—ILICHR Tl czRL
9,

Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat
@ Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.
Historical rules are rules that
2 copies 2 sites) (3 &  were included a policy and then
edited or deleted after the policy
became historical.

Erasure code larger obj

ILM JL—)LEZiR&ET D

ILMIIL—ILERELT. 712 EISREFIEZZEELRITNIERSBEWVEELHD £7,

RSTRDIM RIS —FHET7I9T«4THRILM AR S —THEAINTVWRIL—IILEZRET I LIETESE
Htho KHDIC. ThBDI—IL%EZorO0-=VJ LT, 70— LIEAE—ICHREBERZEEZMZ 3 Z e

TEEY, fAAIAAHD ILM JL—)L ( Make 2 Copies ) *° StorageGRID /N\—3 > 10.3 & D FICIERR SN fc
ILMIL=ILHIRETET X Ao

C) RERRE LIIL—IILET7IOT«4THRIMARY S —ISEBMT 3HIC. AT 19 FOBREFIED
ZBEICE>TURTLOEBRIEKRT BREMNH S CITEFELTLETL,

Flig
1. [* ILM*>* Rules] Z&RL £,

ILM L= R=IDPRFRENE T, COR—JIE, FRAIBBINRTDIL—ILE, 7IT1 TR —
FRIFRZT PRV —THEAEINTLRIIL—IILDBRTINE T,
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ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

&= Create | | # Edit | | Bl Clone || ® Remove

Name Used In Active Policy Use-d — 3T
Policy
| Make 2 Copies v v
| PNGs v
“  JPGs
 ¥-men v

2. FAThTVARVWIL—ILZ#ERL. *RE*ZFERLET,
ILMIL—ILDREY « F— RFHEEE T,

Edit ILM Rule Step 1 of 3: Define Basics

Name JPGs

Description

Tenant Accounts (optional) Tenant-01 (16229710975421005503) H Tenant-04 (83132053388229808098)

Bucket Name contains | azo1

/ Advanced filtering.... (0 defined)

3. DFJEICHE>T. EditILMRule 94— RODBER—SDA T aow2R/ELETT ILM IIL—ILZERT S
LUV EER T I A2%EFERATIZHREICIHC To

ILM JL—ILDIRERIC. ILMIIL—ILD&BIZEZEETZEIETEFEFH Ao

4. [1R77 (Save) 1%ZERLZET,
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BER) S —THATNTVLBRIL-ILZR/RET S . BRREINET @ RUP—ZRTRY
BUIN—INDT7AAVHRRENE T, Chid. IL—IDBEIL—ILICHR Tl czRL
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Viewing Historical Policy - Example ILM policy

Review the rules in this policy. If this is a proposed policy, click Simulat

@ Reason for change:  new policy

Rules are evaluated in arder starfing from the fon

Rule Name
This is a historical ILM rule.

Historical rules are rules that

2 copies 2 sites) (3 &  were included a policy and then

edited or deleted after the policy
became historical.

Erasure code larger obj

ILM)L—ILZzoO0—=>JLET

RSTRDIMARI S —FTETIT4TRIM AR O—THERATNTVWRIL—IIZRET S CIETEE
HA. RODIC. IL—IIlZoO0—=>J LT, 70—Z=>J L= BREEZMAZ N TEX
To TDHR. BEIIGCTRI TR —DSTDIL—ILEZHIRL. BERON—J 3 VICEFIHRIBZ L
MNTEFXT, N—2 3> 10.2 LLETID StorageGRID Z A L TER SN LM )L—ILIZZO0—Z>JTEX
Ao

TOT4THIM AR S —RR IC/O—Z>J SN —IILZEMT BRIIC. 7720 FOEBFIRDOE
BICEL 2T RATLOERIEMT BE8EMENH S Z CITERLTLIEE LY,

FliE
1. [* ILM*>* Rules] Z&RL £,

ILM JL—=ILR—=IHRTRENE T,

ILM Rules

Infarmation lifecycle management (ILM) rules determine how and where object data is stored over time. Every object ingested into the StorageGRID Webscale is evaluated
againstthe LM rules that make up the active ILM policy. Use this page to manage and view ILM rules. You cannot edit or remove an ILM rule thatis used by an active or

proposed ILM policy.

+ Create | | # Edit | | Kl Clone || * Remove

Name Used In Active Policy Use_d — 3T
Policy
| Make 2 Copies v v
| PNGs v
*  JPGs
| X-men e

2. o0-Z>JF3ILMIL—)L%ZERL. *Clone* ZERL X7,
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Create LM Rule 7« #'— RFHEET X9,

3. ILM IL— L DMREFIEICR L. BERT I RZEBLT. 70— ZVJ NI —IILZzEHLET,
IMIL=ILZzo0—=>7 93581 FILLWEAFAIZANTIHELNHD I,

4 [1R1E (Save) 1ZJIRLF I,
FLWILM L= ILAMER S NE T,

ILM RS —7 0714 ET14Fa—%2KRR-LET

ILM R S — I 25 FELTVWD, Fa—RHOA TSI FOHE VWD THRRTEX T, ¥XTLA
INT =XV RAZMRT D012, ILMLIBX 2 —DERDPREBICRZBEDHDFT, Fa—HKFLVIG
BlE. YRTLDPRDAFHEEICHIGTETCVWARWL, 9S54 T7 T TUr—2 a3 hbn08RitAEdE
3. AISHDEBRRENEFEET S, RENEZLONEXT,

FIE
1. T*HyaR—F* )] ZBRLET,

= N NetApp | StorageGRID Grid Manager Search by page title Q @~ ARootw
DASHBOARD

m— Dashboard

Current

Resolved Health @ Available Storage @

Silences @

= DataCenterl H
Rules t Overall 3

Email setup

NODES Recently resolved alerts (4)  License

TENANTS

Information Lifecycle Management (ILM) 9 DataCenter2 &
ILM
CONFIGURATION Awaiting - Client 0 objects _i
Awaiting - Evaluation Rate 0 objects / second = 31TB
MAINTENANCE Scan Period - Estimated 0 seconds ﬁ

SUPPORT Data Center3 H
Protocol Operations @

Free

S3rate  0operations / second

E

Swift rate 0 operations [ second

2. BRSATHAUILERE (ILM) £ a3 %EHT 3,

REGZERTEXI@OZI/VvITBL. SOt/ a>DEHOBE BRRENET,

ILM CS3 A7z hOvox{ERTS
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S3ATo oy bOvITAIS TV N 2EEBLET

1)y REEEIZ. StorageGRID Y XAFT LTSI ATV bOvIZBMIC L. EHL
ILM R S —ZREL T, FEDSINTY NRODA TP ¥ FHEE L F-HBEICH T
STHIRRFRIFEESTNARWVWESICTZ N TETET,

S3AT2x U DAY EIFETTH?

StorageGRID S3 # 7> =7 hOw U#EEIL. Amazon Simple Storage Service (Amazon S3) T® S3 #
Joxo Oy IICHATZ AT U MRERBREK TY,

KICRg&LSIC. StorageGRID Y RF LTI/ O—NILERSI AT boOyv IRENBEMICE->TWLS

BEa. S3TFURTADUETIX. S3ATSz 7 b0OvIEEMILTVWEIDE S MIBERELSNT Y

FEERTEET, NV bTSIATZCI bOOYIDREBEMCHE>TVWBRIFEE. S3ITA T N7 T

T=avideo FONTY NROEEDA TS U CN—=2 a3V OREREEVEBICG L TIEETEX Y, 7
Tz bDON=32liF. S3A TPz OV I THRET DL DIIBESNIAEFRENBETY, £
feo S3A TSz bOOYIDEMIH>TVWBZIENT Y FTlE BEICISCTT 74 MORIFE—RL
FRIFHEEEERATEE Y, COBRBIE. 7727 bEMBOFRFRER L TN Yy MIBMLESHSISER
ThEJ,

StorageGRID with 53 Object Lock setting enabled

StorageGRID S3 tenant
Bucket without Bucket with Bucket with 53 Object Lock
53 Object Lock 53 Object Lock and default retain-until-date

Objects with
retention settings

53 client Objects without
application retention settings

A

Objects without
retention settings

StorageGRID S3 A7 x ¥ hOw U #4EEIZ. Amazon S3 H#EHE— R EFAZOE—DRIFE—REZRMELE
To T7AIWETIE FRESNATS I MN=—2aViE, COA——THLEESTEIFHIBFTEEE
Ao StorageGRID S3 A7z bDO Y JHEETIE. ANF YR E—RIFHR—INT . FRILEREZHF
DIA—HIIFFREZBRLIEDREINLA TSV M ZHIBRLED TR CIETEEREAS

NTYRTSIATZOI bAYIDNBMICHE>TWBIHFEE. SBISA T T T r—avide 772
T b DERRF R CIEEHEHC. RDOF T 0 FLARNILDFRFEREDOWVWTNA FlFmAZBEICIGL T
BETETET,

* Retain Until -date : 7 7> 19 /N\—0 3 > D retain-until - date DMFROBHTHBIHE. 7T 0

MIFAELATRETID. BEEXLIIBEIRTZ I TEEEA. HEBIIGL T, 772 b O retain-
date ZIEP I LIFTTEIN CORMZRSTILIFTETEEA
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CHU—=HIR=ILR* ATz bN=23 VIV —HILR—ILRZBRATZ . TDOAF T2 I D
2By I ENET, LeXE FAEXLIZENDRICEETZA T I MIU—HILKR—ILRZ
RETBIVEDDIHZEDNHDE T, U—HILAR—ILRICIZEREARIZH O TEAD. FATRHICHIBRSh
BETHREFINE T, U—AILAR—ILFIE. ENETORSGHAR CIZBERHB D A

FT0 7 bORFREDFMICOVWTIE. ZBBLTIKLETVWSI ATV oo Oy I %= FERT %,

T7 AW EONT Y MREREDFHFMICOVWTIE. ZBBLTKLETWVWS3 ATz Oy IDT 7 4Lk
NT Y MRE2ERTY %0

S3ATT U hOY YT EIERDIERD LR

S3ATT o/ bOvIiE. LUEID/N— 3 > D StorageGRID TERA TN TV ZEREREIC D B HEEET
o S3A T bOy U#EEIE Amazon S3 DEMICEHML TWB . TERDAVTSA4TVRA] &
(XN D IHE D StorageGRID ZEHUEREISFRELEINTUVWE T,

JO0—-NIVERBREZBMCLTWIEEIE. 7O0-NILERS3 ATy boOy VRENEERIICERIC
BODET, THFI-FIE ENEZBEMCLEEHLUONAT Y bZERTERCBD L e I LEBEICD
CT. T2 b A—FIF5I SRS EAFOREROEMNT v b 2EAEIUVEETEE T, CNUTIFRODEZXT
DERITNZIENE T,

* RERDOEDBMCHE >TVWBBFEONT Y MZHFLWA TS o FZEDRAL,

* REROELDNBNICE > TVBBEFEONT Y FOREFHEZERY %0

* EROEDBICR > TVWBEHFONT Y FOBEHHIFRREZEET %o

* TEROEIDBICIR > TVWBBEIFONT Y I —HILER—IILRZERT %,

* U—HILR—=IL R ZfERT B,

EBRBLTLKETVW"RY 7Yy TDFLyIAR—2 : StorageGRID 11.5 TLHY—EMNT v F BB
5HE" FIEICDOWTIE. 8B L

LEID/IN— 3 > D StorageGRID THRERDZEHEREZ A L TLWEIBE. RDFKREZEBHEL T, StorageGRID
DSIATDxo bOy IR LR T 25 EAZHRL T,

S3A7TxzorOvy (i) aA>TS5A47VR (LAS—)
C ORI O—NILICED K S  Grid Manager H'5 * configuration * H7R— M T L E L7

ICBEMICED FIhH, > * System * > * S3 Object Lock *
ZERLE Y, EIUEION—=T 32D

StorageGRID ZfFREL T/ 0O
—NIVERSREZBMIC LTS
&. StorageGRID 11.6 T S3
AT Oy IREDER
ICB D FT, BIFOENNT v
FDREDEIEICIFEIESHE
StorageGRID ZfFHTET X9
HL FLWERNT Y b Z B
ITBLIFTETEEA,
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Compliant rule: 2 replicated copies at 2 sites

Description: 2 replicated copies on Storage Nodes from Day 0 to Foraver

Ingest Behavior: Balanced

Compliant; Yes

Tenant Accounts: Bank of ABC (94793396286150002348)

Reference Time: Ingest Time
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name = 53 ObjectLock @ [+ Region =+ ObjectCount@ = Space Used @ = Date Created =

bank-records o us-east-1 0 0 bytes 2021-01-06 16:53:19 MST

1
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S3 Object Lock Settings (S3 A T7T ¥ OV IKRE) R—IHRRINET,

53 Object Lock Settings

Enable 53 Object Lock for your entire StorageGRID system if 52 tenant accounts need to satisfy regulatory compliance requirements when saving object data. After this sefting i= enabled
it cannot be disabled.

53 Object Lock
Before enabling 53 Cbject Lock, you must ensure that the default rule in the active ILM policy is compliant. A compliant rule satisfies the requirements of buckets with 53
Object Lock enabled.

« It must create at least two replicated object copies or one erasure-coded copy.
« These copies must exist on Storage Modes for the entire duration of each line in the placement instructions.
» Object copies cannot be saved on Archive Nodes.

= Atleast one line of the placement instructions must start at day 0, using Ingest Time as the reference time.
« At least one line of the placemant instructions must be "forever”

| Enable 53 Object Lock
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The 53 Object Lock setting replaces the legacy Compliance setting. VWhen this setting is enabled, tenant users can create buckets with S3 Object Lock enabied.
Tenants who previously created buckets for the legacy Compliance feature can manage their existing buckets, but can no longer create new buckets with legacy
Compliance enabled. See Managing objects with information lifecycle management for information
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Enable 53 Object Lock
Are you sure you want to enable 53 Object Lock for the grid? You cannot disable 53 Object

Lock after it has been enabled.
o

4 ST LREIIHLTSI ATV Oy I EKGMICEMICLTHLALWVWTIN? *OK* Z3&ERL
x9,
M*OK* ] Z&ERLIHZS
c FUOTATRILMAR)—DT T AL MIL—=ILHEHL TWBIHEIF. VY RLETSI AT
Jb0O0vobBMCED, BT CIFTETEHAS

e T AN RIL—IDERL TVARWERIE, BIIL—ILZT 7 2IILML—ILELTETHLWL LM R
) —%Z BB LTT VT4 7T BHBENDZ L ZTRI LI — Ay E—IDNKRTINEFT, T*0OK
1 ZFRL. FILLWR ST RRUS—ZER LTS alb— L. 7970 TIELET,

422: Unprocessable Entity
Validation failed. Please check the values you entered for errors.

The default rule in the active ILM policy is not compliant.
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@ Error

503: Senvice Unavailable

Unable to update compliance settings because the changes cannot be consistently applied on
enough storage services. Contact your grid administrator for assistance.

* THFYRMEEBAPI A—HE XU SIAPI I—HiE. EROAXA vtE—JFF X MMIED 503 Service
Unavailable ] £ WSGEI—REZZITED XY,

COIS—ZRTBICIE. ROFIEZEITLET,

1. TEBRIFEL IRTODR ML =2/ —RERRBYA L ZRATE3REBICELE S,

2. BYA R THRBBDRA ML =2/ — RZHARIBICTERWVSRIF. TI/ZALTR-MIBLWEDHLYE
T /—FZUANIL. BEDNIT Uy F2EIC—BLTERINS L SICL TS L,

3. BB YR 3ME MRRTNIS, TFHY M I—HFICREDEEZBHAITIBLSBEML T T,

ESPEN
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* S3=fEAT D
*UANVEXDTFUR

ILM JL—JL R S —DBF

Bl1 ATV RIML—=CDIM IL—ILERY) 2 —
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Edit ILM Rule step 2 0 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ It Sort by start day

From day ] store | forever v m | Seemowe:|

Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool

Copies | 2 | E ¥

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information

Retention Diagram @

7 Refresh

Trigger Day 0

Sterage Paol DE1 B I -

Storage Pool DC2 ﬂ B

Duration Forever

cors [ o e

FADOIMIL=IL2 : A LAYy —A—FTa > 7AT71ILENT Y FORE

o=

COIMIL—LOBITE, LA vy—a—F4 VI TAT7AILE S3NTy FEEALT. #7Vxob
D& C IR ZRE L 96
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IL—IL%& S3 /N4 w b finance-records @ EC
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Create ILM Rule step2 of 3: Define Flacements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v
Placements & 11 Sort by start day
Fromday 0 store | forever v m " |
Type | erasure coded v Location | All 3sites (6 plus 3) v Copies | 1 T: »®
Retention Diagram © 5 Refresh
Trigger Day 0
All 3 sites
(6 plus 3] e [

rrrrrr

ESEAE]

F1DILM RS —

StorageGRID > X7 ATl BETEMED ILM R O —ZFRATITEIH. ERBICIE. FEAZD ILM R
O—FTUTFILTI,

NILFHA RO O—MIZ ILM RU S —IZIE ROESBRILM IL—ILAZFENRTUVE T,

* HDIAHBFIC, 643 AL AP vy—O—FT a0 > FJ%FERBLT. [ finance-records | &UWLSERID S3 /N
W RCBTRITRTOA TSIV E I DDT—REZ—ICHRIAL F T,

C AT MDRIVID ILM IL—ILIC—LABRVESIEX. RUS—DTF T4 LD ILMIL—ILTHS 2 D
DTF—2E>2—%FHALT. DC1EDC2D2DDT—REIRA—ICEFDA TS0 bOIAE—%I&IA
L9,

147



Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |
Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x

B2 ECAHTZTI MY AIDT ALY YTREDILMIIL—ILER) > —

MTFICEET AT TINIIL—IIER) D —ZR—=RI ATV A XITT1ILER
)2 LTEC D#REHZBLTILM AR —ZERTETET,

UTDIMIIL—ILERD) S —3—FlICTEFF A IIMIL—ILZRETIHEIZHEHD £
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YV DEKRERSCTEOHICR S T RR S —DREECEEDICHEEET D e ZBESEL TLIETL,

Bl2DILMIL—)L1 : IMBZ8X 2472V MCEC ZfEALEY

CDILMIIL=ILDOBITIEZ. IMBEBRZA TSIV A LAY Yy—0—FT 10> LFT,

ALYy —0=7T 4273 IMB ZBX 5472V MIBLTWEY, 200KB KD 4 7
(D) Oz MERALAYr—a—Fa YUEFERLAVTIES W, (LA U r—a—Fq 27
SNIFERITNES BT ST R b EERT B H—N— Ay RIZRELEL Ao

IL—ILEH EDH
JL—IL%& ECDADATS Tk >1MB
= HERFE B D 3A A BFE

T2z M AAOBERT« ATV MFAX (MB) HH1 EDHKREWV
eI
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IL—ILES EDH
aAvFoviEcE 3DDHA M EEFERALT2MM DA LA vy—O—F ¢ > AE—%1ERK

Matches all of the following metadata:

Object Size (MB) v | | greaterthan vl +

+

l2oMIL—IL2 : LTFUS—bENnfcOE—%Z 2D

COIMIL=ILDOBITIF. LFUT—bIE—Z 2 DEL. 7Tz A XTI T EZUVILE
Hho COIL—ILVERIS—DTTFILEIL—ILTT, RIIDIL—ILTIEZIMBZEBRBZINTDOAF Ty
EAT LR TENBTDH. COIL—ITHERATETZDE IMBUTORE ATV FDAHTT,

IL—ILESE EY!

=L 220L 7=k~

SR B D 34 255 ]

AT M AXDBELT7+ &L

g >y

AT UVEE L7V —hr3E=%Z22FLT. DC1EDC2D2DDT—&E

YE—ICRELEY

Fl2DILMAR)>—: IMB%2BZX 34TV MIEC2EARALET
COFDILM R > —ICIE 2 DD ILM JL=ILAAEFENTWVWE T,

* BAIDIL—ILTIE. IMBZBRZIRTOA TPz b EALADYy—O—T12JLFT,

*22BD (FI7AILELD) ILMIL—ILICE>T. LFUr—raE—H 2 DEENET, 1IMB 28X
BATSTURMIN=IL1TIqINBZ)TINTWVDH. IL—IL2 TIEFIMBUTOBE A1
FDADBENTNE T,
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Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click

Simulate to verify a saved policy using test objects. When you are ready, click Activate to make this policy the active ILM
policy for the grid.

Mame | Use EC for objects greater than 1 MB

Reason for change new policy
Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will
be automatically placed at the end of the policy and cannot be moved.

4 Select Rules

Default Rule Name Tenant Account Actions
EC only objects = 1 MB (% = x
v Twa replicated copies (5 — x

B3 JERT 7AIILDOREZRILT S LM IIL—ILER) > —

ROIL—ILERYS—DBEFEBLT. IMBEBIZIA—VEAL AT r—0—F 7
VL. NEVARX—UD5 2 D0 —%ERT BN TS £T,

UTDIMIIL—ILERD) S —d3—FlICTEFFE A IIMIL—ILZRETIHEIZEHD £
To HILWRUS—%TF7O 570 T BR0IC. RSTRRUS—%SIalL—rLT OAVT
Y DEEEHCTEDICRS TR —DEEEEDICKEET D e EERLTLLIEEL,

FI3DILMIL—)L1 . IMB ZBX 2EIR7 71 JLICEC ZfERALEXY

COIMIL—ILDBITIF. BEBRT LRI T ZERLT. IMBZEBIXB3INTDAA—T 71z A
LAy —0—FT4>JLET,

ALAPYy—0=7 4273 IMB ZiBX 5472V MIBLTWEY, 200KB KD 4 7
(D) Oz MERALAYr—a—Fa YIEFRLAVTI RSV, (LAY r—a—F 127
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IL—ILES EDAI
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IL—ILER (E[R]
eilisie B DA A BFE

FTOTV A ADOBERT« FITPxIbFA4X (MB) 1.0 LDKEV
WEI>T

A—HPAET—EDBERT 1)L A—HYXRXT—241FlLimage LELTY
2T

aAvFoViEcE 3DDHA M EFERALT2MM DA LA vy—O—F ¢ > AE—%1ERK

EC image files>1MB

Matches all of the following metadata:

Object Size (MB) v | | greaterthan |1 + |
User Metadata v | | type equals v | | image 4+ X
+
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Reason for change:

new policy

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
EC image files> 1 MB (§ .
2 copies for small images (% _
Default rule (% v —

B4 :SIN—SaUEBATSTIMDIMIIL—ILERY) S —
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S ERBFRE BY D 3A & B RS
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Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time

v

Placements & 11 Sort by start day

Fromday @0 store. | for v 3652 days |_|

Type | replicated v e ||DC1 |[pcz * |[oc3 = | Add Pool Copies | 3 . Ex

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information

Retention Diagram @

> Refresh
Trigger Day 0 Diay 3652
pc1 3 | ——
pc2 C4| -
= 5 ——
Duration 3652 days Forever

BlaDILMIL—)L 2 : BRTHEWN—3>0OF—% 2D, 2EFRBERELET
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EFERALEY,
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AL=UTF=)L MRDT—RERZ—ICHB 2 DDA L—UF—)L DC1 HLUY
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DIRFLET, 2FRBICEHTHELWN—a v &HIBRLED,

Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v 730 days ' |
Type | replicated v Ecsiion ‘ {lo3] DC2 * | Add Pool Copies | 2 + | =
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
= wl
pcz Cﬁ i
Duration 2y Foraver
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Configure ILM Paolicy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it tater as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make ihis policy fhe active ILM policy for the grid.

Mame ILM Policy for 33 Versioned Chjects
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

| == Select Rules

Default . Rule Name ) Tenant Account Actions
{ Noncurrent Versions: Two Copies Two Years (3 lgnors x
U4 Three Copies Ten Years f_’. Ignore x

The default ILM rule in this policy does not retain objecis forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.
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ZARL—=TF—)L DC1 (/YV)

IL—IL% BAEBEDIAHICKE D NUDTF—2E>R2—%FRIAELEFT
SRR BY D 3A 7 B5 i

a7V VB 0HBEMS. 220LFUs—brIE—%DC1 (NN)) IZRTE

XD A HENE strict o EXDIAHBHIHNT ZDIL—ILOFRRBFIBEFERAL T EST W,

NIT—=REVR—IAT2cI bOOE—% 2 DRETIT HWVIFE.
HDRAHISKBLET,
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Strict ingest to guarantee Paris data center

Description:

Ingest Behavior:
Tenant Account:
Reference Time:

Filtering Criteria:

Strict ingest to guarantee Paris data center
Strict
Paris tenant (25580610012441844135)

Ingest Time

Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3
Retention Diagram:
Trigger Day D
REk it ] I
) I

Duration

Forever

BIEDILMIL—IL 2 DA TSI ML TNT Y ADENTZEDIAH

D ILM IL—=ILDBITIE.

Balanced BXD AHENEZ=ER L T. RIIDIL—ILIC—ELEBEVWA TSI D

ILM 1A R INE T, COIL—ILIC—RITBRIIARTOA TS bOIE—H 2 DREINFE T, 1
DIFKET—FEEZ—IC. BI1DENVTF—EE X —ICBNEINE T, IL—ILZEZTCICRT TIFRL
Baeld. FERREREEDHAICHRIIE—D BN E T,

COIL=ILE. ERDTFHUEBLUVIRTOI - aVICBIRRIE ATV b ZRRELTVET,

IL—ILEE
TFHYETHOUE

BEBRIAINLZIVY

AbL=F=)L

IL—IL%

SR

VTV VERE

D IAHENE

EDH
BRLET

_BEETNTLEEA
DC1 (/N)) LU DC2 CKE)
2O0IE—T22057—&XtE>%—

HY D 1A A5

0HBEH®S. 220LFVr—hraE—Z 2207 -2t 22— |CHH
PRICARMAL &9

R (Balanced) : CDIL—ILIC—KTBATZ T ME. TJRETH
NEIL—ILOEBFIEICR>TEREBINE T, TNUNDIFEE. D
E—I3EEDEZ ISR TIERSNE T,
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
e [ I ——
DEc2 (us) F—I " i »
I r
Duration Forewver

Bl5 D ILM AR > — I XD AAEEEEAGTDELLDD
CORD ILM R 2 —I(ZIF. XD RABHBEDERD 2 DDIL—ILHEENTVE T,

2DDEBZIWMDAHEIMEZFERAT S ILM AU —IZIF ROELSB IMIIL—ILDZENBZHEDH D &
ERS

cNUDTFYRIZEBL. O S3INTy r)=a3 BN DT =21 —KHNTDOH eu-west-3 (/¥
) ICRESNTWVWBRA TSI M ERIMLET. NDT—R2tEo2—hFATETRVESIZENDIAHIC
KBLET,

*EQMDITARTDOA T b (NUTFYRIBLTWBHDOD. Ny )= a3 hRBE3F TS
IV hZ80) ¥ RKEOT -2t 2—eN)DT—2t>2—0lAICREFLET. EBEFIEZ G
TIENTELBWSEIZ. ERURBERDSHAICHEIE-—Z/FRLFT,

158



Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest

Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.

2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x

COBIDRIS—%>ZTal—bTRL TAME T MIRODELSICFHESNE T,

cNUDTFHFURIZEBL. STy =g D eu-west-3 ICERESNTWS AT MIITARTE
HDIL=ILIC—E L. NUDT—FE>RZ—ITEHINE T, PIDIL—ILTIE Strict XD IAHDMER S
N37=H. CTN5OATS U FHAREOT =2 2= NSN3 cidhhb A, NUT—4F
VA—DA ML=/ —REFHATEAVGE. lDAHITKBLET,

CMDIARTDATS I ME NUTFURMNIBTZA TSI R S3 NIy b)—2 3 0 eu-west-
JICHRETNTVWARAWA TPz 28 2BBDIIL—IILIC—BLET, FF Tz 7 bOaE—DET
—REVA—IC1 DT OREINE T, L. 2 DEDIL—ILTIF Balanced ing( /N5 > X DEXL7=EX
DIAA ) DMERINZ /=D, 1 DDT—REUZ—HIMERTITRVGEIE. FRAEREEDHBARIC2 D
OFEIE—PRESNE T,

fGl6 : ILMAR)>—%2EETS

T—HREDZ—ADEOLSISHEPH LW A FZEMLIHZSIE. FTLLILM R
S—DERET T4 TIDREICHEDZZEDRHD ET,

KU —%ZTETDE0C. ILM OEEBEZEH—BEEMIC StorageGRID & X T LD REME/NT +—<I >V XK
IFTHEIIODVWTERL TEKHBELHBD T,

C DFITIE. ILEREFICH L L) StorageGRID 1 RAYEIIEN. FILWH A MIT—RZENT Z70HICT D
TA7RILM RS —%ZZEBTIHELRHD X7,

UTDIMIIL—ILER) S —d3—FlIcTEFFE A IIMIL—ILZRETIHEIZEHD £
o FILWRUS—T7OF 4 T BRI, RSTRRUS—%SIalL—rLT, OVT
YV DEKRERSCTEOHICR S T RRY S —DREECEEDICHEEET D e ZBESEL T ETL,
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ILM RS —DEENRN T4 —T YRI5 R ZEE

FLOWILMARU S —%T7 o740 T2 FHICHLWRU S —DREEFIETZHOBEAF T2V O
L VISFAANDBEINNEIC R > T35 A(1CIE. StorageGRID Y R T LD/INT #—< > RUC—BRMICHE T 50
BN HD £7,

FLOWILMARU S —%T U510 T T3 L. StorageGRID IF. FDOR) S —%FERALT. B
FOFATSz U MEFHTTEICEDAENA TS TV EELIRTOA TPz M EEBLE

C) To FILWILMARU =% T U F 4 Tb$ 3. BEOL TV — ATz b1l A
S —A—T a0 AT U FOBRBICNTZ2EEEZRRALTLIETL, BFEOA TS o
DB EZEETZE. FLLVEBNTEIN TREINIBBIC—EMNL )Y — XDOBENH
£ 930NN HBD £,

StorageGRID M/\N7 # —< > AIC—FICEE T 3 A8EMLH S ILM R S —DEBICIF. RDELSBHD
hHhxEd,

cBEOALASY—OA—T 42T F TSI MDA LA vy—O—FT 7 7O7 71 IILDOERB

StorageGRID Tld. BT L AP v——T 427 7O7 7 A ILIF—REHBTN. FiLL
()  FOTr LEBRTEBEEALISv—O—F (2T 75 XY MBREShE#
Fuo

FBEOF TV MCBBLIE—DRA TEEBT B, L ZiE ABHOLTUTr— ATV o b
EALASY—O—F 1 Y FATO 1Y MBS BBARY T,

*BEFEOF Tz DA -2 o< RIDBARICEBE T %, 1cezE 5TV R ML—2TF =)Ll
E—hUA FORTEROA T F2BEFTBIHEHETT,

BaEEER
ILM R > —%= e %
Bl6DTIT+THILMAUS— 1 2D0HA FTOT—41RE

CDBITIE. 7IT«4TRILM AR S —ERFIC 2 B bD StorageGRID > X 7 LAICEKFTIN. 220D
ILM JJL—=)LZERLTWET,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone ihe active pelicy; or view the details for any policy.

4= Create Proposed Policy | | Ei Clone | | # Edit | | % Remove |

Policy Name Paolicy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT

| | Baseline 2 Caopies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default . Tenant Account
Tenant A
One-Sits E Coding for T tA
ne-Site Erasure Coding for Tenant A © (49752734300032812036)
Two-Site Replication for Other Tenants (5 v Ignore

COIMRUS =TI TFHFYMAILBTZ AT M1 DDA T2 DAL APy —0—T 1>

JICE>TRESN. —AMDIRTDTFUMIBIEZF TP M 2-copy LTV r—2a>%zERAL
T220Y1 FETHREEINE T,

COBIDBNDL—ILTIE. BEATLZEFEALT, 1 L1 U r—I—F1 SIMNEN
(D)  #79z MIBRSNABLESICLTVET, IMBRBDTF> FADTTITY b
LT = a R BRT S 2 DEOIL—LICk > TRESNET,

=1 i TFRAICI DO bDA LA y—O—FT 1>

IL—ILEE (EXoLl

IL—IL% TFYEADA YA DAL ADv—O—TFT 12T

TFRTAOYE TFT2EA

AL—=2F=)L T—REYR—1

AT UVEE ;Elt—é:l’:"/g— 1D2H A LAPvy—O—T 127 % 0 HEHL SHEH
C KT

IL=IL2 DT+ MI2D20Y A L TUT—F9 3

IL—ILEER (E(L
IL—IL% moTFrF>rREO 29 LT =23y
TFORTHAOUR BHELEY
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IL—ILEE (EXoL

AL=ST=)L F=REIR—1 TR —2
aA>FoViicE O HEASEHRICL U r—rENcOE—x2 [ T—2tE> 52— 1

21D T—2tE>2—2121D,

BlEeDILMAEIS—r LT, 3201 FOT—XFRENMEREINTVLET
CDOFHITIE. 3H 1 D StorageGRID AT LD ILM AR >—%EFHLTLWET,

FLWHA R EEBINT37ODIEET IcHe. )y REEBEIZ2 DOFHFLWA ML= T — )L % ER
LELTe 1DldDataCenterSFHORML—SF =Ly 51 DE3 20U A FIRTEZFLCRAML—D
T=IL (TFRTODRL =S/ —ROTITAILEDA L =T —)LEIERR D)) TS, TDH. BIEE
T2 D20 LVWILMIL=)LE. 3 DDA b IRTDT—X%RETDDICERINTFHLLWRS T+
ILM R > —%ER L £ L7

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

» Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

» Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object’s location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objecis that are 200 KB or
smialler from being erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaluated in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Three-Site E Coding for T tA &
res Sl Erses Cuding fof Termmt A O (49752734300032812036)
Three-Site Replication for Other Tenants (§ L Ignore

COFLWILM RIS —DRT7 o074 TIbENB . TFYMAICBIZA T2 D3 DDOH A bT 2+1
ALAPYy—0—FT 4 VJICE>TRESN. HOTFV b (BLUTFYMAIKETR/NEVWATD Y
B ICBT2472c I/ ME3 DO A MEATI AE—LTUT—2a Vil >TREINDLSICHD F
ER

=1 FFYFAILSIHI LA Yy—O—FT 0>

IL—ILERE EDBA
IL—IL% TFYEFAD3I YA MALADYy—O—FT14>J
THEETAOUE TFHFVERA
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IL—ILEE (EXoL

AbL=U7=) 3DDT—REVR—FART (T2 —1. T—RE>&2—2.
T2t 2—-3%8L)

—d—TA4 V7 =ERT

IW=lL2 DT F> I3 D2OH A hZELTITr—23>9%

IL—ILESE EDHI

IL—IL% T+ bRBICIDOY A MIL T T—2 3y
TFORTAOT R mALEXT

AL=o7F=) T—REIR—1, T—REVE—2, T—REVE—3

VTV VERE 0 HENSEHRICL 7V —EN/OE—3D2 7222 — 1

21D T—42tE>R—2IC1D, T—RE>H2—3I1212D.

BEeDRSTFILM RIS =270 T4 THLTVET

HLOWRSTMILMRUS =27 0747 dd . BIFOA T2 0 b LWSFRICEBEIESNID.
RMELCIBEFH NI —ILOBREFIBICESVWTBEDA T/ bOFHLWA T o FOAE—DMER TN
fcO I 3ARMEN DD T,

BE AL —ICT5—h55 L. BETELT—SBRNRET SARMABD ET. KU >
(D —27974 T BHCE<RRESVUS SaL— b L, BEEED ICHIET 5T L 2RR
LTLRE L,

FLWILMARU S —%70F 471t $3 L. StorageGRID . TDR) > —%FERAL T, BE
FOATST U REFHTICBRDIAZEN AT TV 2B IRTOA TV FEBEBLE

@ Io FILWILMRU S —% T U710 T T 3HIIC. BEOL TV S— ATz A LA
S —A—T A I F Tz FOBRBICHTZEEEH AL TLIEEW, BBFEOAF TSy
DGR EZEET D . HLLWEENFFMINTRESNIBIC—RNA )Y —XORBEHIE
I B30EMNBD XTI,

ALADy—a—T 4 VT DFIENEDL 2L TDEE
COBDIRET VT4 TR IM RIS —TlE. TFHYMAICBT 34Tz DT —RE>%— 1T 2+1
DALAPYy—A—T1 I ZFERALTREINE T, FILLFSTFDILMRUS—TIE. TF Y FAIC

B934Tz D T—2E>2—1, 2, 3T211ALAPv—O—T1 VI FRALTREINF
EXS

FLOWILMARD =D T7 o7 TSN 2. RO ILM LEBHAERTEINE T,

*TFYRATERDRAFENHLWAT STV ME2 DDT 2T Z XY MIHEITN. 1 DDNU T
1T ZTAHEMEND, EDE. 3DDTZITXY M ENENDRLDT —E LU Z—IIRRESH
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£,

*TTYRAICEBIBBFEOA T MM RITHD ILM X* v > 7O XA THEHMESNE T, ILM D
REFIETIEHFLOWALADSy—O—T 27 7A7 7MIIHMERINBc®. BRICFHLWLWAL AP v
—A—TAYIENETZTAY HMER SN, 3 DDT—2tE>R—ICH#EhEzT,

T—REUR—1DBEFED 241 757 X MIBAMASINEFH A, StorageGRID Tld. &
() AL1ov—a—F12ITIOI 7 A LE—BESBIA. HLLWITOT 7 AL EERT
BBARALAV v —I—F 1 >TTFTXY MBRETE A

L7V —>a YFIRDED ST & EDEE

COBIDIRET I T4 TRILM RIS —TIE MOTF Y MIBIBZA T I I T—FtE>&—1&
20AGL—=UF=ILAD 2 2OL T r—hAE—Z2FRALTRESNE T, HILLWEZT FDILM AR
=T DT FURIBITBZA TV D T—REVEZ—1. 2. BDRL—=IT=I)LRD 3D
DODLFVr—rAE—Z2EAL TRESINET T,

FLOWILM AR S =BT o710 TN . RO ILM LEBHAERITEINE T,

CTHFYRAUADTFYRCHLWA TS U MHEBMENS . StorageGRID (& 3 DD O —%={ERk
L. 857 —42t>42—IC12¢F2E—%2RELET,

C EFNSOMOTFUMIBIZIBREOATI I MMI. IMORXF v > 7O XOERTHICBTHMEINE
To T—REIRA—1ET—REE—2ILHZBAEFEOAT 7 bAE—DFHLWVWILMIIL=ILDL
Jr—a BHES|IEHRIMHELTVWSH,. StorageGRID (3T —2tE 22 —3 (14T 7 O
LWIAE—% 1 DEH T 37EI1TTEAE T,

ORI —%TOFT4TIULISBEDINT =XV ANDEE

COBITRZTZRDILMARY =% 7T 1 TIbd 3. D StorageGRID ¥ XA T LDLERMHR/NT #—<
VRI—BRHICHEELET, THFYMNADBEA TSV MBICHLWA LAY y—O—FT 42T 750X
YhEERL. OTFY NOBEA TS MRICT—2E Y2 =3I LWL T r— aE—%ZER
T3ICIE BELDDIFTVILARILDT )y RUY —=IDBREIZRD £,

ILM R S —HEEINITcOD. 7531472 bDHAMDBREEZAAERD—FWICBELDDL AT
UHELBRBEREDHD T, BEFIENT ) v F2EICERICEESNLLHE. LATUIIEELANIL
ICRD &9,

HLWILM RS =% 7074 TILTBBO) Y —XOBEZEET 3113 BIFEOF TP 7 NS
WSSICIL—ILTERDAAKEDORER T 1 L2 Z2EBLET. BIFEOZ T2 0 b FREICBEIENAZL
LT BDIC. FHLWRI D —HBRINZBELTORBEID IR LD LS ICIDAHREZRE L
9,

C) ILM R S —DEBRICA TSz FHMUIBEINZIEREZEL LD, EIFT-DTI3RELRH
35Eld. TUZAILNYR=FMIEBFVWEHDELLIEETL,

BT S3ATocoy OV IDENILM R > —
S3AT o boOyILEMGBNTY NADA T 0 bORES L OFRBFOEH %

BT ILM AR O —2FEERTBEIE. UATOHD S3 /84w by ILM JL—JL. ILM 7R
O—HER—RE L TEHRATEXT,
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@ LBiD StorageGRID ') 1) — X THRERDEYMEREZ A L TWIHE. COPIZERAL T, ek
DEHERED BN > TVWBEFEONT Y b ZEEBTEZEHTTEY,

LTFDIMIIL—ILER) = 3—FlICT EEEA. ILIMIL—ILZRET B HEIIZSHHD &
(D v HLOWRUS—2T7 9574 TTBRIC, K57 EUS—%SSaL—bLT, AVF
PYDERERCIEDICE ST MRUS—HBECEDICHRET 5 C 2B L T ESE LY,

REEIER
*S3AToxor AV ITHAIDOzV M EEEBLEY

*ILM R > —%1ER T 3

S3ATzobOVIDNTY bEATS D DB

RDOFHTIE. Bank of ABC EWSEFID S3 7+ ~7HT > AT, Tenant Manager B L T. EERIR
TRRERMNT Z7DICSI AT Ay I EEMILIENT Y FEERLTULWET,

Ny FDES B
FFYRTAYY M ABC $RfT

NTY b tR1TECER

NTy kD=3 us-east-1 (F7AJL )
Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

-

Name =+ S3ObjectLock @ |+ Region % ObjectCount@® = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST

1

bank-records /Ny MZEBIMENZEA TSz bELUVA TS U b/N—2 3 VIS 'retain-une-dat’ LV

'legal hold' R EICRDIEZFERALEFT
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IO CICERELET EDF
[ retain-une-date J [ 2030-12-30T23:59:59Z; (12 A 30 H)

EFTO U MN—=2 3 VICIE B D 'retain-une-dat' FREHH D £
CDFRTEIF. EIFRZ i TEEITH, TIFRZiETEFHE A

M)—HILE—IL K] Moff 1 (%)

)—AILEKR=ILRIE. ®REHAERFPVOTHERDA TSI MNN—2 3
VNCERERISERTEET, 7700 D) —HILKR—ILRDXR
ICH > TW3B5HEIE. [retain-untii-date | ICELTHA TSV %
HIfRTE £t A

S3ATOx IOV IDIMIL—ILADH : A LAYy —O—FTa>J7AT7AILENT Y FORE

CDOFID ILM JL—)LIE. Bankof ABC Y WSERID S3TFH U M7 AT FOHAITEAINE T, [ bank-
records | N7y NROFEEDA TPz MI—RLT=HE. 1LAPy—O—FTo >0 %2 FALT6+3 DA
LAy —0—FT4 2770771 E2FERBLT. 32072t 2—HY1 DX NL—Y/—RIZAT
SV EBMLET, COIL—ILIE. S3ATZz o7 bOvIBBMENT Y FOBEHFZB-LTULWET,

1ML ADvy—O—FT > aAE—H0BEISEHRICA ML —2/ — RICFESTH. BRBREME LTED
AHBEBDMERINE T,

IL—ILESH EDAI

=Lz #HLJL—)L © Bank of ABC DERITECER/NT v D EC AT TV k
ey a2 s Ly BV ABC £81T

INT Y N4 [ bank-records | ZIEEL XY

SERTqILR) VT 70z 4X (MB) D1 EDKREL

*EITDTALEIE. IMBUTOATD I MIA LAY vy—1
—TA VI PMERTINBVNLSICLET,

166



Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites

Tenant Accounts (optional} Bank of ABC (20770793906508351043) |

Bucket Name equals ‘v]l bank-records

/ Advanced filtering. . (0 defined)

B ]

IL—ILER (E[R]
eialisie HY D 1A A5

B 0BEOR R TH 5KEIC
ALAVY—a=FAYFTOT  *3DDF—RELYE—HA FDAL—V/ =Rz LAY v—2

71 —T4 Y AE—%ERLET
* 63 A LAYy —OA—T 1 ¥J XF— L% ER

Edit ILM Rule step2 of3: Define Pizcements

Configure placementinstructions to specify how you want objects matched by this rule to be stored.

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & 1 Sort by start day

Fromday | 0 = | store Tore\ferj Add BN

Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :’ + | x

3 Refresh

Retention Diagram &

Triggar Day 0
teee AAR £t os )
(6 plus ) Eé—j b

Duration Forever

=

S3ATDx o +oOvIDFDILM IL—IL 2 : FEERIL—IL

COBIDILMIIL—=ILTIE. 2D2OLFV T — ATz bAE—ZR L =2/ — RICRAICIEML £
o 1FER IJSUVFRIML—=T =L DOAE—ZEAARICEM L E I, COIL—ILIZFTISTRI ML

167



=TI ZFERYTBH. FFEMEED, S3ATIO o Oy IHRBEMICHES>TWVWBRNT Y FROF T
U MMIFBERINhEEA.

IL—ILEE (EML
=% FEEMMIIL—I . VT RAML—DTF— L %ZEH
TFORTHAOT BETNTULWFEEA
NT R BESNTULWEEAD. S3AT2 o OV T (FFIFRERDERE
BE) WEMICAE > TOWERWAT Y FOATERINET,
BEBITAINLRI VY BETNTULEEA
Create ILM Rule step 1 of 3: Define Basics
Mame MNon-Compliant Rule: Use Cloud Sterage Pool

Description DC1 and 2 for 1 year then move to CSP
Tenant Accounts (optional) @ Select tenant accounts or enter tenant iDs

Bucket Mame matches all v | Value

/& Advanced filtering. .. (0 defined)

| carcat | et |
IL—ILERE ED A
R B D 3A A B5 RS
[i=s *0RBMS. 2D2DL T y—raAE—5ET—REVE—1CT—

BB —2DAML—T/ —RIC365 HERML 9

*1HE#%. LU —brIE—% 1 DU5TORRAML—ST—)LICE
BAPRICHSMIL £ 9

S3ATDx o +oOvIDFDILMIL—IL3 I FTTHILEIL—)L

COIMIL=LDBITIE. 2D2DT—REVE—HNOR L= F =LA TV b7F—2%Z2 08— L &
To COEMIL—ILIE. MRV —DFT T AILMIL—ILELTREFATNTVET, T ILRIFEENT .
SRERNSRM TRVREZERLEFEA. £lcw S3A T2z o by INBHBNT Y FOEHZHELL

£9. 220472/ bAE-H 0 HENSEMRICA ML —2/ — FICEFECN. SREBC LTERD
RABDMERTNE T,
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IL—ILEE (EXoL

IL—IL% TIAIEDEWIIL—IL : 2 DDIE—N2 DDT—RE>E—%1F
RLET

TFORTHAOT BESTNTULWEREA

N7y b4 BESTNTLWEEA

BEBRITANRIVYT BESNTLEEA

Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Description 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts {optional} Selecttenant accounts or enter tenam IDs
Eucket Name matches all :.v Value

/ Advanced filtering. . (0 defined)

IL—ILEE (EXoL
SRR HY DA A BFE
[ 0 HEH M SEHARIC, 2 D2DL TV 7r—hFIE—Z&FKFLET, 121

T—=AEYR—1DAL—=U/—RIZC S 12@T—2E>H—2
DAL=/ —RICHFEFHLFET,
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Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j

Placements @ It Sort by start day
Fromday @ 0 = store  forever LI Add
Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :I + | x

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.

. " ~
Retention Diagram © < Refresh
Trigger Day 0
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Data Center 2 ﬂ
Duration Forewver
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this palicy the active ILM policy for the grid.

Mame Compliant ILM policy for 83 Object Lock example

Reason for change Example policy

Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will

be automatically placed at the end of the policy and cannot be moved.

i =+ Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ v Bank of ABC (90767802513525281639) i®
Non-Compliant Rule: Use Cloud Storage Pool (8 Ignore x

4 Default Compliant Rule: Two Copies Two Data Centers & v Ignore x
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