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Edit ILM Rule step 2 i 3: Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored.

Two Copies Two Data Centers

Reference Time Ingest Time v

Placements @ 11 Sortby start day
From day ] store | forever v l_
Type | replicated v Location || Storage Pool DC1 H Storage Pool DC2 Add Pool Copies | 2 E ®

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information
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Create ILM Rule step 2 of 3 Define Placements

Configure placement instructions to specify how you want objects matched by this rule to be stored

EC for 53 bucket finance-records

Reference Time Ingest Time v

Placements &

11 Sort by start day

From day 0 store | forever v

Type | erasure coded v Location | All 3sites (Bplus3) » Copies | 1

[#]

Retention Diagram € 2 Refresh
Trigger Day 0
All 3 sites
(6 plus 3) ) e
Duration Forever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it tater as required. Click Simulate to verify & saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Object Starage Policy
Reason for change new propesed policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
policy and cannot be moved

[ 4 select Rules |
Default Rule Name Tenant Account Actions
EC for $3 bucket finance-recards (§ Ignore x
L Two Copies Two Data Centers (5 Ignore x
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Matches all of the following metadata:

Object Size (MB) v | | greater than v 1 +

+

Fl2a2DILMIL—IL2 LTV —rENfzaE—% 2D

CDIMIL=ILDFTIE. LTV r—raE—%Z 2 2EHL. T2z MY AXTIE T4 ILRY VI LF
HhAe COIN—INEERIS—DTTAILFIL=ILTY . RHDIL—ILTIFIMBZBRZINTDOF TV TS
EAT IR TENBE D COIL—ITHERATETZDE IMBUTORE AT TV FDAHTT,

IL—ILEE fED A

IL—IL%& 22o0L U r—kaE—

SRR EY D 3A & B

ATz A IOBERT7w KL

W2 >y

A>T UVEE LZ7Ur—raE—% 2 DELT. DC1EDC2D2D2DOT—2+t

IE—IRELEY

Fl2DILMAR)>—: IMB 282247V MIEC ZERBLEY

COFIDILM AR S —IZIE 2 DD LM IL—IILAAEENTUVET,

*BAIDIL—ILTIE. IMBZBRZIRTDA TPz I b EALADY—O—T142JLFT,

* 228D (FI7AILED) IIMIL—JLIC&>T. LTV —FOE=-D 2 DERENE T, IMB ZEBX
AT MINL—IL1TIAIINRI)ITENTWVWS®. IL—IL2 TIFIMBUTORE A 72xs
FOHDBRATNE T,



Create a proposed policy by selecting and arranging rules. Then, save the policy and edit it later as required. Click

Simulate to verify a saved policy using test objects. When you are ready, click Activate to make this policy the active ILM
policy for the grid.

Mame | Use EC for objects greater than 1 MB

Reason for change new policy

Rules

1. Select the rules you want to add to the policy.

2. Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will
be automatically placed at the end of the policy and cannot be moved.

4 Select Rules

Default Rule Name Tenant Account Actions
EC only objects = 1 MB (% = x
v Twa replicated copies (5 — x
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EC image files>1MB

Matches all of the following metadata:

Object Size (MB) v | | greaterthan |1 + |
User Metadata v | | type equals v | | image 4+ X
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Reason for change:
new policy

Rules are evoluated in order, starting from the top.

Rule Name Default Tenant Account

EC image files > 1 MB (4 =
2 copies for small images (4 —

Default rule (% v —
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Create ILM Rule step 2 of 3: Define Flacements

Configure placement instructions to specify how you want objecis matched by this rule to be stored.

Three Copies Ten Years
Save three copies for ten years

Reference Time Ingest Time 4

Placements @ 11 Sortby start day

Fromday @0 store | for v 3652 days St |

Type | replicated v e ||DC1 |[pc2 * |[pc3 | Add Pool Copies | 3 ' Ex

Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. Ses Managing objects with information lifecycle management for more
information

Retention Diagram @

2 Refresh
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Noncurrent Versions: Two Copies Two Years
Save two copies of noncumrent versions for two years

Reference Time Noncurrent Time ] v

Placements € 11 Sort by start day

Fromday | o store | for v 730 days ' |
Type | replicated v Ecsiion ‘ {lo3] DC2 * | Add Pool Copies | 2 + | =
Specifying multiple storage pools might cause data to be storad at the same site if the pools overlap. See Managing objects with information lifzcycle management for more
information.

£ Refresh

Retention Diagram @

Trigger Day 0 Year 2
= wl
pcz Cﬁ i
Duration 2y Foraver

BFlaDILMARYS—: SIN—gVBEA TSV B

BRN—a Y CEERZHEVWN—3 04T 0 hEBIBTZBEIE. MEOA TSI N—-—CT Y
ICHEEAINBIL—ILZIRT DEIIC. SEBEBE LT * noncurrent Time * ZEHT3/L—I)L% ILM K > —
ICEDZUNBELHDET,

SAN=TaVEBATS I RDILM AR > —(ZlF. ROLSEILMIIL=ILHEENE T,

*HW (BFFTREW) N=23ar &I TPV be. TON—=JaUHEH TR B->BH 5 2 F/R
BLEY

BHTAVERIL—LIE. BEOA TV bA—Ya VICERSNSIL— L& DEICR
()  Us—kERTNBERENBDET. TAUAORE. BHTAVE TV FA-a
> 1% noncurrent Time JL—ILIC—E L £ H Ao

* NDABAEEIC. LTV —brOE—%3DERLT. 32T —42 24 —IC1 D23 DRMLET, =EF
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OAT2xI bN—=23>0E—% 10 FEGFEFHLET,

Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save fhe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects, When you are ready, click Aclivate to make this policy fhe active ILM policy for the grid,

MName ILM Policy for 83 Versioned Objscts
Reason for change store 3 copies of current version for 10 years and 2 copies of noncurrent versions for 2 years
Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule will be automatically placed at the end of the
paolicy and cannot be moved

| == Select Rules

Default Rule Name ) Tenant Account Actions
iL Noncurrent Versions: Two Copies Twe Years (§ lgnaore x
U4 Three Copies Ten Years f_’. Igneore o

The default [LM rule in this policy does not retain objects forever. Confirm this is the behavior you expect Othenwise, any objects that are not
matched by another rule will be deleted after 3652 days.

B
COBIDRIS—%2Zal—bd38 TAMTTZ I MEIRDESICFHESNE T,

C B THRWA TSI MN—U3 I RTERIADIL—ILIC—RLE T, BRI THRVWA TSz b=
AaVH2FEUERBELTVWSGEEIE. ILMICE>TRLICHIBRINET (BFTHRWNN—-a>odE—
MNIRTHT )y RO SHIBBRENET) o

BN CTRVWA TSV bN—2 30> ZTal— 930 2ON—-23 >0 UUID %
() %Ki CBID 2B AUBABO FT., TV FARHOBTHNIE. Object
Metadata Lookup % fEMH L T UUID & CBID ##&&ETZE X9,

CREDA TSI CN=a 2 D0BDIL—ILIC—EBLE T, BFOA TSI CN—=23 0D 10 F
BFRESNDCIM 7O REA TPz FORBHN—a e LTHIBRNY—A—%EBML ' UEioA4 7
U hN—=23>% Tnoncurrent 1 ICL 9 REID ILM FHETIE. CORFTHEVWN—2 3 VIERY)
DIL=ILIC—ELZXTd, TOFER. DC3ICHB3IE—H/N—TTN, DC1 e DC2ICHB 2 >0 —
NESIC 2 FEEHINE T,

5] 5 . EXDIAAENED Strict DIZED ILM JL—)LE R S —

IW—=ILTHFR 7 14 LR & Strict D AAE 2RI S L. HEDT —XEZ—D5
FRICAT OO bIMRESNBVLSICTE I ENTEE T,

COFITIE. FRELOMBICED. WIR—=XDTF > MIEU DABBIC—ETDOA T2 7 bEEIHLABWVSE
SIELTVWET, DT FHFYRTADYEDIRTOA TP I b ZELEZOMOA T MME. NUT—
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BEA—FIEKEDT — R Z—ITRRTE T T,

BUFO LM L= LR S —iE—BIC T E F A LM L= L ERET BHEESEBD &

(D v HLLUKUS =27 o7 TET BRI, F5TREUS—%STaL—FLT, AV7F

VY DIRKEI S BIC 5T MRS —HEREE HDICHEET 5 C L ERBL TS,

B

P RDRABOT—HREF T3

* 277313 i MOALBIEEEET
BISDIMIIL—=)L1 I XU T =L Z—%ZRERT B8 D Strict BXD1AH

D ILM IL—LDOBITIZ Strict BRDAAHEFZFERA L T, NUR—=XDTF > MIEL>TS3NT Y MIFRE
SNEFTUTOPOU—Va v eunestd U—Ua> (SU) KRESNLDOHKEDT—F4> 52—
IS NAEVESICLET,

CDIL=ILE. NOTFFURIZBL. S3N\YTy =3 B eu-west-3 (/X)) ICERESNTVLWRERE 7
Iz ERLET,

IL—ILEE EDBHI

TTFRTHAOE NIDTFH> bk

BERITAINEIVY BAHEIHIE eu-west-3 ICHHE L T

AbL=F=) DC1 (/X))

IL—IL% BARBEDIAHICED. NIDT—REVZ—%Z2FRELFT
eS| B D 3A B

A7 UVEdE OHEBEMS. 220LFU4s—kIE—% DC1 (\V) IREF

D AHENE strict o BXDAHBFICHT ZDIL—IILOERBEFIEEFERAL T LI,

NIF=2E2E—|CF T I bDIAE—% 2 DREFETEBVIHE,
BUDIAHIFKEL £
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Strict ingest to guarantee Paris data center

Description:

Ingest Behavior:
Tenant Account:
Reference Time:

Filtering Criteria:

Strict ingest to guarantee Paris data center
Strict
Paris tenant (25580610012441844135)

Ingest Time

Matches all of the following metadata:

System Metadata Location Constraint (53 only) equals gl-west-3
Retention Diagram:
Trigger Day D
REk it ] I
) I

Duration

Forever

BSEDILMIL—IL2 (DA T I MIRHLTNT Y RDENTED AR

D ILM IL—ILDBITI.

Balanced BXD AHENEZER L T. RIIDIL—ILIC—ELEVWA TSI D

ILM $hZEA R L INE T, COIL—ILIC—TBRIIARTOA TS bOIE—H 2 DREINFET, 1
DIFKET—REVEZ—IZ. HI1 2NV T—RE X —IIRHENE T, IL=ILETICTET TIFARL
Bald. FEHEEEREREDSBAICHEIE—DERETNE T,

COIL=ILE. ERDTFHUEBLUVIRTOI -3 VICBIBIRIE AT b ZRRELTVET,

IL—ILER
TFRTHAOTE

BEBTANLZI)VYT

AbL=F=)L

IL—IL%

SR

aAVFYVERE

DA HENE

EDH
BELET

_EETNTLERA

DC1 (/XU) H&LU'DC2 CKE)
2OMIAE—T220T7—Rt>32—
BY D 1A A 5]

0HBEH®S. 220LFVr—hraE—Z2 2207 -2t > 2 —ICHH
PRICARAL &9

R (Balanced) : CTDIL—ILIC—KTBZA TS T ME. TJRETH
NI —ILOBEBFIEICR>TEREBINE T, TNUNDIFE. BT
E—I3EEOEZISARTERINE T,
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2 Copies 2 Data Centers

Description: 2 Copies 2 Data Centers
Ingest Behavior: Balanced
Reference Time: Ingest Time

Filtering Criteria;

Matches all objects.

Retention Diagram:

Trigger Day O
e [ I ——
DEc2 (us) F—I " i »
I r
Duration Forewver

55D ILM R >— D IAHFEFEXHAEHETHD
COBID ILM R o —I(ZiE. BDAAHBENERS 2 DDIL—ILHAEENTUVET,

2DDEBZIWMDAHEIMEZFERATS ILM AU —IZIF ROELSB M IIL—ILDZENBZHEDH D &
ERS

*NUDTFHFYHRIIEL. DOS3INTy =3B DOT—21E2 R —RTDOH eu-west-3 (/¥
) ICERESNTWVWBRA TSI M ERMLET. NDT—R2tE 2 —hFETETRVESIZENDIAHIC
KMLET,

* TOMDIRTDA TV I b (INUTFURIBLTWEHLDD, N7y b =23V hiBB24 T
7 bZg0) ¥ RKEOT—2t>2—eN)DT—2t>2—0lAICREFELET., EEFIEZET
TIENTELBWSEIZ. ERURBERDSHAICHEIE—Z/FRLFT,
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save the policy and adit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Activate to make this policy the active ILM policy for the grid.

Mame Example policy for Sirict ingest

Reason for change Do not store certain objects for Pans tenant in US

Rules

1. Select the rules you want fo add to the policy.

2. Determine the order in which the rutes will be evaluated by dragging and dropging the rows. The defaull rule will be automatically placed at the end of the
policy and cannot be moved

| 4 Select Rules
Default Rule Name Tenant Account Actions
Strict ingest to guarantee Paris data center (§ Paris tenant (255680610012441844135) x
L4 2 Copies 2 Data Centers (8 lgnore x

COBIDRIS—%>ZTal—bTRL TAME T MIRODELSICFHESNE T,

cNUDTFHFURIZEBL. STy =g D eu-west-3 ICERESNTVWES AT MIITARTE
HDIL=ILIC—E L. NUDT—FE>RZ—ITEHINE T, PIDIL—ILTIE Strict XD IAHDMER S
N37=H. CTN5OATS U FHAREOT =2 2= NSN3 cidhhb A, NUT—4F
VA—DA ML=/ —REFHATEAVGE. lDAHITKBLET,

CMDIARTDATS I ME NUTFURMNIBTZA TSI R S3 NIy b)—2 3 0 eu-west-
JICHRETNTVWARAWA TPz 28 2BBDIIL—IIIC—HBLET, FF T2z 7 bOOE—DET
—REVA—IC1 DT OREINE T, L. 2 DEDIL—ILTIE Balanced ing( /N5 > X DEXL7=EX
DIAA ) DMEREINZ /=D 1 DDT—REUZ—HIMERTITRVGEIE. FRAEBEEDHBARIC2 D
OFEIE—DRESNET,

Bl6 . ILMAEYUS—ABTFES3

T—HREDZ—ADEDLSISHEPH L VWY FZEMLIHZSIF. FTLLILM R
S—DERRET VT4 TIEDUEICB B EHHBD £ T,

RUS—%#ZEETBHIIC. ILM OEEBZEEHN—BEHIC StorageGRID & 27 LDREHR/NT #—< >V UK
IFIREICODVWTERL T BRELHD £,

C DFITIE. ILAREFICH L L) StorageGRID 1 FAYEIIEN. FILWH A MIT—RZENT Z70HICT D
TAIBIMR) S —%Z2BETIRENHD T,

UTFDIMIIL=ILER) S —IE—FlCTEFE A LM IL—ILZRET I HEITZSHEHD £
T FILWRUS—F7UF 4 T30 RSTRRUS—%F2IalL—MLT, :l/T
Y DEEREBCTEDICRS T FRYS—HEEEEDICKEET I e EZHRELTLIESE
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ILM RS —DEENR/NT =TIV RCEZ BHE

FLWILMARU S =% T o740 T2 FHICHLWRU S —DEREEFIETZHOBELS T2 U O
L VISFAANDBEINNEIZ R > T=35E(1CIE. StorageGRID ' X T LD/NT #—< > AUC—BRMICHET 50
BN HD £7,

FLWILMARU S —%70F 471t $3 L. StorageGRID . ZDR) > —%FERALT. BE
FOAT U NEFTRICDAFNI ATV P 2B IRTOA T M EERBLE

@ To FILWILMARU S —%T7 U741 T d 3. BEOL TV IS— ATz b1ALA
Sv—OA—Ta I FTO TV FOREICHTIEEZHRL TLIETV, BEOAT Y
FDBFAZEETZ . FHILLEEHNTFMIN TREINZBIC—RNRY Y —XDBEHNFE
920NN DD FT,

StorageGRID D/NT # —<I Y RC—FRMICHE T B R/8EMD H S ILM R O —DZEEICIE. ROLSBHD
rHOFEd,

cBEOALADSY—OA—TFT 42T F TSI MDD A LA y—O—FT«>J7O7 71 ILDOER

StorageGRID Tld. EM LAy —A—T 27707 7 IILIF—REABIN. FLW
()  FOTrLEBRTEBEEA LIS v—0—F 1275 XY MBREShE#
Fuo

FBHEOF TV IO NCKBBIC—DRA TEEBYT B, LLXIE ABHOL TV —hATOT ok
EALADv—O—FA VI 4TV MCERT BHABETT,

CBEOA TV ROIC—E E ol < HOBFICHBE T 5. L XE IFTYRRRL—IT =LY
E— b1 FOMTEROF TS 1Y FEBBT 3BABLTT,

E e E:
ILM RS —% R T %

BeDTITATHIMR)>— 1 2 DDA FTDOT—R{RE

COBPTIE. 77T TRILM AR > —IIRAIC 2 Y ~D StorageGRID > X7 LAICEKFTSN. 2 D0
ILM JL—=I)LZERLTWET,
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ILM Policies

Review the proposed, active, and historical policies. You can create, edit, or delete a proposed policy; clone ihe active pelicy; or view the details for any policy.

4= Create Proposed Policy | | Ei Clone | i_,/ ﬁ\ | x Remove“;

Policy Name Paolicy State Start Date End Date
'®  Data Protection for Two Sites Active 2020-06-10 16:42:09 MDT
) | Baseline 2 Copies Policy Historical 2020-06-09 21:48:34 MDT 2020-06-10 16:42:09 MDT

Viewing Active Policy - Data Protection for Two Sites

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.

Reason for change: Data Protection for Two Sites

Rules are evaluated in order, starting from the top.

Rule Name Default Tenant Account
Tenant A
One-Sits E Coding for T tA
ne-Site Erasure Coding for Tenant A © (49752734300032812036)
Two-Site Replication for Other Tenants (5 v Ignore

| souae | Acwvae

COIMRUS =TI TFHFYMAILBTZ AT M1 DDA T2 DAL APy —0—T 1>
JICE>TRESN. —AMDIRTDTFUMIBIEZF TP M 2-copy LTV r—2a>%zERAL
T220Y1 FETHREEINE T,

COBIDBNDL—ILTIE. BEATLZEFEALT, 1 L1 U r—I—F1 SIMNEN
(D)  #79zMIBBRSNABLESICLTVET, IMBRBDTF> FADTTITY b
LT = a R BRT S 2 DEOIL—LICk > TRESNET,

IW=IL1 i TFFAICI DB DAL AT Yy—O—FT 1Y

IL—ILEE ED B

L—IL% FFYRAD YA RO LAV v —a=F 1 VY

FFYRTATY K FFURA

ZRL—T 7= F—2tEYR—1

1V FYVEE ;rggya—1ozm4b49v—:—?4>7%05§#6ﬁm
CEAT

IL=IlL2 (DT FMMI2D0Y A 2L TUT—+T%

IL—ILER fEDH
IL—IL% worr>rRED 294 LT =23y
THEOETAOUE BmELET
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IL—ILEE (EXoL

AL=ST=)L F=REIR—1 TR —2
aA>FoViicE O HEASEHRICL U r—rENcOE—x2 [ T—2tE> 52— 1

21D T—2tE>2—2121D,

BeDILMARIS— LT, 3201 bOT—RFENMEESNTVET

CDFITIE. 341 ~D StorageGRID ¥ X7 LD ILM AR S —%EBHFLTLWET,

FLWHA R EEBINT37ODIEEToIcHhe. )y REEBEZEIZ2 DOFHFLWA ML= T — )L % ER
L¥xlL7 1DidDataCenter3 DAL —T—=I)Le 51232 A MIRTEZSTCRA ML=
T=IL (TFRTDRL =S/ —RDOTFTITAILEDA L =T —)LEIERR D)) TS, TDE. BIEE
T2 D20 LWVWILMIL=ILE. 3DDH A M IRTDT— X% RETDDICERINTEFHLLWERS T+
ILM RS —%1ER L £ L7

Viewing Proposed Policy - Data Protection for Three Sites

Before activating a new ILM policy

= Review and carefully simulate the policy. Errors in an ILM policy can cause irreparable data loss.

= Review any changes to the placement of existing replicated and erasure-coded objects. Changing an existing object's location might result in temporary resource
issues when the new placements are evaluated and implemented.

See Managing objects with information lifecycle management for more information

This policy contains a rule that makes an erasure-coded copy. Confirm that at least one rule uses the Object Size advanced filter to prevent objects that are 200 KB or
smiller from being erasure coded. See Managing objects with information lifecycle management for more information

Review the rules in this policy. If this is a proposed policy, click Simulate to verify the policy and then click Activate to make the policy active.
Reason for change: Data Protection for Three Sites

Rules are evaluated in order, starting from the top

Rule Name Default Tenant Account
Tenant A
Thres-Site E Coding for T ta &
et P Oalingfof Tenasih O (49752734300032812036)
Three-Site Replication for Other Tenants (§ v Ignore
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DEHERED BN > TVWBEEFEONT Y b ZEETEZEHTTEY,

MTFDIMIIL=ILER) S —F—BlUCT T EE A ILMIL—IILZRET D HEFZSHEHD F
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Buckets

Create buckets and manage bucket settings.

1 bucket Create bucket

Name =+ S3ObjectLock @ |+ Region % ObjectCount® = SpaceUsed @ = Date Created =

bank-records v us-east-1 0 0 bytes 2021-01-06 16:53:19 MST

1

bank-records /N7y MZEBIMENZEA TSz bELUVA T b/N—2 3 VId retain-une-dat $ KTV
'legal hold' X EICRDIEZFERALEFT
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Create ILM Rule step 1 of 3: Define Basics

MName Compliant Rule: EC objects in bank-records bucket- Bank of ABC

Description Uses §+3 EC across 3 sites

Tenant Accounts (optional} Bank of ABC (20770793906508351043) |

Bucket Name equals ‘v]l bank-records

/ Advanced filtering. . (0 defined)

B ]

IL—ILER (E[R]
eialisie HY D 1A A5

B 0BEOR R TH 5KEIC
ALAVY—a=FAYFTOT  *3DDF—RELYE—HA FDAL—V/ =Rz LAY v—2

71 —T4 Y AE—%ERLET
* 63 A LAYy —OA—T 1 ¥J XF— L% ER

Edit ILM Rule step2 of3: Define Pizcements

Configure placementinstructions to specify how you want objects matched by this rule to be stored.

Compliant Rule: EC objects in bank-record bucket - Bank of ABC

Reference Time Ingest Time j
Placements & 1 Sort by start day

Fromday | 0 = | store Tore\ferj Add BN

Type | erasure coded j Location | Three Data Centers (6 plus 3) j Copies | 1 :’ + | x

3 Refresh

Retention Diagram &

Trigger Day 0

teee AAR £t os )
(6 plus ) Eé—j b

Duration Forever

=

S3IAT o boOvIDOFIOILM JL—)L 2 : FEEHIL—IL

COBIDILMIIL—ILTIE. 2D2OLFV T — ATz bAE—ZRA L =2/ —RICRAICIEML
To 1HEB V5V RIAML—=2TF =)L DOAE—ZEIARICEMLE T, COIL—ILIZISTRI ML
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Create ILM Rule step 1 of 3: Define Basics

MName
Description
Tenant Accounts {optional) &

Bucket Mame

EDH
FEFEMIL—IL I VST RR ML= T =)L ZER

NTWEBAD. S3 ATz o bOvY (FFIXRERDEHNKE
VEMICE>TWOWERWNT Y hOHKITERINE T,

N
AL

b
B

BESNTULWEEA

MNon-Compliant Rule: Use Cloud Sterage Pool

DC1 and 2 for 1 year then move to CSP

Select tenant accounts or enter tenant IDs

/& Advanced filtering. .. (0 defined)

I—ILERR
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=
B
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*0OHBMS. 220L ) Sr—raAE—%T—RE> 2 —1T—
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Create ILM Rule step 1 of 3: Define Basics

Mame Compliant Rule: Two Copies Two Data Centers
Description 2 copies on SNs from day 1 to forever, reference time is ingest
Tenant Accounts {optional} Selecttenant accounts or enter tenam IDs
Eucket Name matches all :.v Value

/ Advanced filtering. . (0 defined)

IL—ILEE (EXoL
SRR HY DA A BFE
[ 0 HEH M SEHARIC, 2 D2DL TV 7r—hFIE—Z&FKFLET, 121

T—=AEYR—1DAL—=U/—RIZC S 12@T—2E>H—2
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Compliant Rule: Two Copies Two Data Centers

Reference Time Ingest Time j
Placements @ 41 sort by start day
Fromday @ 0 = store  forever LI Add
Type | replicated j Location “ Data Center 1 || Drata Center 2 Add Pool Copies | 2 :I + | x
Specifying multiple storage pools might cause data to be stored at the same site if the pools overlap. See Managing objects with information lifecycle management for more
information.
Retention Diagram @ & Refresh
Trigger Day 0
L 0 I >
Data Center 2 ﬂ
Duration Forever
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Configure ILM Policy

Create a proposed policy by selecting and arranging rules. Then, save ihe policy and edit it later as required. Click Simulate to verify a saved policy using test
objects. When you are ready, click Aclivate to make this palicy the active ILM policy for the grid.

Mame Compliant ILM policy for 83 Object Lock example

Reason for change Example policy

Rules

1. Select the rules you want to add to the policy.
2 Determine the order in which the rules will be evaluated by dragging and dropping the rows. The default rule {and any non-comphiant rule without a filter) will

be automatically placed at the end of the policy and cannot be moved.

i =+ Select Rules

Default Rule Name Compliant Tenant Account Actions
Compliant Rule: EC for bank-records bucket - Bank of ABC (§ v Bank of ABC (90767802513525281639) i®
Non-Compliant Rule: Use Cloud Storage Pool (8 Ignore x

4 Default Compliant Rule: Two Copies Two Data Centers & v Ignore x
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