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View the list and status of sites and grid nodes.

Q\ Total node count: 12
~
Name 2 Type = Objectdataused @ 4  Object metadataused @ & CPUusage @ =
StorageGRID Webscale Deployment Grid 0% 0%
» DPC1 Site 0% 0%
Q DC1-ADM1 Primary Admin Node 6%
@ oci-ArRC1 Archive Node 1%
& DC1-G1 Gateway Node 3%
DC1-51 Storage Node 0% 0% 6%
DC1-52 Storage Node 0% 0% 8%
DC1-S3 Storage Node 0% 0% 4%
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NYC-ADM1 (Primary Admin Node) &

Overview Hardware Network Storage Load balancer Tasks

Node information @

Display name: NYC-ADM1

System name: DC1-ADM1

Type: Primary Admin Node

|D: 3adblaaB-9c7a-4901-8074-47054aa06ae6
Connection state: & Connected

Software version: 11.7.0

|P addresses: 10.96.105.85 - eth( (Grid Metwork)

Show additional IP addresses w
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Alerts

Alertname & Severity @ =+ Time triggered & Current values

Low installed node memory [

o Critical 11 hoursago @ Total RAM size: 8.37 GB
The amount of installed memory on a node is low.

D7 Z—hrBLEENTT "/ — FOEHIRE"

[N—RY TP 82788 RLET

Hardware 2 71l &/ —R®D CPURBEXRE XEVFERE. BLUVOT7 147V RIC
BIg23EMD/N\N— R 7IBHRIARTINE T,

IARTOD/—R®D Hardware (/A\— R x7) RTHERREINET,


https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#view-current-and-resolved-alerts
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states
https://docs.netapp.com/ja-jp/storagegrid-117/monitor/monitoring-system-health.html#monitor-node-connection-states

DC3-S3 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks
1 hour 1day 1 week 1 month Custom
CPU utilization @ Memory usage @
35% 100%
30%
75%
25%
20% 50%
15%
J 25%
10% \/ [\ﬂ N
5% 0%
14:00 14:10 14:20 14:30 14:40 1450 14:00 14:10 14:20 14:30 14:40 14:50
= Utilization (%) = Used (%)

AOHEZRTTBICIF. I 7FLRBISTOLEICHZ AV FO-ILOVWThHZRRLE T 1 KRE. 1
H. 18[. £E1 HAOHBEOBRERTTEE T, . ARFLOMERZREL T. HROHHEZ
EETHEHTEET,

CPUMARE X EEAXROFMZHERTSICIE. BRI ZTICH—VIZEHEFXT,

Memaory Usage 2]

T00.00%
2020-05-20 14:08:00
75.00% = ged (%) 44.70%
Used: 11.30 GB
S0:00% = Cached: 6.55 GB
= Buffers: 14256 MB
25 00% = Freg: 7.28 GB
= Total Memory: 25.28 GB
0%
1350 1400 1410 14:20 1430 1440
== {|5ed (%)

J=RBTTFSAT VR —RDFEIF. TTIATYIAN—RITT7ICET 3 EERESCEI/a>d
RLNEINET,

VIIATVRAA ML=/ —RICEAT3ERZRTLET

J—=RR=JICIF. BT TSAT7ARAML—=/— RO —EXORBEMH ., IRXRTOIYEa—FTa0>
I TARITNAR, BLUVRY bT—=0 )Y =BT BRBEHRIPRTIINET, XEJ. A RL—IN\—
Roxz7, AobO=ZT77—LTTT7DON—=23>, F2YRT—0)Y =R, Ry RNIT—014 V2 —T A
AHRREINET, XY NT—IT7RLR, BLUVT—ROEZE,



Flig
1. J=RR=IT FTSATYAA L=/ —REERLE T,
2. T HIE ) ZFERLET,

Overview % 7'M Node information 2> 3 ICid' / — RO&RT' 241 7 'ID' #EFRER Y ' / — RO
BERIARTINEITIP 7RLRADY XA MIIE. ROELSICETRLADA VA —T 214 AGREENF
ER

cxeth* Uy Ry bT—=0 BEXY MT—0, FRBIZAT7V Ry FT—7,

C*HIC* [ T TSATVAD 10, 25, F7-I% 100GbE DYIER— D 1 D, TNEHDR— bERY
T4 2 LT, StorageGRID ®J')y KRRy kT—72 (eth0) U ZA4T7 > bRy T —2 (eth2
) ICEFRTEED,

c*mtc* [ T ISATUVRLEDYIR1GBE R—FD 120 1 DUEDMTC A VR —T 14 ADRYT
14 > ENT. StorageGRID BEEEXY FT7 =042 —T x4 R (ethl) HERINTVWET, T
— R VA —DOEMEBEHNO—HILICES T 27-DIC. D MTC 1 V2 —7 =41 R =—RFMICFERT
TEY,



DC2-SGA-010-096-106-021 (Storage Node) & X

Overview Hardware Network Storage Objects ILM Tasks

Node information @

Mame: DC2-5GA-010-096-106-021

Type: Storage Node

1Dz f0890e03-4c72-401f-3292-245511a38e51

Connection state: & connected

Storage used: Object data ™ @
Object metadata 5% @

Software version 11.6.0 (build 20210915.1941 afce2d3)

|P addresses: 10.96.106.21 - eth (Grid Network)

Hide additional IP addresses A

Interface & IP address &
eth0 (Grid Network) 10.96.106.21
eth0 (Grid Network) fe80::2a0:98ff:fe64:6582
hic2 10.96.106.21
hic4 10.96.106.21
mitc2 169.254.0.1

Alerts

Alert name 2 Severity Q =2 Time triggered % Current values

ILM placement unachievable [

© Major 2hoursago @
A placement instruction in an ILM rule cannot be achieved for certain objects.

Overview (MIE) #TDAlerts (75—Fbk) T avilid. /—ROT7OT14THBT7S5— bHKR7
nxJ,

=l
4

3. TISAT7VRDFMBHRERT T DICIE. T*Hardware * 1 ZBRLF 9,

a. CPU Utilization & T Memory ®J' 5 7 T. —EHI®D CPU BLXUXEVFEBREDEEZHELF
T BIOERIERTT BICIE. 9T 7FRIEIST70LEICHZ > bO-ILOVWTNHERIRL X
9. 1R, 1B, 18[E. £2i31 hWADHEOBEHREZRITITE T, £/ AXRZLOMEBZH
ELT. HREOHEZIEEI S LDHTETET,



DC3-S3 (Storage Node) & X
Overview Hardware Network Storage Objects ILM Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
35% 100%
30%
75%
25%
20% 50%
15% 1
25%
e
5% 0%
14:00 14:10 14:20 14:30 14:40 14:50 1400 14:10 1420 14:30 14:40 14:50
- Lltilization (%) = Used (%)

b. FIcX2O—-ILT. P7F7SATP7YADAVR—Y hDRERTLET, CORICIE. 7T547
YADETFIVEG. A hO—5%. DUTIILES. PPRLA EAVR—XVFDRT—RRAKBY
DBFWHAESENTUVET,

@ Compute Controller BMC IP . Compute hardware %2 ¥ D—&8D 7 1 —JL Rid. D
BEF DT IZAT7 VR L TOARREINE T,

AL=22z)T70aVR—Y EIRERY TILIDRBICEENTVWIHREIEF. 75347V
T—7IDOTOEBDT—TILICRREINET,
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StorageGRID Appliance \f
Appliance model: @ SG5660 j;
Storage controller name: @ StorageGRID-5GA-Labll i
Storage controller A management IP: @ 10.224,2.192 g‘;.
Storage controller WWID: @ 600a098000a4a707000000005e8ed5fd 3
Storage appliance chassis serial number: @ 1142FG000135 E
Storage controller firmware version: @ 08.40.60.01 3}
Storage hardware: @ Nominal ||| j{
i
Storage controller failed drive count: @ o} ||| }
Storage controller A: @ Nominal il f
-]
&
Storage controller power supply A: @ Nominal ||| P
!

Storage controller power supply B: @ Nominal ||l

Storage data drive type: @ NL-SAS HDD
Storage data drive size: @ 2,00TE i
Storage RAID mode: @ RAIDG E
3
Storage connectivity: @ Nominal 1
Overall power supply: @ Mominal ||. i}
Compute controller serial number: @ SV54365519 Ii
N
Compute controller CPU temperature: @ Nominal ||| ¥
Compute controller chassis temperature: @ Nominal | I 1 %
3
J
|
;
Storage shelves l
Shelf chassis serial 3
I

S Shelfp @ = Shelf status @ = IOMstatus @ % ¢
number @ {
{
SN SV13304553 0 Nominal N/A i
i
< E
b

Appliance 7—7I)LD 7 1« —)L K EiBA

TISATADETIL SANtricity OSICRR I NS Z DStorageGRID 7 7514 7V ADET
ILES,

AhL=oa>rO0-34 SANTtricity OSICR R I N3 Z DStorageGRID 7 754 7 > AD%
Blo

AhL—=oa>rO-ZADEE XAL—2a0O-FALOEEBER—F1DIP7RLAZDIP
IP & ARL—COREE NS TN a—Ta4 2093728
IZSANtricity OSICT7 7 29 3BICERL £,



Appliance T— 7LD T 1+ —JL R

GG

L= FO0-5SBOEE X LL—2aO2MO—5BLEOBER—M1DIP7RLAZODIP

IP

AL—=22>b0O0—7 WWID

AML=2F7FSATVRDY v
2D )T7INES

AL =222 bO0-50D7T7 7—
LT T7N=23>

AML=IN—=FKDxT7T

A=y bO—-SOBEER
SATH

AbL—=Ta>b0O0-FA

AL =2 b+0O0—-58B

AbL—=SF—=2RSATDRA
7

3. AL—COMEZ NS TN a—TFT1 2T T30
ICSANTtricity OSIC 7 72 X T2 RICERL £,

—EOTTSATVAETILICIE. A=Y FO—SBOEEH
TNTLEHEA

SANtricity OSICKRRENZ X kL —2 > O—F DWorld-Wide
Identifier,

’
‘s

TVISATADY v —2 D) 7 ILES,

CDFPTSATVRAORA L= b O—FEDT77—L0 7D
/\\_93 \/o

ZhL=20YbO—5N=RITT7DLEWNRIT—2

X, SANtricity System Manager "5 XA L — N— ROz 7DEZFE
BOXT—RADRESINTIHBE. StorageGRID ¥ X T LD 5HIR
HFINEFJ,

27 —2ZH TNeeds Attention] DIFEIF. F 9 SANtricity OS% fi
BLTRhL=—>Oa>bO—-5%HEEELET, X, AYEa—T+
A RO—JICETR3 7S —LDMUIC AW e 2R LE T,

RESRETRVWR S 1T D,

A=Y bO-FADRT—RX

ARL—=JaYbO—F5BODRT—RA—8DT TSATVRET
JLICIZ. R L= bO—SBAMBEINTULEEA

£ AbL—=22bO0-S0BFREADIT—H R,

£ AML=2aYrO-SDOEREEB DRXT—H X,

TISATYRARNDRSATDEA S HDD (N\—R RS+ )
¥SSD (VYUY RRTF—FRSA4D) BE,
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Appliance T— 7LD T 1+ —JL R

AbL=STF=2RSA4TOHA
z

A kL— RAD £E—R
2 kL — s
BREBLMA

aAvEa—FT«q>rareO—3
BMC IP

IYEBa—F7a4>J31>b0-—7
DI TINES

AYEa—FT4>YJIN—FDx7

> bhO—50 CPURE%HE
LExd

> bhbO—Sov—C0OBE%RST
BLEY

A=z TT—=TILDF
SINTIv =0T UTIES

Bz
12DT =2 RS TDERHYA X,
*FE MRS TV T ZFERAT B/ —FOBREIFR. EEALTSRKET

WESTILTDT—ERSATOHA I KHDIC. BHEHRS
ATHAXES T TICE>TERBEERHD T,

TISAT U RHREESNTLS RAID E— kK,
A kL= EHDRE,
TISATVADIRTDEFEEDAT—R X,

AYEa—TFT+ >3 O—7KHD Baseboard Management
Controller (BMC ; R—XX/AR—REEI> O—3F) R—rDIP 7
FLZ, COIPZFRALTBMC A >&2—7 x4 UKL, 77
FATUVAN—RITT72ERBLUVEHL T,

CDT+4—ILRIF BMCZHEL TWRWT T4 T7 VY XETILIC
MLTRERINEE A

IYEa—FT+4>J2>bO0-502 ) T7ILES,

aAVEa—FT4>JA A= N\N—RITT7DRAT—RR, TD7T
«4—=ILRIE. AYEa—F14>YIN—=—RITT7ERANL—=SN\—RD
T T7HRERESNTUVWEWVWT IS4 7V RETILICH L TIERR S
nExt Ao

AYEa—T4>J2>b0O—50 CPUDBRERT—RZ,

AYEa—FTo I bO—SDBRBEXT—H R,

Bz
A=z 7ov =D ) 7ILES,



AL=22 LT TF—=TILDF

>x)L7 1D

SIINTRT—RR

IOM DX FT—4& R

FZ1720v k

F—BRSAT

[[shelf_data_drive_size] ] T—%

FSATDH1X

*ywiaRs47J

FrvPaRIATHAX

BEAT—H

B
A L= o)L T OBIEHRIF

*99 ! XhL—varbO-5> L7
* 0 ! YIRS TILT
‘1 28BDIR>TILT
o JE D YRS T )L TIE SG6060 ICDHBERINE T,

AbL=U2 )T DEFRNBRRIT—R R,

RS TILTDABANES 2a—I)L (IOM) DRT—R R, kS T
LT TRWEEIFNA,

ARL=Y )V 7DEBREEDEENBIT—3R 2,

APL=22 ) LT7ORAT—DRT—8 R, NAIZ. 2 TILTICR
A7 —HMEHINTLRWES,

AbL=22 TV TDART 7 2 DEENBIAT—H X,

ZARL=JYTIILT7ADR ST ROy b DEL

A=Y TILTHD. T—RAL—JICERATNZ R4 T70
o

A=Y TILTAD A DDT—RESATDRMY A X

A=z THDF vy a2 LTERATNE RS1 T O

ZARL—IS T TATRNDF vy a RS TOYA X, HEH.
FryLaRS1TOYAXETRTAL TS,

ARL=YTILTDRERT—R o

a gRTDRAT—RZN 'Nominal | THBZ L ZMHERLET,

2T—=RZH TR THWSEIF. WEDT7S— %R L £9, SANtricity System Manager %
BLT. INSDN—FRI L T7DED—PZHERITEI_LHTELT, P7TTATVADRBE XY
TFHUADOFIEEZESRL T 2T,

By FT—JDOBHRERTIBICE. T*R2ybT—0* ) ZFRLE T,

Network Traffic 7 5 7ICI1&. 2y N T—I S T4 v IL2EOYTIUHARTRINE T,
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1 hour 1day 1 week 1 month Custom

Network traffic @

650 Kb/'s
600 kb/'s
550 kb/'s
500 kb/s

450 kb/s

10:10 10:15 10:20 10:25 10:30 10:35 10:40 10045 10:50

== Received Sent

10:55 11:00 11:06

a XY hNI—=JAR—T A REIIa>z2HEBLET,

Network interfaces

Name @ = Hardware address @ = Speed @ Duplex @ =

Auto-negotiation @ =

Link status @ =

etho 00:50:56:A7:66:75 10 Gigabit Full Off

Up

RDFEXIC. Network Interfaces T— 7 ILD * Speed * | DE%GEH L I-EEZFERLT. 7TS514T7 >R
EF®D10/25GbE %y b D=0 R—= DT IOFT4T I NV IT7YvTE—RELACP E—RDEBE5%(E

AIT3LIICHRESNTVE D ZHBILE T,

() coxofEis. 400U IRTATERSATLSC LEAIRE LTLET,

>y E—R KT VTE—R @4 D HIC HMETNZT Uy R
1) >25&EE (hicl . OSATY Ry LD
hic2. hic3. hicd) —7FRE (eth0.

eth2)

TV — K LACP 25 100

EE (Fixed) LACP 25 50

EE (Fixed) TOTFA4 TNy Ty 25 25

-7

7=k LACP 10. 40

EE (Fixed) LACP 10. 20

EE (Fixed) TOTF«4 71 Nwo 7w 10 10.

N




BLTLLIETW " Ry b D=0 1) VU %EET 3" 10/ 25GbER— FDFTREDFEMIC DL TIE.

BRLTSIETL,

=5
=5
b. Ty hT—U8&E1 €U/ a>zmBLET,

Receive T—7 )L Transmit T—7ILICIE. XY F T =0 TEZEINTNAT MR NT Y L
BLUVZOMOEZEX M) v IRRTIINE T,

Network communication

Receive

Interface @ = Data @ = Packets @ = Errors @ % Dropped @ = Frameoverruns @ = Frames @ =

-

etho 2.89GB 1l 19,421,503 1l. 0 1k 24,032 1h 0 1l o 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ 2 Collisions @ = Carrier @ =%
eth0 3.64GB il 18,494,381 ils o 1k 0 1k 0 1k 0 ih

5. I*Storage* | ZFERTBE. ATz I T —REATO IV MAET—RIEATNTVE R ML

— SR, BLUTARIFNAR RUa—L, 2TVTY R FTICETBBENY S 7 ICRFS
e

Storage Used - Object Data @

100.00%
75.00%
2021-03-13 14:45:30

50.00%
= Used (%) 0.00%
25.00% Used:; 17112 kB
= Replicated data: 171,12 kB
i 4 = Erasure-coded data: 0B
= 1430 aan T 14ae=iciak 310.81 GB

= |lsed (%)
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Storage Used - Object Metadata @

100.00%
75.00%
2020-08-04 14:58:00

S0.00%
= Used {%): 0.00%
— Lised: 539.45 kB
e Alloweid: 132 TB
= Actual reserved: 300TB

0%

14:50 15:00 15:10 15220 15:30 15:40
== ||zed (%)

. FICR2O0-LLT. R a—LEATS TV PR MTPICERAIEERIA ML —CRERRTLE

ER

BT 14 2 DWorldwide Nameld. SANtricity 0S (7 754 7Y ADX b L—T Oy bO—S ICHEHKE
TINTWVWBRBEBY 7 bhUx7) TEEDR) 2a—L7ONT1 E LTRREINS AR 12— LDWorld-
Wide Identifier (WWID) ¥R T3,

RYa—LIYTYRRAYMNMIEESTZ3T 1 AUDHAMD E EZAADOFEHEREBINTET 3L
IC. Disk Devices 7— 7LD * Name * FICRRINBABTORIDEBS (DX D, sdc_sd,sde) H
Volumes 7—7JL® * Device * FNRRENBZMBE—HLTWVWB e ZHERLET,



Disk devices
Hame € = World Wide Name 8@ = Woload €@ = Read rate @ writerste @ =
croot{8:1 =dal) MR 0.04% Obytes/= IKBfs
cwloc(8:2 sdal) Ml 0.6T% Obytes/s 50 K8/s
scc{8:16,5db) MR 0.03% Obytess 4 KB/=
sehd (8:32,5dc) MiA 0.00%: 0 bytes/s 32 bytes/s
sdheid:48 sdd) M 000k 0 bytes/s 82 bytes/s
Volumes
Mount peint @ = mevice @ = swas @ 2 sie @ = Avallabie @ = Write cache status @ =
! croot Oniline 21.00GB 147568 1l Unknown
fvarflocal cwlac Oriline 85.86 GB 840568 1l Unknown
Jvarflocal/rangedb /0 sdc Online 107,32 GB 1w7i7ce il Enabled
Ivaeflocalfrangedb/1 sdd Online 107.32 GB 107186E 1l Enabled
Ivar/localfrangedb/2 sde Online 107.32GB wr.iece al Enabled
Object stores
o8& = Size @ = Avalzble @ = Replicated data § = ECdata @ = Dhbject data () @ = Health @ =
Lalily 107.32 G8 9644 GE . 124 60 KB 1, o bytes 1l .00 Mo Errors
ool 107.32 GB 1wr1ece 1l D bytes gl 0 bytes . 0.00% Mo Errors
o002 107.32 GB w7.18Ge |l 0 bytes il O bytes 1l 0.00% Mo Errdes

TVISATVRADER/ —ReT—boxA4/—FICETZEHRZRTLET

J—=RR=JICIF. BB/ —FRFEIFTF—b+bIx14/—ReLTERAINZZT—ERT7ISA4T7 2RO —

EXOEERCIANTOOAYEa—FTa4>T. TARITNARA, LUy 7= —XICET B1EHR

PRREINET, XEU, ARL=IN—KRIxT7, XYy brT—OVY—=R, XY T—=0A4 R —TxA

A, XY RNT—=UOF7RLRAHBRRTEET, 722X ELEXT,

FE

1. Nodes R—I T, 7 ISATVADBRB ) —RFRIEFTISATUVADT — o4/ —REBRLE
ER

2. T*iE~* | Z&RLEFT,
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Overview % 7 @ Node information 2> a Il / — RO 2441 7'ID' EFRERE ' /— KD
BEBEBRHIPRRISNEITIP ZTRLIDU X MMIIE RDESICETRLADA V=T 14 RADEEN
£9,

cradlb*BLV *adli* : BERY N I—D AR —TTARATTITATINYIT YT ROT
4 VO PMER TN TVLWARABERICRTEINE T

c*eth* : Uy RRYy cI—0, BEBRYNIT—D, £EIVZA4T7> by D=2,

CH*HIC* [ TSSATAD 10, 25, F7lX 100GbE DYIER—bD 1D, CNHEDAR—bERY
T4 %2 LT, StorageGRID DF 1w R%Zwy kD=2 (eth0) U477 Ry bT—72 (eth2
) ICERITEERY,

cr*mtc* I T TTATVALEDYIR1GDE R—FD 1D, 1 DUEDMTC A >R —T x4 ADRT
470 ENT. BBy ,I—I4>2—T 14X (ethl) DEHRINTVWET, T—2E>2—D
BMESAO—HDILICERE T3S O MTC A > 2—TJ 114 A= —BNICERTE X,

10-224-6-199-ADM1 (Primary Admin Node) &2 y

Overview Hardware Network Storage Load balancer Tasks SANtricity System Manager

Node information @

MName 10-224-6-199-ADM1

Type: Primary Admin Node

D: Gfdc1830-cada-4493-acdd-T2ed317d35fb
Conrection state: 0 Connected
Software version: 11.6.0 (build 20210928.1321 66ETeed)

P addresses: 172.16.6.199 - eth0 (Grid Metwork)

10.224.6.199 - ethl (Admin Network)

47.47.7.241 - eth2 [Client Network)

Hide additional IP addresses A

A~
Interface ¥ P address

eth2 (Client Network) AT.47.7.241

eth2 (Client Network) fd20:332:332:0:e42:a1ff:fe86:b5b0

eth2 (Client Network) feB0::e42:a1ff:fel86:b5b0

hicl A47.47.7.241

hic2 A7.47.7.241

hic3 A7.47.7.241

Overview (MIE) #TD Alerts (7>—FF) Eo>avilid. /—ROT709 74 TRT75—EHRRT
nxd,

3. TISAT IV ADFHMIERERT T BICIE. T *Hardware * | Z3&IRL 9

a. CPU Utilization & T Memory ®J 57 T. —EHIE®D CPU BLUXEVFEREDEEZHEELF
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I HIDHAREZRTIBICIE. IS T7FLEZIZT7D0LICHZ I O-IILOVWTNDZERLET
o 1R, 1B, 1:8BB. 1 WAOHBEDBRERTTEET, . DAZLOERZRE
LT. BROEFEZEET S LHTEXT,

Overview Hardware Network Storage Load balancer Tasks
1 hour 1 day 1 week 1 month Custom
CPU utilization @ Memory usage @
12.5% 100%
10%
75%
7.50%
50%
5% | m
2.50% WWV U WU \] U\M l UU\N UU\I U\/UWU 2
0% 0%
17:20  17:30 17:40 1750 1800 1810 17:20 17:30 1740  17:50 1800 1810
== Utilization (%) = Used (%)

b. FIcRuO—ILT. 7FXSAT7YROAVER— bDORERTLET, CORICIE. ETFTILE.
SYFIINES. A OA—ZT77—LI7Tx7DON—=3 > FEAVER—X VMDA T—RRABEDIF
WS ENTLWETD,

StorageGRID Appliance

Appliance model: @ SG100

Storage controller failed drive count: @ 1] il
Storage data drive type: @ 55D

Storage data drive size: @ 960.20 GB

Storage RAID mode: @ RAID1 [healthy]
Storage connectivity: @ MNominal

Overall power supply: @ Mominal |||
Compute controller EMCIP: @ 10.60.8.38
Compute controller serial number: g 372038000093
Compute hardware: @ Mominal |||
Compute controller CPU temperature: @ Mominal |||
Compute controller chassis temperature: @ Nominal ||.
Compute controller power supply A @ Mominal | | I
Compute controller power supply B: @ MNominal |Il
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Appliance 7—7I)LD 7 1« —)L K EiBA
TISATADETIL Z @ StorageGRID 7 7514 7V ADETILES,

L= bO0—-S0BEER REBRRETEVR ST,

S17H

ARL=UF=BRSATDEA TTSATYARDRSATDEA T, HDD (N—=R RS54 7)
7 ¥SSD (VYUY RRTF—hRZAT) ¥,
§hb—§?—&ﬁa47®ﬂ4 1 2DF—=E RS TDRMY 1 X

A ~L—Y RAID £—R 775472 RDRAID E— K,

EREBLMH TTSATYADTRTDEREBOXT—4 R,

AYEa—FT+a>7a>b0—7 AYEa—7T+ 73> bO—3AD Baseboard Management

BMC IP Controller (BMC ; R—XXAR—REEI>+O—7F) R—rDIP 7
RLZ, COIPEFALTBMC A4 —J T+ RUE KL, 77
SATVAN—RO T T72ERBLIUVEMTZ N TETET,

CDT74—=ILRIF. BMCEZEEHLTWAWFTISA 7Y XETILIC
WLTIERRINEH Ao

aAvBa—Fo>JaArb0—> AYEa—FTa>72>rO0—-S02)7ILES,
O TINES

AYEa—FT«a4>IN—Rox7 AVEa—FT«4>F7A>rO0—5N\—RITITT7DIXT—R X,

JI>hO-5DCPUREZHAE AYEa—T4>/2>bO—5DCPUDRERXT—R R,
LET

AV RA—5Yv—20BREZ IVEa—FT Y/ O—SDREXT—H X,
BLET
a gRTHRT—RZXH [Nominal | THB L ZMBLET,
RT—RZH TR THRWERIZ. REDT 5 — FZHERLEY,
4 By bT—UDBRERTIBICIE. T*Ry bT—0* ] ZBRLET,

Network Traffic 75 712, XY R T—O S T4 v ILEODYIIDBARREINET,
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1 hour

650 Kb/'s

600 kb/'s

550 kb/'s

500 kb/s

450 kb/s

10:10 10:15 10:20 10:25

== Received Sent

1day

1 week 1 month
Network traffic @
10:30 10:35 10:40 10:45

Custom

10:50 10:55

11:00

11:06

a XY hNI—=JAR—T A REIIa>z2HEBLET,

Network interfaces
Name @ 2  Hardwareaddress @ = Speed @ Duplex @ =  Auto-negotiation @ =2 Link status @ =
eth0 0C:42:A1:86:B5:B0 100 Gigabit Full Off Up
ethl B4:A9:FC:T1:68:36 Gigabit Full Off Up
eth2 0C:42:A1:86:B5:80 100 Gigabit Full Off Up
hicl 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
hicz 0C:42:A1:836:B5:B0 25 Gigabit Full On Up
hic3 0C:42:A1:86:B5:B0 25 Gigabit Full Oon Up
hic4 0C:42:A1:86:B5:B0 25 Gigabit Full On Up
mtcl B4:A9:FC:71:68:36 Gigabit Full On Up
mtc2 B4:A%:FC:T1:68:35 Gigabit Full On Up

RDRDEY ET—=0 A2 BZ—=T 1A ADEKRD T *Speed * | F|DEZFERLT. 7S5 T7VRE
D4 DD 40/100GbE Ry 8T —=UR— DT IO T4 T I NI T v TFTE—RELACP E—FDLH
SZEFERTALSICRESTNTVSINZHERL TLIZE L,

CDERDEIE.

®

4 DD VIR IRTERTINTVWS I EZRIIRELTVWET,
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TS~ K

EE (Fixed)

EE ( Fixed )

THU— b

EE ( Fixed )

EE (Fixed)

RyT4YJE—F

LACP

LACP

TITA4TIINYITT Y
7

LACP

LACP

TIOTA4TIINvIT Y

N

b. Ty bT—U8&fE €I a2 ZRBLET,

@4 D HIC
) > 2&E (hicl.
hic2. hic3. hic4)

100

100

100

40

40

40

HBESINDTUY R
ISATY Ry D
— O &E (eth0.
eth2)

400

200

100

160

80

40

RESLUVEET—TIICIE. &Ry FT—ITERESNINA MENT v ML BX VDM
DREEIVEEA NI Y IRRTEINE T,

Network communication

Receive
Interface @ =+ Data @ = Packets @ = Errors @ %  Dropped @ = Frameoverruns @ = Frames @ =
ethd 2.89GB 1l 19,421,503 1lh 0 1k 24,032 1k 0 b 0 1l
Transmit
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ =2 Collisions @ = Carrier @ =
etho 3.64GB ik 18,494,381 il o 1l 0 1l 0 1l o il

S H—ER TISATVREDT AR « TNAREELUVR) 2—LICEBTZBHRERTIBICE. T
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DO-REF-DC1-GW1 (Gateway Node) & X

Overview Hardware Network Storage Load balancer Tasks
Disk devices
Name @ = World Wide Name & = /Oload @ = Readrate @ = Writerate @ 2
croot(8:1,sdal) N/ 0.02% 0 bytes/s 3 KB/s
cvloc(B:2,sda2) MN/A 0.03% 0 bytes/s & KB/s
Volumes

Mountpoint @ =  Device @

1p

Status @ =  Size @

TS

Available @ 2=  Writecachestatus @ 2

v

/ croot Online 21.00 GB 1473GB 1h Unknown
fvarflocal cvloc Online 85.86 GB 84.63GB 1h Unknown
EERH

"SG100 £ & U SG1000 H—ERT7FS1 7> X"

[AYy bT—=0 12 TZRRLET

Network X 7'ICld. /— K. Y1 b, FHIFFTIVYREDOITRTORY ND—T104 4K
—JIAM ATCEREINLRY N TI— O STa v IDITSTTRRIINET,
ZYRT—08TlE TRTD/—R, EH1 b, BLUVT) v RSEICHLTRRINET,

DR ERTRTRICIE. IS5 7T STOLICHZ AL FO—ILOVWTIANEBIRLE T, 1 B9, 1
H. 18B. £72131 DB OHBOBEERFTCEET, /. HAZLOBRESRELT. BROEES
EETB b TEET,

J—ROBEE. &/ —ROYERY hT—5K— MIETRIBERARY h T =01V E—T 14 ADRICERTR

ENET, 2y FT—TBET TR &/ — FOEXZEUIBOFHE. RIAN\HDSRESNIEED
U UEHRREINET,
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DC1-S2 (Storage Node)

Overview Hardware Hetwork Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custarm

Mcawork traffic @

E50 kbis
£00 kbi's
S50 kb's
B kb/s
450 kbs:
1005 1010 10:15 1020 1626 1030 1033 A0 143 05 1655 11:60

== Received == Serg

Network interfaces

Name & = Hardware address @ = speed @ puplex @ % Aute-negotiation @ = Link status @ =
ethi 00:50:56:4T:E8:1D 10 Gigabit Full Off Up
Network communication
Receive
Interface @ = Data @ = Packets @ = Errors @ = Dropped @ = Frameoverruns @ = Frames @ =
ethi 30468 1ls 20403428 1l o ik 24,899 il, | o ih
Transmit
intarface @ = pata & = Packet: @ = Errors @ = Dropped @ = Collisions @ = carrier @ =
ethi 36568 1l 19,061.847 1l, o ik o il | [ |

REEIER
"y R — RN T A X VA EERLE T

Storage (RFL—2) #7%ZFRRLET
ARL=U27TICIF AML=—C0FBAMRZOMDR ML —CHEEARTEINE T,

AbL=U8TE IRTO/—F, EVA b BLUVT VY R2EICH L TRREEINE T,

Storage Used 7' 5 7

RARL=U /=R, YA b BLVT Uy RRAPRRTHZHA. ATV FF—REA TV b
A F =R TR > TEASNTVS A L —VDBERT IS THR L —U R TICRREINE
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ERS

7y TS L— REPMIREL L, J— KA Uy FISERSh TOBLBEE, BEDEE
() pEBTEBLA. B FELUTY Y FOBTHENSBASNBLABD ET. /— Ki
Ty RICBEGFINLS. ENRET S5 THHS 59,

DC1-S1 (Storage Node) &

Overview Hardware MNetwork Storage Objects ILM Tasks

1 hour 1 day 1 week 1 month Custom

Storage used - object data @ Storage used - ohject metadata @

100%
75% 75%
20% 50%
25% 25%
0% 0%
1530 15:40 1550 16:00 1610 16:20 1530 15:40 15:50 16:00 16:10 16:20
— sed (%) = Used (%)

TARITNAR, Ra—L. BLUA TPz bET—TINZRALET

IARTD/ —RHBWRTHDHEIE. /—REDTA RITFNAREARY) 2a—LOFHANRIINET, X+
L—2/ —RDizAE. Object Stores T—TILICE A L =R ) a—LDBHRHAIRTIEINE T,
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Disk devices

Hame @ = World Wide Hame @ = WOoload @ = Read rate @ = Writerate @ =
croot{8:1,5dal) MR 0045 0 bytes/s JKB/s
cwlocl 82 5dal) WA 0.67% Obytes/s 50 K8/s
sdc(8:16,5db) MR 0.03% Obytess 4 KB/s
sthd [8:32,5dc) N/ 0009 0 bytes/s 82 bytes/s
scheld 45 sdd) M 0004 0 bytes's 82 bytes/s
Volumes
Mount peint B = Device @ = status @ = sie @ % Avallable @ = Write cache status @ =
! craot Oriline 21.00GB 1475GB 1l Unknown
fvarflocal cwloc Online 85.86 GB 240568 1l Unknown
Mvarflocal/rangedb/0 sdc Online 107.32GB 10717 GE i, Enabled
Ivaeflocal/rangedb/1 sdd Online 107.32GB wrisce il Enabled
Mvarflocalfrangedb/2 sde Online 107.32G8B 10718 GE 1, Enabled
Object stores
cé = sSize @ = Auatlable @ = Replicated dats @ = ECdata @ = Dbjectdata {3) @ = Health @ =
oooe 107.32 GB a6.44GB 1l 12460 KB 1l obytes 1k 0.00% Mo Errors
ool 107.32 GB wrisce il o bytes gl O bytes 1k 0.00% Mo Errors
o002 107.32 GB wr1ece |l o bytes 1, o bytes 1l 0.00% Mo Errars
EETER

AL OEBE R

Gy R/ —FZ2VT—FrT3ICIF IRV T2ERLET
Task 2 7 Tld ERLT/ — REBRETEXTINTO/ — RO [ Z RV | R THE

TENET,

ERZFIm Y BHIC

* ZfEA L T Grid Manager ICH 1 >4 LET "HR— N TULS Web 75747
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Overview Hardware Network Storage Objects ILM Tasks

Reboot

Reboots the node.

Maintenance mode

Places the appliance's compute controller into maintenance mode. Maintenance mode
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Reboot node SGA-labl1 X

Reboot shuts down and restarts a node, based on where the node isinstalled:

& Rebooting a VMware node reboots the virtual machine.
# Rebooting a Linux node reboots the container,
* Rebooting a StorageGRID Appliance node reboots the compute controller.

Attention: When the primary Admin Node is rebooted, your browser's connection to StorageGRID will be lost tempararily.

If you are ready to reboot this node, enter the provisioning passphrase and select DK

Provisioning passphrase
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NetApp-SGA-108 (Storage Node)

Overview Hardware Network Storage

Use SANTtricity System Manager to monitor and manage the hardware components in this storage appliance. From SANtricity System Manager. you can review hardware diagnostic and

environmental information as well as issues related to the drives.

Note: Many features and operations within SANtricity Storage Manager do not apply to your StorageGRID appliance. To avoid issues, always follow the hardware installation and

maintenance instructions for your appliance model

Open SANfricity System Manager (4 in a new browser tab.
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