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# Recommended Cassandra setting: CASSANDRA-3563, CASSANDRA-13008, DataStax
documentation

vm.max map count = 1048575

# core file customization

# Note: for cores generated by binaries running inside containers, this
# path is interpreted relative to the container filesystem namespace.

# External cores will go nowhere, unless /var/local/core also exists on
# the host.

kernel.core pattern = /var/local/core/%e.core.%p

# Set the kernel minimum free memory to the greater of the current value
or

# 512MiB if the host has 48GiB or less of RAM or 1.83GiB if the host has
more than 48GiB of RTAM

vm.min free kbytes = 524288

# Enforce current default swappiness value to ensure the VM system has
some

# flexibility to garbage collect behind anonymous mappings. Bump
watermark scale factor

# to help avoid OOM conditions in the kernel during memory allocation
bursts. Bump

# dirty ratio to 90 because we explicitly fsync data that needs to be
persistent, and

# so do not require the dirty ratio safety net. A low dirty ratio combined
with a large

# working set (nr active pages) can cause us to enter synchronous I/0O mode
unnecessarily,

# with deleterious effects on performance.

vm.swappiness = 60
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vm.watermark scale factor = 200
vm.dirty ratio = 90

# Turn off slow start after idle
net.ipvé.tcp slow start after idle = 0

# Tune TCP window settings to improve throughput
net.core.rmem max = 8388608

net.core.wmem max = 8388608

net.ipvé4d.tcp rmem = 4096 524288 8388608
net.ipv4.tcp wmem = 4096 262144 8388608
net.core.netdev max backlog = 2500

# Turn on MTU probing
net.ipvé4.tcp mtu probing = 1

# Be more liberal with firewall connection tracking
net.ipvé4.netfilter.ip conntrack tcp be liberal =1

# Reduce TCP keepalive time to reasonable levels to terminate dead
connections

net.ipvéd.tcp keepalive time = 270

net.ipvé4.tcp keepalive probes = 3

net.ipvé4.tcp keepalive intvl = 30

# Increase the ARP cache size to tolerate being in a /16 subnet
net.ipvé4.neigh.default.gc threshl 8192
net.ipvé4.neigh.default.gc _thresh2 = 32768
net.ipvé4.neigh.default.gc thresh3 = 65536
net.ipv6.neigh.default.gc threshl = 8192
net.ipv6.neigh.default.gc_thresh2 = 32768
net.ipvé6.neigh.default.gc thresh3 = 65536

# Disable IP forwarding, we are not a router
net.ipvé4.ip forward = 0

# Follow security best practices for ignoring broadcast ping requests

net.ipvé4.icmp echo ignore broadcasts = 1

# Increase the pending connection and accept backlog to handle larger
connection bursts.
net.core.somaxconn=4096

net.ipvé4.tcp max syn backlog=4096
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sudo ln -s /etc/apparmor.d/<profile.name> /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/<profile.name>

Tl I

sudo 1ln -s /etc/apparmor.d/bin.ping /etc/apparmor.d/disable/
sudo apparmor parser -R /etc/apparmor.d/bin.ping
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HO. LACP RV T >IN bZ>YUR—F (bond0) THRAMIERINEF T, CDFE. RV RIC
bond0.1001 . bond0.1002 . & & T bond0.1003 M 3 DD VLAN 1 > X —T A XAZREL FT,

BILARAMED/—R2y D —2IZ84 D VLAN £ TRy FHARBRISEIE. R RICVLAN 1> X —
T4 RZBMLTHRIMIIYEYSTEEXT (KD bond0.1004 £ RR) o



You Configure

ensl23
ens234
ens345

ensd56
ens567
ensb78

bond0.1001

bond0.1002

L —

bond0.1003

FIE

1.

StorageGRID v h T — U DESIFER T2 IRTOYEXRY T =014 VR —T 1 X%BE—D LACP
RORELTXEDHET,

?’\“T(D/‘JTZ |*(D7J'\\‘\/ F‘:lﬁ] D%Eﬁ%ﬁﬁﬁ L/i-a-o @J bond0 o

CORYRZEETSZ MPIETNA X1 ELTERTBVLANA VX —T 1 X% 1ZEDVLANA > 2 —
74 ADpAHRANCHKE > TER L £ 9 physdev-name.VLAN IDo

FIE1 £ 2DEFNZFNICDOVWT, Ry b7 —2 ) VO ORMNAIOKRIBICH DT YD RA v F CEYIRERE
ZASMELAHDF T, TYSXAYFDR—bFH LACP R—FFy¥XRILICEN LTRSS LTEE
L. BRERIANRTOD VLAN ZHFA]TEI3REHLRHD £,

CDRARZEDXRY b T—IBHERAFT—LICERATEZ Y>> TILDA A —T o1 AEBRT 71 ILHR
HEINTWVWET,

REEIETR
* "Ubuntu & Debian®/etc/network/interfaces D "

* "RHEL @ /etc/sysconfig/network-scripts D 4l"
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RAMRAML—=2ZEEY D (Linux)
ZLinux AR MC7OY YT A bL—S R a—LEEDYTIRELRHD £,
IR Y B HIIC
ULTDOREY I T, CORRIVERITIDI-DICNERBREZERL TEITET,
C"IARL—=SENT A= RADEH"
") —RIOAVTFOBITEMH"

@ MlinuxJ (&, RHEL. Ubuntu, #7zl3 Debian D7 7O XY b ZIELET, Y R—FINT
WBN—=23 >0 R MIDWTIE. "NetApp Interoperability Matrix Tool (IMT) "o

AT DAR
JOvIRARL—URUa—L4 (LUN) ZRABMIEIDETREEE. TRAML—CEH) OoRZFEHALTRX

DEEZRERL TS IEE L,
* BRAMIBERR) 2— LD (EDORIAMIBATE ./ — RO FIZIGLTELSB)
*BRVA—LDAML—=20OA73Y (CRTLT—EFBATIIMT—%)
*BR)a-—LOYAX

ARZBMIC StorageGRID / — REEBA TSR EFlE. COBRICIMZ. SYIEAR) 2—LIC Linux h5EIDHT
SNk BRI ZERALET,

(D INSDRYa—LZN—Ta4>a=Z>J, T4—IY b IV FITBREREIDHD Ao
R)a—LHRRA D SRBETETE L ZHERI BRLITTAEAE I,

() X475 —SERRPL—/—RIBBRA TV Y FF—ZLUNIKI DRI T,

(/dev/sdb R a—LBDI A ZERT D TFIE. Trawl OFHBTNA AT 7AILREIFERLEL
TLIEEW, INSDT7AILESERIA D) T— R RICEDZ e HD. AT LDOBEYERICREL £
9o 1SCSI LUNEDevice Mapper MultipathingZ{ERAL TW3EEIE. T4 LI M) TIILFNRIA
)7 REFERT3CZRET LT " /dev/mapper <& W\ $FIC. sANMROJICHEBERA ML —ADT
RRAY FT—=ONZADBREFENTVBRHEEIF. COFENBMTY, £l PXATLICE>TERINLEY 7
M) 2O RKGNBTNA RBICFERTEZICHTEXT " /dev/disk/by-path/s

B
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1ls -1

$ 1s -1 /dev/disk/by-path/

total O

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:00:07.1-ata-2 -> ../../sr0
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0 ->
../../sda

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-partl
-> ../../sdal

lrwxrwxrwx 1 root root 10 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:0:0-part?2
-> ../../sda2

lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:1:0 ->

../../sdb
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:2:0 ->
../../sdc
lrwxrwxrwx 1 root root 9 Sep 19 18:53 pci-0000:03:00.0-scsi-0:0:3:0 ->
../../sdd

ERIFI VA= CICERDE T,
N50TOYvIRAML—UR) a—LOZFNZNRICHODRTVEFIZEIDH TS L. StorageGRID D&z
DAY ZAR—=ILRLEDA > TV ADFIEHEEICHEDE T, HEX ML —IR) a—LADT7 712 %

TRIETBIDICTNAZAIYN=TILFNIRZANZFERALTWRHEIF. 771ILOT1—ILE%Z
/etc/multipath.conf HHETIT XY "aliaso

Bl
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multipaths {

multipath {
wwid 3600a09800059d6df00005df2573¢c2c30
alias docker-storage-volume-hostA

}

multipath {
wwid 3600a09800059d6df00005d£3573c2c30
alias sgws-adml-var-local

}

multipath {
wwid 3600a09800059d6df00005d£f4573c2c30
alias sgws—adml-audit-logs

}

multipath {
wwid 3600a09800059d6df00005d£5573c2c30
alias sgws—-adml-tables

}

multipath {
wwid 3600a09800059d6df00005d£6573c2c30
alias sgws-gwl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-var-local

}

multipath {
wwid 3600a09800059d6df00005df7573c2c30
alias sgws-snl-rangedb-0

alias7 4 —ILRZCDLSICFERT I L. RRAMDTa LI MIICTOVITNARELTIA )T ADKRR
TN “/devimapper 7=, SRERCA VT TV ADMEBTIOYV IR ML —UR) a—L%IEET 2REHLH
BT, DO TVRFIZIEE L CTEEICKRETT Y,

StorageGRID / — R M#1T X Device Mapper< L FINZADEARAEZHR— T3 DICHBEINL—C% €Y b
7w 7TI35E1E BLBFAICHZIIRTORI MIHBOZER LTIV AM—ILTEEXT
/etc/multipath.confo FARANTHDAVTFIVIS VDA NL—UR) a— L% ERTREITTES
£9, TAVT7RZ2FEBL. FEAVTFTIVSVDRAML—YAR)a—LDLUNDIA)T7RICEZ—=S Y k
DHEANEZEDZIELEIRPTVDT. COHETRETDICZHRELET,

(D VIEITT7OADREODIVTFIVIE L TDODockerdHR— MMIEIESNEL
7=o Dockerid. SOV —XATHOAVTF IV VICBETHZONBZFETT,

&Ik
CCAVTFIVIVDRAML—IURY a—LERELFT"
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C"ZARL—=SENT AT ADEMH"
") —RIAVTFOBITEMH"
AT+ IOy A ML= R a—L%ZEY % (Linux)

Docker £7-i& Podman A>T F IOV A VA M=)LT3BHIC. ANL—U KR a
—LEZ 74— VLTI TY NTIRIRELRHIBEELHD F£9,

@ VILDTT7DHFOBREOITFHFIVI > L TODockerdHR— MIFELESNEL
7zo Dockerld. SOV Y —XATRD AV T FIVIVICEEZTHZSNZFETT,

@ MLinuxJ &« RHEL. Ubuntu, F£7zld Debian 7 FO4 XY b ZELET, HR—FENT
WBN—=23 >0 X RIDWLWTIE. "NetApp Interoperability Matrix Tool (IMT) "o

RRUDAR
Docker £7=l& Podman A bL— AR a—LALICIL— bk R a—LEZFEHRATEZIFET. XROHDESLHRR
fN—=FTa2a VIl DREZTBTENHI5EIE. CNSOFIEEXAFXF Y STEET,

* JRwRY> . /var/lib/containers

* Kw#h—: /var/lib/docker

Flig
1. AT FIVS VDR NL =R a—LIZ T 7AIVRT LR LE T,

RHEL

sudo mkfs.ext4 container-engine-storage-volume-device

Ubuntu X 7-1& Debian

sudo mkfs.ext4 docker-storage-volume-device

2 AT FIVOYDARAML—=PR) a—LEIIYMLET,
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RHEL
> Docker MEE :

sudo mkdir -p /var/lib/docker

sudo mount container-storage-volume-device /var/lib/docker
° Podman DHE :

sudo mkdir -p /var/lib/containers

sudo mount container-storage-volume-device /var/lib/containers

Ubuntu X 7-1& Debian

sudo mkdir -p /var/lib/docker

sudo mount docker-storage-volume-device /var/lib/docker
° Podman DIHE :

sudo mkdir -p /var/lib/podman

sudo mount container-storage-volume-device /var/lib/podman

3. AVFF AML—VRYa—LTFNAADIY MY % Jetc/fstab 12BML £ 9
° RHEL: A5+ XL —=SARYa—LTFNAR

° Ubuntu F7c|& Debian: docker-storage-volume-device

CHUCED RRFDOU T = FRICA ML =R a—LAEBNICEYV Y FENET,

Docker z 1 A +—IJLT 3
StorageGRIDY X7 Ald. AV TF+DAL U 3> LT Linux ETERITTEET,

* Ubuntu % 7z1& Debian FE D StorageGRID%Z 1 > X b— )L 9§ B HilC. Docker Z-1 > A —IL T ZHEIDH
DXxT,

*Docker AT+ IV UHFERTZCEBIRLISESIEX. RDOFIEICHE > T Docker 21 >V X =L
LEd, cHHWVWE, Podman 1A L—ILLET »

Q) Y7LITTOBOREOAYTILYYELTODkerd S~ MERLENEL
feo Dockerld, SHDUU—ZTHOILTF IV VICBESRISNBZTFETT,

FIE
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1. FRALTWVWB Linux T4 AR Ea2—>a>DOFEICHE>T Docker 21 A M—ILLE T,

@ Docker ' Linux 7«4 A R E2—> 3 VICEENTULAWIESIEZ. Docker D Web 1 k
eIV O—RTEET,

2. %0220V R%ZEEITLT. Docker hEMLEIh, EEIShI-C e ZMRLEJ,

sudo systemctl enable docker

sudo systemctl start docker

B XKDOATYREANDLT. BRELGN—T3 2D Docker 1 YA =)Ll e =2BELET,

sudo docker version
IS3A4T7 e —=—NDODN=2a VI3 M OLETHIBELHD £,

Podman z1 > A —JLLEXT

StorageGRIDY XA T LIF AV TFDIAL I3 LTERITEINE T, Podman A>T+ ITVI V% ERT
B cEBRLIZGEIE. ROFIBEICE>TPodman 21 VX F—JLLE T, IHARLE. Docker &1 > 2
F—}Ljé o

FlE
1L HFRALTVWS Linux T4 A MUE2—>3 > OFEICHE>T. Podman & & U Podman-Docker % 1 > X
F=ILLET,

@ F7-. Podman 1 > X b—JL 9§ 3MKICIE. Podman-Docker N\ —HA4 VXA =)L
TEIMRENDHD £,

22 RDESICADL T BRELR/N— 3 >0 Podman & & U Podman-Docker 1 > X b—)LENTW3BC
CEHESELETD,

sudo docker version

@ Podman-Docker /N4 — Tld. Docker A¥ Y REHFEHTEE T,

II2AT7 b —NON—=2 3 VIF3 23U THZIBENHD XTI,
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Version: 3.2.3

API Version: 3.2.3

Go Version: gol.15.7

Built: Tue Jul 27 03:29:39 2021
0S/Arch: linux/amdé64

B
FARRRL—SERET "

StorageGRID’R X b H—EX%Z 1 > X b—J)L 9 3 (Linux)

StorageGRID/RX b H—ERXRZA VA M=ILTBICIE. ARL—TFT 02T AT LDFE
$8ICI5 U f=StorageGRID/Nw A —S = FERAL £ 95

@ MinuxJy (&« RHEL. Ubuntu. #7zI3 Debian D7 7O XY b ZIELEFT, T R—FINT
WBN—=23 >0 R RIDWTIE. "NetApp Interoperability Matrix Tool (IMT) "o
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https://imt.netapp.com/matrix/#welcome
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https://imt.netapp.com/matrix/#welcome
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RHEL
StorageGRID RRA b H—EX%Z A VX b—)LF3IZI&. StorageGRID RPM /N7 —JZERL £9,

BRI DRAB

MTOFETIE. RPM Ny T—IHDSRA M —EXRZA VA =L BHAEICOVWTCEHRALE T, &
foo AYRAM=ILT—=AACTICEENTWVSB DNF VRS MUXEZT—2ZEALT. RPM Ny iTr—2
ZVE—FTAVAM=ILTBZIEDHTETET, FALTWVWS Linux 7L —F« »J> X7 LD DNF
DR RUICEAT3FIEZSRL TS L,

FIE
1. 7R X bIC StorageGRID RPM N\w i —JH OAE—9 20 HEX ML —JICBET £,

e ziE . ROFIEOATY REIEFERATESZLSIC. CN5OAR VY RETa LI MUICEEL
tmp £ 9,

2. BIRAMICroot 7HO Y hETIE sudo #ERERD7 AU OO0 > L. OO REZDIE
FTEITLET,

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-Images-
version-SHA.rpm

sudo dnf --nogpgcheck localinstall /tmp/StorageGRID-Webscale-
Service-version-SHA.rpm

@ ETAA=—INYT—=2%A VA=l RICH—EZRNYT—=2%2 AV =)L
TRRENHD XTI,

C) INVT—=2%ADT o L7 NUICEREB LT tmp iBaid. ERLIENXZRMT S
ESICOAT Y REZEELE Y,

Ubuntu X 7-1& Debian

StorageGRID DEB /\w - —2 % L T. Ubuntu ¥ 7z(d Debian Fi(DStorageGRIDR R b H—E X%
A1YAR=ILLFET,

BRI DHNB

UTDOFIETIE. DEBN\YT—IHhSRAMY—EXEA VA M=ILTBHEICDODVWTEHBLE YT, £
Too AR =ILT7—AATICEEFNTWVWBAPT YIRS MU XZT—2%FERALT. DEBN\vs—
H)E—FTAYVRAM=ILTEREHTEXT, FHLTWVWS Linux ARL—FT 4 2T AF7 LD APT
DRI MVICET2FIEZSEBL TV,

FIE
1. £7RX b IC StorageGRID DEB Xw/ —2 % AE—92h. HEX ML —JICBET T,

e ZIE RDOFIED AT Y RPIZFERATEEEL5IC. CNHDOARYRZTo LI MUICEEL
htmp E 9,



2. 8BIRARICroot 7HD Y FFT=lE sudo R ZFOT7HY Y FTOJA VL. XOOAT Y REERTL
E I

RNV T =% AV A =)L, “senvice RICNY T =S A VA R—=IILTIRENRDHD

‘images' &9, NuTr—S%BUADT LY FUICEEE LT tmpiBaid. ERALIENARXZRT S
LSICOAYVRFZEELE T,

sudo dpkg --install /tmp/storagegrid-webscale-images-version-SHA.deb

sudo dpkg --install /tmp/storagegrid-webscale-service-version-
SHA.deb

StorageGRID/Nw o —2% A > XA b—J)LF BHEIIC. Python 3 A1 > X b—)LETNTL
@ BZREHHD T, €D sudo dpkg —-install /tmp/storagegrid-webscale-images-
version-SHA.deb" CNZTHARWVED . OT Y RIFEKLE T,
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