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"Azure R—RILEFERLTO—ILZEIDHTEIT,

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [

"/subscriptions/<subscription-id>"
1y
"permissions": [

{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

"
’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e"’

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele
te",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea
d" 0

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
te" ,
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"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del

ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get

Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r

ead",

"Microsoft.

/read",

"Microsoft.

/write",

"Microsoft.

/delete",

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

Features/featureProviders/subscriptionFeatureRegistrations
Features/featureProviders/subscriptionFeatureRegistrations

Features/featureProviders/subscriptionFeatureRegistrations

"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",

"Microsoft.Features/providers/features/read",
Features/providers/features/register/action",
Features/providers/features/unregister/action",

Features/subscriptionFeatureRegistrations/read"
I
"notActions": [],
"dataActions": [],

"notDataActions": []
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snapshotDir snapshot 7« L7 M) DRRZH LWWZ
wWMLEY

size FLWRY 2a—LDOT7#J)LEY "100G"
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unixPermissions FLLWRYY 2—LOUNIXIER (8 ™ (FLEax—#pgE. YT
EHDANT) o SMBR) 2—ALTIE T3> THRIA M) X NEED
mEINET, NE)

&R

Bl 1 &/BDWERK

12

chid. NI Iy ROMNHNAGRIMER TY. COBKTIE. ANF ICREBINLRY N7y 7 HD
Vhi BETII. BTRY MDBITRTEEIN. TENEOT—ILEIFH TRy bD 1 DIZHFLUWVAR
)a—LWS VA LICEEESINE T, BH nasType IZEBBEEINTUVWET nfs 77 #4JL MHASERA I M.
NI I RHNFSAHAY a—LAlIcFOES 3 Z VI ENET,

CDIBRLIE. ANF OFEERIBL TRIZE L TH D & ZICEBEANTITHA. ERICIEZ. 7O a=>y
3R 1—LDEFRETSICKRET D CERETLTLWET,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



Bl2 . BES—ILTIILREZFERLEEEDOY —EXLRILEKE

CONYIIYRIBRTIE. AzurellR) a—LHDEEINZE T castus DIHZFAUItra RES—IL
. Astra Trident |Z. ANF ICEZBINTIRTOY TRy MEZDOBFATEIHMICKEREL. WIFnh ot
Ty MIHLWRY 2a—LAEZS VR LICEEBELE T,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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CONYIIYREBETIE. 1207 71ILICEBORINL—CF—IILEEELET, . BA3
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes

TR T 2HBBICERITT, T—ILZXKRTB3DIC. RET—ILOINILZFERALELE

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

A= 32DESE

RDEKDICHED £9 StorageClass E&EIF. LEBODRA ML= F—I)LZBRBRLTLEEIL,
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FEALTCEEDH parameter.selector 74 —JL R

ZfERA L £9 parameter.selector ZIBE CE XY StorageClass R a—LZKRAMTB7=0HICER
INBRIET— I R a—LIZIE. BIRLET—ILTERSNLEERDSHBD T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBRY 2 — LDEZH

ZfEA L £9 nasType. node-stage-secret-name’$ & Uf ‘node-stage-secret-namespace’ Z{#H L T. SMB
R a—L%EIEL. BHEXRActve DirectoryZ LTV v ILEIEETE XY,
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Bl TITAINPR—LAR—RADERETE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

B2 Z—LRAR—RATEICERDZ =Ly b 2ERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

B3RV a—LIEICRBRBS—TI Ly b 2ERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



@ nasType: “smb SMBRUa1—LZHR—rTE3F—ILTIILREZ)VILET,

nasType:
‘nfs £7ld nasType: "null NFST—=I)LICW LTI ZzEALET,

NY I TV RZEEBRLEY

NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKELIGEIE. Ny I Y ROREICEANEENDHD 9. ROAVY R ZRITIS
& OJ2RRLTIRERZRETE XY,

tridentctl logs

BR7 7L TRBEEZBELTBIELS. create ANV REBERTTETE I,
Google Cloud/\'v 7 T > K HIZCloud Volumes Service Zs&8EL X7

% k77w 7Cloud Volumes Service for Google Cloud%z Astra Trident®/\w I TV R &
LTHEMT 2AEz. BRESNTVWAERAIZFERL THELET,

Cloud Volumes Service for Google Cloud|Cx1 9 % Astra Tridentt/ 7R — b D5z CHEES< 72 E L)

Tridenth'Cloud Volumes Service /R 1) 2 —LZ{EETE B DIE. 22DS5ED1DTY "h—EX X1 T

* *CVS - Performance * : &7 #JL kDAstra Tridentt —E X841 7o NT#—I VAP RBILETNIZD
T—EXRATIE N7 =XV RZERITI3EABREDT—IJO—RICRETY, CVS-NT+—<T >
AP —EZXZA L&, 14 XHM00GBULEDRY) 2a—L%EHYR—FTBN—RITT7HATS>3>TT, D
WINHhEERTETXT "300—EZLAJL":

° standard
° premium
° extreme

**CVS*ICVSH—EREZATIE FREEDONT #—I 2V ALRNIICHREINIELARNILOAT Az M
LET, CVSH—ERZATIE. AL =2 F=I)LZ2fEAL TIGBREDR) a—LEYR—bTEVT

FOTTHTSa3>TTo AL—=JTF—ILICIBRASOEDR) 2 —LZzZHBENTE. INTOR
Ja—LTT—IDBRBUNT #—XVAZ2HETEE I, OVLWITIhHZERTSET 2000 —EXL
~NJL"

° standardsw

° zoneredundantstandardsw
BERHD
%#ERE L TERAL £ "Cloud Volumes Service for Google Cloud" /N T RICIZRDHDHBRETT,

* NetApp Cloud Volumes Service TRIE & 117=Google Cloud 77 177 > b
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storageClass
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apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelevel

network

debugTraceFlags
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- key:
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values:
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BI3& NNV IIYREBETY,

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"

22



auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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2 : F—EXLANILDOHEE

COBFE. T—ERLRILRR) a—LDOTIFIERE NIV RERA 72322 RLTULE
ER

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '5'
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
size: 5Ti
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B3 : RAE T — L DR

CDEITIF. ZFEALEXY storage RET—ILELUVZHREL X StorageClasses TNIEENSZ
BESRYT 3, 28RBL KTV AL —DUFRDER]| 27V v I LT ARL—U TS IADE
EHLEZHRELET,

CCTlE. IRTOREBT=ILICH L THEDT 74 EDREIN. TRTORET—ILICTF L TH
BREENZET snapshotReserve 5%E LUV TH B exportRule Z0.0.0.00ICKRELFT, RET—IL
3. TEEINZET storage TIP3, @ 4 ORET—ILICIEFEFNZENIHBEOEENHDXT
servicelevel P wP 3. —HODT=ILTTI7HIMEDREEZTEINET, T—ILEXAT S
1=®Ic. RET—ILDOINIILEZFERLELE “performance KLU protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"'

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
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servicelevel: standard

ZL—CUSADES

R(DStorageClassEEId. RIET—ILOEHAICERINE T, ZFHL £9 parameters.selector Tldk. R

Ja—LDRAMIMERTZIHRET—IILZZA L -0 RATEIEBETEER T, AU a—LIZIE BRLT:
T—ILTERINLERZDNHD XTI,



AbL—=205Z200F)

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"
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allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

*RIIDA ML —UU TR (cvs-extreme-extra-protection) Z&RAIDRET—ILICYVEYILE
To ATV T3y TN 10% DIERBICEVWNT A —I VA ZRRHTEIHE—DF—IL T,

*REDAML—UUF R (cvs-extra-protection) AFT w73y bFHHN0%DIANL—UF—)L
ZHEOHLET, Tridentht., CDRET—ILZEERTZIHDZREL. ATy TP a3y b FHOEHIFEL
INTVWBZezERELET,

CVStr—E X %1 T Df
ROFF. CVSH—ERRZATDREFMZRLTVET,
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NiE. BFERTZNYIIY RORIMEBRTY storageClass CVSH—EXZA T T T4l %35
9 BICIE standardsw Y—E XL ANJL :

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
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client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw



Bl2: AL—STF—ILOFER

CDNYIIYRBEDHTIE. ZFEHAL T storagePools ARL—JT—ILZRRELE T

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
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NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Fl2: DNYIIVREANL—=P TS ADEE solidfire-san RET—ILZ®AT-RZAN

CDFlE. RET—ILEeHIC. ENS5%EBIB Y BStorageClassesE EHICEBHEINTVWBINY I IV RES
77N ZRLTVWET,

Astra Tridentld. A L= =L EICHEIRNILZ, FOEDSaZVIRICNY I IV RX ML —YLUNIC
dE—LFd, R hL—UBEEZ. RET-ILZCICTRNILEZEERZLTED, Ra—LESRILTYTIL—T
ILLI=ODTEXY,

ULFICRINYIIVREZRET 7IILDOHTIE. TRTDRA ML= F—=ILICR L THEHEDT 7 4L RHRE
INTVET, CNICED. DERESNET type VILN—s RET—ILIE. TEEINET storage T
3>, TOBTIE. —BEORA ML= TF—=IILTHBDRA THRESNTED. —ED T =)L TIELEE T
ELIET 74 MEREESTTINE T,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
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TenantName: "<tenant>"
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1lc
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us—-east-1d

R(DStorageClassE &l LERDRET—IILZBRLTWVWET, ZFHT S parameters.selector FX b
L=0ZE RA)a—LDRIAMIFERTERREBT—ILZFUOHLET, AU a—LlliE. ERLR
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BT—ILATERSNICERZDHD T,

RVIDA L =TT 5 R (solidfire-gold-four) ZERT B . RPDEFREBT—ILICIvEYTEINF
T d—ILRDNT =T R%ERMETEIH—D F—)L volume Type QoS D, REDAIL—T IR
(solidfire-silver) Siver/NT7#—IVRZRMHITEZII ML - TF—ILZITRTHEL F T, TridenthH'\
EDRBT—INZFERTZIHZHL. ANL—CEGZHERICHLTELOICLET,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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YAML

/N\—< 3> 1 backendName : ExampleBackend storageDriverName : ontap-san managementLIF
. 10.0.0.1 SVM : svm_nfs username . vsadmin password : password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIE. LTIV IIDTL—2TF AN TRESNDIEE—DBFATHDZCISEFELTLE
TV NYIIYVRMERTND . I—HRE/INXT—RH Base64 TLY I— RN, Kubernetes > —
JLy b LTRIACNE T, LT vIILOMBIRERDIZ. NI I ROEMEIIEFHEITT
To COUIBIZEIEESEAHT. Kubernetes/ A ML —SBEELNEITLET,

AFEAENR— X DFRAEZBMICLET
FRELISEFEONY I I RISEBEZFEAL TONTAP Ny I IV REBETEXY, NVvIIVRER
ICIE 3 DDINTAXA—EHKRETT,

* clientCertificate : Base64 TL>I—R3EN/cT 5417 > MEEEZEDE,

* clientPrivateKey : Base64 TI > d— R&Nfz. BETIT SNI-MEBRDE,

* trustedCACertifate: (S8 SN 7= CASEBEZ M Baseb4 T > 11— R, SN /- CAZFERT 3551,
CDNTA—RAHIBETINELRHD £T, EEIN CANMEATNTLAVSEIXERLTHEVE
Ao

— BB T =7 70— IRDFIETHERLINE T,

FIE

1. 9547 MEBBZE F—%2 4L £, £RMEFIC. ONTAP 21— L CEREEY B & 51 Common
Name (CN ; #@%) #8REL X9,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. SN CABERREZ ONTAP 7 5 X RICIEBML £9. COMIRIE, A ML —JEEEHNT TICIT-T
WBEJREMEN B D Fd, EHETET S CADMERTNTULARVEEIIEELET,
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security certificate install -type server -cert-name <trusted-ca-cert-

name> -vserver <vserver-name>
ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RAICUSA TV NEFABE X —% 14>V M—=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP £Fa VT4 OJ 4> O—-IILTHR—FINTWVWEZ L ZMHRT B cert FREH TN

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. ERENI-EIRAZE R FA L TEREE%2 T X FONTAP BIE LIF > & <vserver name> |&. BIELIFDIP 7 K
LZABEELVP SYM BICEFTHEZ TLIETL,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>"

6. Base64 TiIFAZE. ¥—. BLVEBEIN CARAERZ I O—RT 3,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7 AIDOFIETHEMEZERAL TNV I I RZERLE T,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

LA EEEH TN JLT v EO—T—>3 LT

BEONYy IV REEHL T ORMAEZFERLED. L7 v zO0—F7T—>3 > LhTERX
To CNUFEBEEDAETHEELEFY, I—HRENRT—RZFERT 3NV I IV RIFEEBEZFERT S
KOICEFHTETXEIA SAEZFERIZNYIIVRIEA—HRENIT—RIZEDVWTEHRTETEXRT,
NZIT3ICId. BFORAEAEZHIBRL T TLVWEREREAEZEM T 3HELH D 9, RIS, BN
7=backend.json7 7 1 JLICRAEBRNT A —RZDEFENT-DDZFEAL TEITLEX T tridentctl backend
updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

N IITYREBEHLTH., TTIERINTWVWBRY a—LADT7 IR IFHEINT. ZOERDORY 12—
LEFICHOEELEEA. NV IIY ROEFHHMINLZHE. Astra Trident B ONTAP N I TV RE@
L. LIFEDOR) a—LAMEBENIBTEZZRLTVWETD,

igroup ZIEEL X9

Astra Trident (&, igroup ZFRELT. 7O 3 =>4 9%HR)a—L (LUN) ADT7IVEXZHIEL E
o BIEEIINYIIYVRICigroup ZIEET I HEL LT, RD 2 DZERTEET,

* Astra Trident Tl&. /N\w oI > R XIC igroup Z BEIMICIER. BETE X9, KR igroupName (F/\
wOITIYRDERICEENTUVARLSD. Astra Tridenth* & WS &BIDigroupZ {ERL L £ trident-
<backend-UUID>BEL F T, ChICLD. FENVI IV RIZERD igroup HEID H TSN,
Kubernetes / — R @ IQN O BEHENIREIBRALIBEESNEF T,

* oo BRI SNT igroup HNY I IV FOEERTIRETETE T, Chid. ZFRALTEITTEET
igroupName /NT X —R%&KE L £9, Astra Trident ', Kubernetes / — R ® IQN % BEZED igroup |
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EBIER7IFHIFRL E o

ZEONYIIY ROEGE igroupName EE SN TULS igroupName ZfER L THIBRTE X9
tridentctl backend update Astra TridentTigroupZz BEILIES TICT—o0O— RICERINTWVWSHR
A—LADT I ZADFHEINZ ZCIEHD £HA. SEIEMINS igroup Astra Trident Z L Ti&ERi %
MIBLFT,

Astra Trident D—ED1 Y XARZ VAT Il igroup ZEHEBICT A Z#HELEX T, Nl
Kubernetes BIEE Y XA L —JBEEICE > TERTY, CSITrident &, 75 RXZ/—FK
IQN @ igroup NDEM HIkk% BEML L. BIE%ZAMRBICEZILL £9, Kubernetes BiE (H
KU Astra Trident ¥ X k=)L) 2K TEIL SVM 2EAT 3155, EHAD igroup ZERT 3

@ _ & T. %3 Kubernetes 7 7 AR T ZEEN. BID Kubernetes 7 7 A X IZBHEMIT 5N
foigroup ICRELBWEDICTE XY, F7o. Kubernetes 75 AZHDE/ — RIC—ED
IQN ZRET D ECHEETY, anhid & 5IZ. Astra Trident |& IQN DEN & BIFR%E BEIRYIC
WIBLET, "XMETIQN Z2BFEHATD . KRR METRERTEBINTLUNICTIER
TEAEVWELSAR, BELLABVWSFUADRETIAREELHD £,

Astra Trident h* CSI Provisioner & L THEET B & SICERETNTWL3IBE. Kubernetes / — K IQN (B &)
BYIC igroup IZBIN / HIRRSNE T, / — RFH'KubernetesZ S XX ITEBMIND . trident-csi
DemonSetiC& 2 TRy RABATNE T (trident-csi-xxxxx 23.01BID/N—2 3 Y 7l trident-
node<operating system>-xxxx 23.01MAM&T) FIL<EBML/—RFRT. FILWLW/ —RZEHRLTHAU 2
—LEEHTESLSICLET, /—RIQNBNY I IV RODigroup ISEBMENE T, / — RAETSI N,
HIBR I M. Kubernetes B SHIBRSNLIZEE D BIROFIET IQN QHIBRAILEINE T,

Astra Trident h' CSI Provisioner & L TEITEINAWESIE. Kubernetes 75 XA ZARADIRTDT—H—/
—RH5DISCSIION ZEEL & SIS, igroup ZF B TEH I IHLENH D £9 . Kubernetes 75 X R IZENN
93./—R®DIQN % igroup IEMT Z2REHNH D £9, FEkIC. Kubernetes 75 A2 SHIBRE N/ —
R®D IQN % igroup D SHIBRT 2HEBEHLH D £7,

X F3E CHAP Z M L TRz L &9

Astra Tridentld. (XL TWNAMBCHAPZFER L TiISCSIEwy > 3 VA8 CEF £ 9 ontap-san KT
ontap-san-economy RZ4/\e THICIE. ZBWICTIHENHD useCHAP NV I IV REEDT T
3, ICERET B K true. Astra Tridentid. SVMDT 7 AL DA Z> I —REF 2 T 1 ZWNHFRCHAP
ICEREL. NIRRT 7AIIUD5DA—HRES—TL Y FERELFT, EHODERSEICIEIINAR CHAP
ZEATRICTHELET, ROKREFMEZERL TLIEETU,
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password

igroupName: trident
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

C) o useCHAP NTX—A. 1QIEITRETETZT—ILEOA S a>Td, T 74 LTlE
false ICERESNTWVWET, true ICERELT=HE T, false ICRET D IETET XA

[CANZ T useCHAP=true. chapInitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername LT “chapUsername 74 —ILRIEINYVIIY RERICEDZIHVELNHD £T,
ZRITITBE. NVIIYVRDBMERSINIHETO—IL Yy hEZEETEFXT tridentctl updates

BIEDLHEAH

HETEL XY useCHAP truellERET D . A RL—UBEBEIZ. A FL—UNY I I R TCCHAPEZRET
b LS ICAstra TridentiCiERL £ 9. CHUICIERDBDHAEENE T,
*SVM TCHAPZtwY 7Yy FLEY,

cSVMDT 7 AIN MDA I —RtEFa ) T4 2414 ThHnone (7 )L NTERE) *T. RJa—LA
ICEEZDLUNA R LB S, Astra Tridentld T 7 AL b DEF a2 ) T4 21 T=ICEREL F£9 CHAP
CHAPA ZoI—Re A=y bDA—HYEHESLUVI—TL vy FDREICEHF T,

° SVM IC LUN A& ENTWBEE. Trident & SVM T CHAP #EhIcLEFtHA. ChUZLD. SVM
ICTTICFEET D LUNADTIEIDEIREINDZ Z CidH D £ A

*CHAP A Z>I—Re =7y bDA—HFRHE—TL Y FERELET. N0 T ariE Ny
JIVRIBHTHEETSRENHD XY (LELZER) -

CADAZUI—ZDENMDER igroupName NV I TV RTIRHEINE T, BELRVEE. 774/
FETY tridento

NV IITYRHBMERSIND & SIS T dHAstra Tridentic & > TYERL 41 F 9§ tridentbackend CRDZE E1T
L. CHAP>—Z2 L v b a1—t&%EKubermetes>—2 Ly hE LTREFELET, CD/NY I I RO Astra
Trident IC&K D TIER S NI ARTD PVS AV T b E. CHAP BEATEEINE I,

JLTFoovIlEO—FT—>a>yl. Ny I IV REEH

CHAPOU LT v L% BT 3IC1E. TCHAPNS X—2%E#H L £9 backend.json 771 )L, CHAP>
— Ly bEEHFL. 2ERITINELNDHD £9 tridentctl update BEXRMTB/-HDITVRT
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NYIIYRDCHAPY—U Ly F2BH T 355815, 2ERITI3HELRHDET
tridentctl Nw I IV REZEH L FT, Astra Trident TIZZEEZIETT R L=, CLI/
ONTAPUI DS R ML= 0 SRADI LTI vwILEBHRLAEWVWTLET L,

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",

"igroupName": "trident",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "i1iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

Fomomomme Fommomomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmomeomomm= Fommmmemememomom= Fommmmmmrmessrrrrrrr e reme e ee e e o
Fommmmmos Fosommmmes +

| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1ad472ffbeb5c |
online | 7

Fom e Fomm -
Pommmmm== Fommmmme== +

BEFEOERIIFELZZITEEFA. SYM O Astra Trident TV LTIV ILABEHRINTH. 51T 7T+«
TT9, FILWERTIIEFHISNILTYOVILAMERIN. BEOEGIISISHEES 79T 7 T9, &L
PVS #Hlf L THIER T I . BFicnl-IL T vILAMERINE T,

ONTAP DSANIBRA 7> 3> &fl
ONTAP SAN RS+ /N\Z1ERL L T Astra Trident 1 Y X b — L TERT 2 HE% CHERLIEETWL, OIS

VT NYIIY RBROBL. Ny IIYRER L —UI5RICRYE YT TBHEEHL CHBAL
7,
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Ny O TYREA T ar

NYITITYREEA TSI VICDOVTIE. ROXRESELTLET L,
INTX—A B
version

ARL=2 RS ND%AH

storageDriverName

HRABZLBERIERA L= NNy
JIVERK

75 A AEBLIF £ - IESVME
BLIFOIP7 RL R : —LL R
XMetroCluster X1 F 74 —/\—
#FIBIBICIE. SYMBIELIFX15
ETI2HENHD FT, Fully
Qualified Domain Name (FQDN ;
TLBEFR X1 V8) ZIEETE
£9, =EAL TAstra Trident® 1
VAR=ILLTHZE. IPV6 7 R L
AZFERTBLOICERETEE
9 —-use-ipv6 7T, IPv6 7 R
L Z1&. [28e8 : d9fb . a825 . b7bf
1 69a8 : d02f : 9e7b : 3555]7%4 ¢
DA TEET DIUNEHLHD
£9,

JORJJLLIFDIP 7RL R, *
iISCSIZIFIEELBRWTL LS

Lo *Astra TridenthMER L £ ¢
"ONTAP DERBILUNT v 7"
iSCSILIFZI&H g 3ICiE. YILF
INZAYE Y 3 VLT 2UREH
HDFT, OBFEIFEEHIERS
NE 9 datalIF IFATMICERTS
nkd,

CHAP#% f#H L TONTAP SANK <
1 N\DISCSIZFBFEL £ (F—1)
TV) o HICRELET true
Astra TridentTld. Nw I IV RT
IBESINTESVMDT 7 # )L MEREE
& L TWABECHAP%EEE L TER
LEd, z8RLTLLEETV " Ny
T2 RICONTAPSANKR 1 /\%
RETHERELEFT" EZBRBLT
<&V,

CHAP A ZoI—4R2>—2J Ly
ho DBERFRYEATT
useCHAP=true

backendName

managementLIF

dataLlIF

useCHAP

chapInitiatorSecret
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[ ONTAP-NAS | . [ ONTAP-
NAS-TJ./X— ) . [ONTAP-
NAS-flexgroup 1 « [ ONTAP-SAN

1+ TONTAP-SAN-TO/ X — |
RSAN%+" "+ T—ZLIF

100011 . T
[2001:1234:abcd::fefe] 1

SVMODREH TS

LWz
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INTX—A
labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

igroupName

storagePrefix

GG

R a—LISBRT2EED
JSONFERD SNILDE Y b

CHAP 23—y b ZoIT—RY
— LYk, DBEISHETY
useCHAP=true

AVNTY RI—HE, DFERIT
WABTY useCHAP=true

R—7y b aA—HYH, DFEIEH
B9 useCHAP=true

72547 > MEEBBE D Base64 T
> O— RfE, SEFRER—XDERE
ICERENET

547> SHE#ED Base64 T
> O— RfE, SERRER—XDERE
ICERENET

{SFEENT- CAEEBAZ (D Base64 T
\/:I_ F{Eo TE%O EIEEH%/\“—Z
DEREEICFERAINE T,

ONTAP U 5 X R X D@EEICHER
A—HE, LTI vILR—2X
DEREEICFERAINE T,

ONTAP U 5 AR X DBEICINAD
—RHBRETT, LTIy
R—2ORCFERAEINE T,

£ 9 % Storage Virtual Machine

L. ZERL TV 28R
LTS,

FT7AILE
M

M

SVMDIBZEICER TN E T
managementLIF ZIELXT

SANRY 2 — L TR Sigroup® "trident-<backend-UUID> "

SVM THLWARY 2a—L%x=7OE Trident

Dz I TBRRICERTBZSL
T4V IRAEBELET, HhH
SBEBBEITBHIETEEFHA. C
DINTA—RZEBHITBICIE. #
LOWANYIITYRZERT ZHE
BHD FT,
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NTA—=H

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

useREST

DEFM igroupName

B T7#I b

FRAENCDEEGZEBATWVWDE “ (TI7FIIETIEERINEFEA
Ak, 7O azZvInKRKL )
¥, NetApp ONTAP /\w & T >

R (CAmazon FSXZER L TL\3515
BiEk EELBVWTLIZTW
limitAggregateUsageo Rt
N7: fsxadmin $E Y vsadmin
7)) 75—~ DERRRE BT

L. Astra Tridentz A L THIFR S
BI-DICHEBRIERDZENTV
A A

BREINTAR) 2—LBAZIHT “ (FIHIETIEFERINEFEA
DEEBZTVWRES. 7O )

IZVIPKRBMLET, F

7=« qtreeB KULUNICX L TEIE

$3R) a—LDRAY A X%

FRLET,

FlexVol H7=D D& A LUN#, & 100
HAREEHE I 50, 200 T

NSO a—To JKRICER  null
I23T7N\vI 73T, Bl {"API"

. false. "method" : true}ld. ~3

TN a—T7+1 >0 %i7>TFHM
BOJH Y THRERIGEZR

T FAHLEFEA,

ONTAP RESTAPI R 378 LLX
DT—=VTVINTA—=R, *TUZ
AILTLEa—*

useREST |&. T7Z=ZAHITFLE2
—CLTIREIATVWET, TX
MMRIETIE. ABRIEDT—70O
— RTIIHEINE A ITRE
9 BL true Astra Trident
|&. ONTAP REST APIZMERLT
NYIIVRECBEEFELET. D
KEBEIC IZoNTAP 9.11. 1L &AW
BTY, /. FHEJSonTAP O
74 >O—)UCIINDT Ut XtE
PRETY ‘ontap 7 FUITr—>
3> ChiFFRIEEINICEK
STHEIEENET vsadmin XY
cluster-admin d—JL,
useREST |&. MetroCluster Tid1
R—brTNTULEHE A

igroupName ONTAP 5 XX TY TICER TN TUL\BigrouplcFRETET £ 9, IBELARVIES. Astra
Tridentld & LV S &EIDigroupz BEIRVICIER L £ 9 trident-<backend-UUID>,
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EZEFHDigroupNameZIEE T 3HE1E. ZKubernetes?Z 5 XX T1DDigroupzFATR 2R L F
T 7272 L. SUMHAREB THEEINZHBETY, Nk, Astra Tridenth IQNDIENN & BIbR = BEIICEE
3_% TC@L:I/Z\E—C?O

* igroupName ZB#7 L. Astra Trident®ASBDSVMTHERL. BIEINZH L LigroupZE BB TE 3L 51
TOhFLT.

* igroupName BEETEXJ, CDIFA. Astra Tridenth'. & WLWDOEFIDigroupZER L TEEL £9
trident-<backend-UUID> BEIMIC,

EE55DEH. RUa—LDORMI T 7AILICIEEIEHMES T I EATEXT, UBEDR) a—LEHKTIE. &
FrEnscigroup BMERATINE T, COEMICE T NV IITYRICHBZRY 2—LADT I IHHEE
NdsiEHb FEA

RUa—LO7OEDaZ>TRONY TV RIEA T3>

N5DA T aVEMALT. DT 74N TOES 3 Z 00 %4l TEF$ defaults REDTEI > 3
Vo BIUCDWTIE. UTOREFEBBL TSI,

INTAX—5& B vk

spaceAllocation space-allocation for LUN <> 1ELWTTY
FziEELET

spaceReserve AR—=ZANHFER—= 3V EF—FR AN

Tnonel () Frx T
volume | (v ?2)

snapshotPolicy fEF 9 % Snapshot /R 1) > — 7wl

gosPolicy ERRLT= R a—LiICBIbY TS I
QoS KRS —TI—T AL —
ST=IINy IV RILI
QOSPolicy £7zi&
adaptiveQosPolicy @ WL\ NH % &
IRLZE T, Trident ' Astra T QoS
RIS —=JI—THERTBIC
[¥. ONTAP 9.8 LIEHNETT,
EHBFDQoSHI > —F I —T%
FRALT. EAY AT FaLy
MI@ERICR) S—FIL—T %8
Bydcz#RLET, HF
QoS KU —FIIL—TIcLkD. &
RTOT7—270O0—ROEFFRIL—
;“/ Mot L TERBRAERINE

adaptiveQosPolicy A TT14T QS RI)—=FI)L— T
T UERLTeAR) a—ALICEID Y
TE9o AL=DT—=ILI N
T R ZkiZ QOSPolicy £7z1&
adaptiveQosPolicy @ W\ g N h % i1&E

RLET
snapshotReserve AFwFoay b 0" BICFHIN KR snapshotPolicy & T
feh) 2a—LDEE nonel « TNUUSNE T TT,
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=EA

ERBFICOO—>EHNABRTY
vhcLET

HFLLWAR 22— LTNetApp
Volume Encryption (NVE) Z&%)
ICLET. 774 MITY
falseo, CODA T a>aERT
BICIE. VXX TNVEDSTIT
VADERESIN. BIITE > TL
BZRENHD ET, NAEA/Nw Y
IYRTEAMCE>TVRIES
&, Astra TridentCOEYa=>
JEINT=IARTORY a—L4
DNAEICEICERD £, FFMIC
DVWTIE. UATZzBRLTLET
LYo "Astra Trident& NVEH &K
UNAEDHEEZERM",

LUKSEES{LZzBMICLE T, =25
BB L T TV "Linux Unified Key
Setup (LUKS ; #igF¥—t v 7
w 7)) ZfER"

HLWEY 2—LDEFa T4
ozt

e L1 =AY 3MERBILRY >

INTAX—&
splitOnClone

encryption

luksEncryption

securityStyle

tieringPolicy

Aa—L7OES3a=>J7 0
RIS TIHIEDHEREINTLBHZRLET,
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LWz

unix

ONTAP 9.5 &£ D H 71D SVM-DR 1%
RO TXFvFoay b
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: password
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
igroupName: custom
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

EEALTERLIZIARTODRY 2—L ontap-san K54 /\T& BAstra Tridenth*. FlexVol
DART =R T BT=DIC. THIC10%DBEE%ENLUN (&, 2—HH PVC TERLT:
@ BA X EFoKBEILYrXATFOE D a=Z>F3NE T, Astra Trident B FlexVol (Z 10% %
Bl (ONTAP THIERABEAHY A X LTHRR) I—HICIE. EXRLI-ERAARERTENEID Y
THNET, Ffe. FATTRBRIR—=IADTILISERINTULAWLHAED, LUN HFAED E
BICRZZrdbHDFEFEA. Tk, ONTAP ¥ SAN OFEEFMICIFZHE L FE A

EEHTD/NvIILY RDIHE snapshotReserve Tridentld. XD L SR a—LHF A XZHBELEF T,

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 &, Astra Trident @ 10% DEMEIELT. FlexVol DX ZT—RIIWIGLET. DFE
snapshotReserve = 5%. PVCEXK=5GiB. K 2a—LDEFT 1 X135.79GiB. HEHEEIREART 1 X
|135.5GIBTYo o volume show XDBFIDXDBEENKRRINE T,

Volume Aggregate State i Available Used%

_pvc_89flcl56_3801_4ded_9f9d_034d54c39514
online RW 18GB

_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB

_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB

3 entries were displayed.
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RE. BFEOR) 2—LICHLTHLVHBEZTS I, YA XZEBRITZEALEY,

&/\BRDFREBHI

ROBNE NFEAEDNTA=EZ2T T FDFRICTIEANLBHREZTLTUVWET, Chid. Ny T
VREERIBIROLBEBERFETT,

@ % k77w ONTAP T Astra Trident ZEH L TW3IHE. IP 7KL XTld#A < LIF [Z DNS
ZEIEETDCEHRELET,

ontap-san sEFAENR—XDERHEFRHITDI R4\

nld. NIV ROFRNEDFERERF TYo clientCertificate. clientPrivateKey HEU
‘trustedCACertificate (BESNICAZFEHEL TWAHRIIA T 3Y) BICANTNET
backend.json B WE. 7740 7> MEAE. WER. [FEINI/-CASEFAE Dbase64T > 11— RE%Z
NeENEELEY,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

igroupName: trident

clientCertificate: ZXROZXJIJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz

ontap-san WAMBCHAPZ{EXT=FRZ1/)\

hiE. NIV RORNEDOREF TS CDEXRFRETIE. DMEENET ontap-san /Ny I IR
DIETE useCHAP ZICREL XY trueo
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident
username: vsadmin

password: password

ontap-san-economy R Z-/\

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

RAET—IIL%ZFERTZ/Nv I T RDF

RONYIIVREERT7TIILDFITIE. BEDITRTDRA ML= F— LI L THEDT 7 4L RHRE
INTUWVWET spaceReserve L1 DIFEIE. spacerllocation ¥DFRD encryption BITENE
o IRET—ILIF. AL—21E02 3> TEELED,

Astra Tridentld. [Comments]7 « =L RICFAOES 3 Z2 I IRIVLZREL £, FlexVol ICOX Y HERE
ENFJ, AstraTridentid. 7OED I ZVIRICRET—ILLICHBZ IR TDOINILZA L —DR) 2—
LIZOAE—=LFd, RAL—=UBEEIE. RET-ILICIZIRNILEEELTED. R a—L%ESXRILTIIL
—7ELiehTEEY,

COBFTIE. —EBDR L= F—ILAMBICERE SN TWLWE T spaceReserve. spaceAllocation' &
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& ‘encryptionBEIEET R . —BDF—ILTIE. LEEOTFT 7 AL MENX EEZTINE T,
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version: 1

storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkeslIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'

qgosPolicy: standard
labels:
store: san_store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000"
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

gosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



DiSCSIDF=RIZRL £9 ontap-san-economy FZ-1/\ @

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
igroupName: trident

username: vsadmin

password: password

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store

region: us east 1

storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
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N\ I K% StorageClasses ICX¥ v EV T LET

RDStorageClassE#IF. LERERDRET—ILZERLTVWET, ZFHT S parameters.selector X b+
L=205RE R)a—LDORIAMIFERATEZRET—ILEZFUOHLET, R a—LilidE ERLR
B7—I)LATERINIERIHDFT,

* RIIDRAML—T U5 R (protection-gold) ZERALT. O1FHD2EHORES—ILICIvE>Y
L 9 ontap-nas-flexgroup D/\V I LY RERIIDIRET—)L ontap-san Ny T IR I d—)L
RLARNIILDFREZREL TWVWBH—DF—ILTT,

* 22 B ®DStorageClass (protection-not-gold) & DIFEHDIFBEDRET—ILICIXvEYTTEINZF
9 ontap-nas-flexgroup /NI IV RE, D2HEEDIBBDRE S—IL ontap-san NI IR @
ESEUNDRELANILZREBETIHE—DT—IL T,

*HEIDAML—T U F X (app-mysqgldb) & DABBDORET—ILICY YE YT ENET ontap-nas @
Ny IITYRELVIBEDRET—)L ontap-san-economy /NI IV R Imysqldb Z41 FD7 )4
=23 HAODRAML =T —ILREZREBLTVWE T—ILIE. CNMBREITTY,

* BADA ML —Y YU S X (protection-silver-creditpoints-20k) (& DIBFBDIRES—ILICT Y
E>JENEXT ontap-nas-flexgroup /NI LY RED2HEBDIRE F—JL ontap-san /Ny I IV
R:O=ILRLRILOREZRMEL TWVWEHE—DT—/LIZ. 20000 DFBRIEER I LY hARA 2 R T
ER

*BEDRAML— U TR (creditpoints-5k) (& O2HFBDREF—ILICIvEY T EINET ontap-
nas-economy D/\NY I LY REKIUVIBEDIRET—IL ontap-san /NI T2 R 15000 R-1 > ~DF]
B RME—D T—ILIIUATDOEED T,

Tridenth'., EDIRET—ILEBIRTZ2HZHIHL. AL —CBEGEREICHELITLISICLETD,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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ONTAPNAS/\Y I IV REHELET

ONTAP & &£ T Cloud Volumes ONTAP @ NAS RS A N\%ZfERAL7=- ONTAP Nw I T RDFEICDUVWTEREA
L9,

A

< B L)

Astra Controlid. TIERL7TcR ) 2 —LICH LT, O—LL AGRE. T4 HFXE) AN,
ELUBEH (Kubernetes?V S XA THRY 2a—L%=BH) %ML EX9 ontap-nas.
ontap-nas-flexgroup & “ontap-san FT4/\. ZEML T ZE L "Astra Control
L7 r—2a>0riiERE" 28R LTLIEE WL,

s ZERATAINENHD £9 ontap-nas T—XFRE. T X2V AN), EEU T %
MNBYr§3ABREBEOT7—70—-REITOY—EXTT,

@ * f£F ontap-san-economy BEINZHKR 2 —LFEHENONTAP THR—FEINZEL
DHKIBICZWVEE

* {#H ontap-nas-economy BBEINZHR) a—LFEHEH. ONTAP THR—rENZEH
FUELDHKRBICZWVBEICOHAFZE L XY ontap-san-economy R4 NISERATEE
Ao

* FHLABWVWTL TV ontap-nas-economy 7 —XfRi&. T HFXZVANU, EEUTF
1 DZ—IANFREINB5E,

I—FHER

Tridentld. BEIEZFERAL T. ONTAP BIEZE X -IISVMBIEED 5N L TERITINBIUNELHD XT
admin 7 2 XA 1—HYF7ETT vsadmin SVMA—Y, FHZELO—ILZHFOFIO&FIO1—

1, Amazon FSX for NetApp ONTAP E1ETld. Astra Tridentid. 75 X X% {ER L T. ONTAP BIEE F /-
IFSVMEBEEBEDEE 6N LTRITETNZDDEEELTWVWET fsxadmin A—H X 7IFTT vsadmin
SVM—%, F¥ERLO—ILEZHFIRDOZEIDI—, o fsxadmin COI—H(F, VS X XEEEIL—
PERENICESHEZAS2HD T,

ZfEAY 3%H 8 limitAggregateUsage 7 7 A X BIEEMRNUNETY, Amazon FSX for

@ NetApp ONTAP % Astra Trident& E BHICERA L TLWBIHEIF. Z8RL TV
limitAggregateUsage /N T X—RIITIIHEEL FHA vsadmin LUV fsxadmin 1—1
THOUR CDONTA—RZIEET 3 CRENIBIFEKBLFT,

ONTAP N Tl&. Trident RS A N\HERATE S L DFIRNABEREZERTZCHTETEIH, HELEE
Ao Trident DT ) — X Tld. ZL DG, ZRIAZT API DAEBITHREICKED =0, 7v oL —RHE
L. I5—HEIDRILLAEDET,

ONTAPNASRSANEFERALTNYIIVRZRET I E REELET

ONTAP NAS RSA NZFEBALTONTAP NI TV RERE T B-ODE[HEICOWVWTEHHBAL E

T ONTAP NI IV RIANRTICH LT Astra Trident B SVM IV < B 1 DD 7T HF— rH2EDY
TTHERELRHD £,

ONTAP NI TV RIANRTICH LT Astra Trident B SVM IV EH 1 D7 VF—REEIDYHTT
BELMELRHD ET,
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BEORSANZERITL. 1 DFERIFEBORSANEEBRIBZA N —CIVTRAE2ERTACHTEE
To T RIF. ZFEATZG0ldV T RZHRETET XY ontap-nas RS /N ZFEHT SBronzeZ 7 X

ontap-nas-economy 12,

FARTDKubernetes7—H—/ — RICEYIENFSY —ILZA VA R=ILLTELRELRHD FI, 22BL
TLIETW"'CBE5H BTV 55 .

SHE
BiGV.

Astra Trident (Cl&. ONTAP NIV R%ZEEETS 2 DDE—RHAHD X,

* credential based : HELIEREIEFD ONTAP 1—HODI—HRKRE/NXXT— R, RE. FRERIN-t
Fal)7TOJ14>0- ) zERATZI =2 #HEL XY adnin 721 vsadmin ONTAP D/N—2 3> &
DE#HBGERARICED BT,

* SFBAEAR—X : AstraTrident 3. NI IV RICA VA M—=ILENT-FERAE%#{EAL T ONTAP V5 X &
CBETZICHTETET, COBPE. NV IIVRERKICIE. Basebd TILYI—RINFISTATY
FEERBE. ¥—. BLUEEIN CASERRE () NEENTVBIHRELHD £,

BEONYIIVREBEHLT. LT vIR—ADARCAEER—-ADAREYIDEZX SN TE
333_0 TCTC‘\L/\ _g‘:ﬂ/—r\)_l\énﬁwunIEjj_/i‘i']OT;LTTa_o EIJG)WL\HIEH_t‘utBD;éKé‘&_‘; /\‘/OI/
REEDSEEFEOHRZHIRT IHENNHD £,

@ 7b?>>v)bt‘ﬁﬁﬂiwﬁ7ﬁ%*¢‘§ib;5ta‘é e Ny IITY ROERDEBL. B2
7AILCERORAAENEESNTVWBREVWS TS —HRRINET,

ILTUIvIIR—RADRAZBMCLET

Trident B ONTAP Nw U TV RE@ETBICIF. SYM ZNWRE LEBBEFIZIVS A4 EWTRE LI-EHE
BDULTUVVILDMETY, BREDREDEFIEEINO—-IIZERATZI e =##HELEXT adnin £
721d vsadmine CHUSE D, SHD 1) —XD ONTAP £ OF#BEENRSHED ) 1) — XD Astra Trident TfEF
SNBHEEEAPI BRI NBEREMEDRHD T, HAXLDEF 2 ) T4 054 >0O—)LIE Astra Trident T
ERL L TERTE X 9h #HESIhEHA.

NYITITYREZEDONIRDELSICHRD T,
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIFZ. LTI ¥9IIDTL—=—2TF AN TRESNDIE—DBFATHDZCISEFELTL
TV, NWIIVRAKMEREIND E. I—RE/INAT— KD Base64 TL>I—RTN. Kubernetes & —
Ly b LTEHEINE T, LTV VILDHBIRELRDIZ. NI IV ROEREEHRIEITTY, O
DB EIEEERT. Kubernetes/ A b L —CBEBENRITLET,
SEFBER—X OB EBEMICLET
FRFRIZEGFEONY I T RIFSIRAE#FERAL TONTAP NI IV REBETEET, NVvIITVRESE
ICIE3 DDINSA—FHRETT,

* clientCertificate : Base64 TIT>1—R3EN=U 541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > d— R &Nfc. BEMIT SNI-MEBERODE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZFERT 35513,
CDNTA—REIBETIHNELHD £9, FREINE CAHNMERATNTLAVGEIFERLTHEFVE
Ao

— MR T — T 7 O—IXRDOFIBTHEREINE T,

1. 94T MEAEC F—ZEML £9. £MEHC. ONTAP 1—H & L TEREEY % & 5 IC Common
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Name (CN ; #@%) #%ELFT,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ST NI CASIFAE % ONTAP S RRZICEML T, COMEBRF. R +L—JEBENTTICITOT
WBAREMN B D £ T, EETES CANMERSTN TLAVWBEIFERLE T,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRICUVSAT Y FEFAZEF— B2V A M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP X a7 Q74 >O—IITHR— TN TWVWBZ MR T D cert sR5EA R

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver—-name>

S. £ I NI-FFEAE % FEHA L TERE%E T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZABEELVP SYM ZICEFTHEZ TLIET WV, LIFOY—ERXR)S—HICERESNTWVWS 2 HERT 20
EHQH D £9 default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiIFAZE. ¥—. BLVEBEIN CARAZEAX I O—RT 3,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

ELAEEEH I BN JLT i vlzO0—T—23>r LT

BEONYy IV RZEHL T, JORAEAEZFERALED. L7 v z0—F7—>3> LD TEE
To CNIFEBEEDAETHHELEY, I—HRENRT—RZFERT 3NV IIY RIFEEBEZFERT S
KOICEFTETEIH, FAAZEZEATINYIIY REIA—HFRENRT—RICESVWTEHRTETET, C
NZz1T5I1CI3. BEOREAEZEIFRL T FTLVLWEREREAEZEMT 2HENHD £, XRIZ. BEF S
7=backend.json7 7 1 JLICABRNTA—ZDEFENT-DDZFEAL TEITLEX T tridentctl update
backendo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

NZAT—ROO—7T—2 3> ZRTIIRICIE. A L—UBEEDNRANIC ONTAP TI1—H
ORI~ REBH T EUBENBD ET. CORICNYIIY RT Y TF— MRS ET, I
() ®\Eon-F-oa ERATABIC. BROTRRELI—VICENT 5 LA TIET, £
D%, Ny oI RFEHRSNTHLVTRBMERING &S ICADET, COMHEICH
CHWEIHEIE. ONTAP 25 22 BHIBTE £ 7,

NYIIYRZEHLTH. TTICERINTWVERY a—LADT7 7R EHEINT . FDHBDORY) 21—
LEFICHODEELEFEA. NV IITY ROEFHMINLI-HE. Astra Trident B ONTAP NI TV R @
EL. UBEDRY) 2 —LNBENBTEZ % RLTVETD,

NFS T RR—rRUS—%EEBLET

Astra Trident I&. NFS TV XR—bhRUD—%FERALT. 7O 3 =Z>J 2R a—LANDT7 I %
HIEL£9,

Astra Trident |ICld. T RXAR— R S—%FERTIRICRD 2 DDA T3 hHDET,
* Astra Trident [&. T XAR—bRUS—BEREHNICEETEET, COE—RTIE. FBRIGERIP 7

RLX%ZRICIDR7OVIDIRERXNL—JBEBEDIEEL £9, Astra Trident |&. CDEHICT
FNB/—RIPEIVRR—bFRUS—ICEFNICEMLFEFT, F7/-ld. CIDRs hMEE TN TULVALIE
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Bld. /—RETBRHEINEZ/O0-NILZAOA—TOAZFv AR IPAI I ZR—RUS—|BINE
nxd,

c ANL—=UBEEIE. TVRAR—FRU—%ER LD, IL—=ILZFHTEMLEDTEFXT, HEBIC
AMOITYURAR— bR —ZEIEELHRWVE, AstraTrident T 7 AL DIV RR— RS —%{FA
LEd,

TJZAR— bR —ZEWICERE

CSI Trident @ 20.04 ') 1) —XTld. ONTAP NI IV RODIVRR— bR —%WNICEETEET,
CHNUCED. ARL—UBEEIE. ARNBIL—ILZFHTEERT D TIEHRL. T—H—/—RD IP TH
BEINBTRLAAR—ZAEEBETETX T, TIZRAR— bR —DBEEBHAKBICEZIELIN. TV XKR—F
RIS —ZZELTH, AML—TUSRRICHTEFHDOREIFREBICEDE T, THIC. COAEZFER
TR ARNL—=UUSREAANDT VL AZIEE LIEEFRNOIPERFOT—H—/ —REFICHIETE 57
H. TOHEHDWEEBHFREICAED XY,

() T RR—bRYS—DENNEIRIT CSI Trident TOAERTEET, 7T—H—/— KHNAT
MBENTWAWS EZERITSCHEETY,

l
2DODREA T a2 ERTIRENHDE T, Ny ITYRFERDHZRICRLET,

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

COMEERFRY 3581 SYMDIL— vy 3 i, /—RODCIDR7Ov U %5Ad

C) BIVAR—KRIL—=I (TITAILEDIVRR—rRUS—RY) #E5CEHEMNICERLIETIY
AR=FRVS—DHBZCEZHRITIVEDRHDFT, Ry Ty TIHHEET S, Astra
Trident EFHDARRX NS0 74 AEBICSF>TLEETLY,

CCTlE. LRDFIZFERL TIDEEDNED LS ICEMET M- DWTERAL £,
* autoExportPolicy BICRREIMNE T trues MUK, Astra TridenthA DTV XR—rRU S —%ERT
32Z¢%ZRLET svml SYUMT. ZFERL TIL—ILOBIMEHIRZMNIEL £ autoExportCIDRs 7 K
LX70Owv Y, Tz zIE. UUID 403b5326-842-40dB-96d0-d83fb3f4daec® /Ny VTV RTE
autoExportPolicy ZICEREL XY true EVWORBIDI YV AR— b RUS—%ZERLET trident-
403b5326-8482-40db-96d0-d83fb3f4daec IBEL F 9,

* autoExportCIDRs P RLXT7OVIDIAMDEENE T, CDT 1 —ILRIFEBARET. 774/ bk
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fElZ ['0.0.0.0/0" . ":/0" TY o, EESNTULARWEEIL. AstraTrident B, 7—H—/—RTi&RHEIN
eI RTOI/O—NIILICRO—FBESNEAZF vy A N7 RLAZEBMLEY,

COFITIE. ZFERALTWET 192.168.0.0/24 7 RLAZAR—=ZIPIEESTNTVWE T, D7 KL XEH
IC& £ 3 Kubernetes ./ — R @D IP H'. Astra Trident MER T A2 LU AAR— hRU S —IBMEND %
AL EJ, Astra Tridentld. RITINTWVWB ./ —RZEZBFRITS L. /—RDIPPRLAZEEFL. TEEESIN
77 RLZRTOvICBELTFT VY LET autoExportCIDRs, IPZE 7 ILRY) VT F 3. Trident
PREHBELIEISATVRNIPOIIRR— MRS —=I)IL—=IL%ZERKL. FEL/—RZCIZ1 DDIL—ILH
RESINET,

FIHTEET autoExportPolicy HKUV autoExportCIDRs NI IV REERLIEHED/NYIIT VR
DHBEEHFMICEEINZNYII Y RICFTLWLWCIDRs ZEML77=D. BIF®D CIDRs ZHIBRL7=D TE X
9o CIDRs ZHIPRT BFId. BIFEOEGIIINABVWESICERL TSIV, EMCTEZIEHTEX
9 autoExportPolicy Z/N\wZ IV RIZEBML. FETHEMR LIV RR—MRU—IZRLET, Ch
ICITZERETDIDENHD X9 exportPolicy INY I T RIBRED/INT X—H,

Astra Tridenth' /N O T Y REERFTZISEFH LS. ZFERAL TNV I IV RZHEETE XY tridentetl
F IS B tridentbackend CRD -

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: ext4

Kubernetes?7 5 XX IZ./ — R %ZBIL CTAstra Tridentd> bO—JICEER TR . BFEONYIIVROIY
AR—=FRVS—DEHFINET (ICEBESNLT RLRABEHICEENSHS) autoExportCIDRs /Ny ¥
ITVRDBE) #2UVvILET,

J—R%ZHIFRT B . AstraTrident I3FA >S4 VDIRTONYIIVREFTYvILT. FD/—RD7T
JEZIN—IZHRLET. BENRDONYIIVROIVRAR—FRUS—DE5IZD/—RIP ZHIBRY 3
C & T, AstraTrident &, COIPHAIZIZADOHF LW/ —RICE->THBIEINRZVWHAED, RIEERTY
hzEBIELED,
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Uiy I I RDBEIF. ZERALTNYIIVREZEHL XY tridentetl update backend
TiE. Astra Tridenth T XAR— R S—%BHFMICEELE T, ChICED. Ny IIVRDUUID OH
CICEWSEHIDFHLWI U RR—ERUS—DMER SN, Ny I IV RICFEETSZHR) a—LAld. FILE
BLIEIORAR— bR —%FEBLT. BUOYO>RLETD,

EBERINLIYZAE— MRUS—EEBLTAY ST RESIRT 5 L. BICERE
()  EIoxR—PRUS—PEIBRSNET, Ny oIV ROBERSNZ L, ZONYITYK
BE LWy 2T ke LTRDA. $LWIS K- RS — DS hE T,

SA4T/—=RDIP 7 RLADBEHINEEIE. / — R LD Astra Trident /Ry R=BEETINEHLHD
o Trident "EEBETBINYIIVRDIVRR—FRUS—E2B#HLT. COIPOEEEZRMEIEET,

ONTAP NASODEREA T 3> &fl

ONTAP NAS RS /\%Z{ER L T Astra Trident T > X b— L TER T3 HEx2 CHERLIEEIV, OIS
32T Ny ITY RBROFIE. Ny IIVREI ML —VISRIIRYE VI T2HEEF L AL
£9,

NYTIY RIERA T3>

NYIITVREBEA TS avICDVWTIE. ROKREBSBLTLIEEL,

INTAX—R rEH T7FIL b

version bl

storageDriverName ARL—= R4 ND%H] [ ONTAP-NAS | . T ONTAP-
NAS-TJ/X—1 . [ ONTAP-
NAS-flexgroup | « [ ONTAP-SAN
1« TONTAP-SAN-TO./ X— |

backendName HDAZLBERIEFANL—=U Ny RSANEG+" "+ FT—4LIF

JITVER
managementLIF S5 AXBELIFX72IEISVME r10.0011 . T

BLIFDIP7RL R :—LL X [2001:1234:abcd::fefe] |
XMetroCluster X1 F 74 —/\—
#FIBIBIC1F. SYMEBELIFX15
ETI2HENHD ET, Fully
Qualified Domain Name (FQDN ;
TEEHR AT VE) ZIEETE
9, %{FEML TAstra Trident% -1
VAR—=JLLTHZE. IPV6T7 R L
AZFERTBLOICZRETEX
9 —-use-ipv6 7T, IPV6T R
L X|&. [28e8 . d9fb : a825 : b7bf
1 69a8 . d02f : 9e7b : 3555]%% &
DAN>TEET D2UNEHLHD
£9,
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NTA—=H B T Ak

dataLIF ZJORIJILLIFDOIP7RLR, & IBESNETRLA. £I33EE
IBETDCHRMRLEY TN TUVARVSEIEISVMA S EE
datalIF., IBELABWVES INB3T7RL X GEHE)

I&. Astra Tridenth’'SVMH 55—
ZLIFZEEL£9. NFSYTU > b
SLIE (ZfEF 9 B Fully Qualified
Domain Name (FQDN ; S22 (&4
FXA %) #ELT. ZT>
FOE >DNS%E{ERL L TERDT
—ZLIFEICEfAZO8Tc e
TEFEI, VHIRERICEETE
9, zBRBBLTLETV, =
A L TAstra Tridentz - > X b—JL
L73ZE. IPV67 KL XA %ERT
B3EOICZRETETEXT --use
-ipve 759, IPv67 FL X

I%. [28e8 : d9fb : a825 : b7bf

1 69a8 : d02f : 9e7b : 3555]%4
DAN>TEET DIUNELHD
i_a-o

autoExportPolicy IUAR—bRUS—OBEEER VWX
CEHEAMCLET[T—U TV
lo ZERT
autoExportPolicy KU
autoExportCIDRs %Y 7w/
MDAstra Trident’@ 5. T XR— bk
RO —%ZBEMNICBETET X
3-0

autoExportCIDRs Kubernetes® ./ — RIPZWL\DH'%S  [0.0.0.0/0] . [::/0]
T1IR)TTBh %R
FCIDRsD!J X
autoExportPolicy DEIIICHED
£, 2FRATS
autoExportPolicy &
autoExportCIDRs %Y c 7w/
DAstra Trident’2 5. T XR— bk
RUS—=EHBMNICBIETSEF
-a-o

labels AR a—LISERTZEERED M
JSON Fex D SRILD v +

clientCertificate 547> MEBBE D Base64 T M
> O— KRB, SERREXR—XDERE
ICERSNE T

clientPrivateKey 547> MEBED Base64 T M
> O— KRB, SERRENR—XDERE
ICERSNE T

trustedCACertificate {SEE SN 7- CAESEFBEZ( Base64 T T
>a—RE, F5, SEAER—X
DEREEICEFERINET
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NTA—=H

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

GG

IS5 2% [ SVM ICIER T BT-0D
dA—H%%, LT vILR—2X
DEREEICFERINE T

JS5RL [ SVYM ICERT B0
INAT—R, LTI v)LR—
ZADFREEICERASNE T

£ 9 % Storage Virtual Machine

SVM THLWARY a—L% FOE
Dz I TBRRICERTBZSL
T4y AZEBELET., HTER
ICEHTBLIETEXHEA

FRARNCDENEEEBRI T35
&k, 7O azZ>onkHmL
F*9, *Amazon FSX for ONTAP *
ICIERASINEEA

BRINT=ARY a—LYA XA
DEZBIZTVWBRIES. 7OEY
A=V EKRMLES,

BERENFAR) a—LHTAIHC
DEZBRTWRHE. 7OEY
IZVINKMLET, F

7=« qtreeB KULUNAICEIE T 3
R a—LDRARY A XHFHIRL
9 gtreesPerFlexvol 4 F¥
3 >%Z{ERT 3L, FlexVol 7D
DEAqtreefiE HAAIAATE
F9.

FlexVol 7-D D& A LUN ., B
hiEEEI£ 50 . 200 T

ESTINSa—Ta Y TRICER

3TNV IT TS5, Bl {"API"

: false. "method" : true}l3 M &
NEHA debugTraceFlags b
TN a—Ta07%FRTLTWV

T, RO T 4 > THRERE

BZEREET,

FT7#ILE

SVMOBEICEREINET
managementLIF ZIELXT

Trident

C(TITAIETIFBEBRAINIEA
)

) (T7AILFTIRBERASINhEEA

) (T7AILFTIRBERAShEEA

100

null
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NTA—=H B T Ak

nfsMountOptions NFSYO Y AT a>mhUY M
TRXY)o7 1) X ko Kubernetessk
A 2a—LDIYI AT 3
VIGBERIIRANL—U U5 XTI
EEINEFIHN. AL—05 R
TYI>Y AT arhiEESN
TUWLAEWIEE. Astra Tridentld X
L—SNw I ROEBRT 71
I TEEINTWVWEY I AT
savEFERLEYT, A L—Y
VAR T 7RIV b
72 arhEEINTLERWNEG
4. Astra TridentiZBET T 5N
KR 2 —LICRTY AT
SavERELEFE A

gtreesPerFlexvol FlexVol &%7=0D DK qtree #, & 200
Sh7R&EEIL [50 . 300] TY,

useREST ONTAP RESTAPI #3578 LWLX
DT—=DVTIUNTA=H, * T
AILFLEa—*

useREST |&. T7ZAHITFLE2
— Y LTIREINTVET, TX
FMRIETIE. ABREDOT—70O
— RTIFHEEINEEA. IIRE
9B true Astra Trident
|&. ONTAP REST APIZ{EARAL T
NYIIVREBELEYS, CO
KEREICIZoNTAP 9.11. 1LFEN
BETY, /. FAT SonTAP O
JA4>O—=IZIINDT7 Ut X1E
PRETYT “ontap 7SV ITr—>
3y ChiEEFIEEINCICEK
STHlEENET vsadnin LY
cluster-admin H—JL,
useREST |&. MetroCluster Ti&r
R—brINTULEHEAS

Aa—L07OESaZ>JHEONY I RERA T3>

NB5OA T arEFERALT. OF 74O a >0 %Gl TE X T defaults REDEI 3
Yo FHZDWTIE. UTOREFZBEBL T IV,

INTA—H 5BH TI7AI b

spaceAllocation space-allocation for LUN <Y > 1ELWTTY
FeiEELET

spaceReserve AR—=ZANHFER—= 3V EF—FR AN

Tnoney () &Fflx T
volume | (v ?2)
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INTAX—&
snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

snapshotDir

exportPolicy

securityStyle

Bz
€A 9 % Snapshot K1) > —

B LT R a—LICEID Y TS
QoS KU —FI)L—T AL —
CT=NINYIITYRIEIC
QOSPolicy ¥7zI&
adaptiveQosPolicy D WL\ N h % 15
IRLET

TATT47T QS KU —T)L—
TIERRLTERY) a—LICEID Y
TEYo AML=2T=L I N
T R ZkIZ QOSPolicy £7:1&
adaptiveQosPolicy D WL\ T N h % 2
RLET, BEEICKETS
ONTAP - NAS Tl HR—hrEN %
Ao

FI7#ILE
Tl
M

M

AFw 7T gy b "0" BICFHEIN KR snapshotPolicy & T

=R 2 —LDEE

ERBRICyO— > FHNB X T
vhcLET

#HLULAKRY 2—LTNetApp
Volume Encryption (NVE) %#&%h
ICLES, 7AW KMITY
falseo CODA T a>%aFERAT
BICIE. VT XAXTNVEDSTIT
VADERESIN. BRICE - TL
BZREHRHD ET, NAEH /YD
IYRTEMCHE>TWVIIES
&, Astra Tridentc/OE> 3 =>
JEINTIARTOARY) a—L4
HDINAEICEMICAD £9, FFHIC
DVWTIE. ATFZEZBRL TS
L, "Astra TridentE NVEH &
UNAEDOHEEZERM",

ML) 2RI 3EEILRY >

FLOWARY 2 —LOE—FR

ORTEBERTZHIELFT
.snapshot 74 L7 k1)

FRTBZIIRR— RIS —

FLOWRY 2—LDEFXa)Ta
oo NFSDHHR— k mixed H&
Yunix ¥ a2 )57 FXSMBIZ
EFHR—EFLEI mixed LV
ntfs ¥ al) TR

nonel « ENUUSNE T] T,

(AIAY-¢

WL R

ONTAP 9.5 KD HH]D SVM-DR 1%
RO TXFvFoay b

NFSR 2 —LDFEIX 777
1« SMBRU 2—LDBEIFZE (
ZaiaL)

LWLz
T7AILE

NFSDF 7 #JL MMETT unix
o SMB®7__‘7 7.]'“/ H,Et'C?' ntho
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Trident H' Astra T QoS R > —JIL—F%=FERT 3IZIE&. ONTAP 9.8 LIEHNNETY, HE

@ INBWVW QoS R P—JII—T%=FERALT. EAVATasFaTy bMERICKR) S —TI)L—
TEBATAICEHELET, HE QS RUI—FIL—FICLD, TRTOT—I0—RD
B RIL—Fy ML TLEREAEREINE T,

R)a—L7OES3aZ>F 08
FTIFIERERINTVWAEZEXRISRLED,

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
datalIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: password
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

MDi5E ontap-nas H& UV ontap-nas-flexgroups TridentHF7ICEHBEZFER L T, Flexvol DA
XMsnapshotReserveDEIFEPVCTIELLREINTWVWBR CEZHER T 3LDICB@D LT, 2I—HUH
PVC ZEKTB Y. Astra Trident (& FILLWEAEZEHRAL T SDZBLDAR—IZHFDOTD
FlexVol ZfELEX T, COFRICED. A—FIFEKRINT: pvc ADEZAAHORBIAR—IAZRE
L. BRINFCAR—RAEDBHDBVIAR—AZHEERTETE T, v21.07 LDFION—23> TR, 2—4
H pvc ZERTBE ( 5GiB HR¥) . snapshotReserve W 508 ICERESTNTUVBIHE. EFAAA
BETRANR—IE 2.5GiB DHICHED FET, CNid. A—HHRERLIEAR) 2 —LL2EEHNTHZHTT
‘snapshotReserve |CI&. FDENEZIBEL £, Trident 21.07 Tl A—HFHERLI=HDHEFIAHA]
BERAR—XTHD. Astra Tridenth' & L £9 snapshotReserve Al a—LAL2EKICHTIEEE L TR
INET, ICIFBERAINEEA ontap-nas—economyo, C DEBEDTHEAICDWVWTIE. RDFIZHEL TL
720,

FARIIRODEEDTY,

76



Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% . PVC &R =5GiB D&, K a—LDEEY 1 XX 2/0.5=10GB THO. fF
FrgERHY 1 XL 5GB THH. TNHAPVC BRTEREINLT A XTY, o volume show RDFID LS
BRERIRTEINZE T,

Vserver Voelume

online AW 18GB
_pvc_eB372153_9ad9_474a_951a_88ael5elc@ba
online RW 1GB

2 entries were displayed.

YHIOA VYA R—=ILHSDBEED/N 7T RiE. AstraTrident D7 74 L — REFHZEHRD K SIZARY 2
—LZE7OEDaZ>ILFET. 7Y TIL—REICER LAY 2—LICDVWTIE. ZERRMEND LS
ICR) 2a—LOHY A XAZEETIMNENHBDF T, ILEXiF. BHEHITNTWVBZ2GBPVCHRLETY
snapshotReserve=50 A&, EFIAARRERIR—IADMGBDR) 2 —LHMEREINTWE LT 2k
ZIE. R a—LDHYA X% 3GBICEET R, 7SI Tr—2a3>VDEZFIAHBRERIR—IH 6GIB DR
J)a—LT3GBICKEDET,

il
=/)NRDFZER

RDBNE NFEAEDNTRA=E 2T T4 FDIFRICTEIEANLGHREZTLTVWET, Chid. NvIT
VR ZERIBIROBERFETT,

(D Fw k7w 7 ONTAP T Trident ZfEA L TW3IFEIE. IP 7 RLXTIZ% < LIF O DNS %
ZHEETDCEHRLET,

T74IN MDA TS 3>%FIZL £J <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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FEEAEN— X DERE

hidF. NIV RORNEDRERF TS clientCertificate. clientPrivateKey B&U
‘trustedCACertificate (BEINICAZFEEL TWAHRIIA T aY) BICAHTNET
backend.json B WE. 774072 MERE. WER. [SFEINI-CASEFHZE Dbase64T > 11— 1B
ZENETNEIELE T,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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HEIT O XR—bRUS—

UTofIE. BRI I RAR—bR)S—2FALTIVRAR— R >—2BFMNICIER P K UOEE
I3 & SICAstra TridentiCiER 2 AEZ L TVWET, Chid. THRKRICHEBEL £9 ontap-nas-
economy H& U ontap-nas-flexgroup K T4 /\,

ONTAP -NAS RS/

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4

<code>ontap-nas-flexgroup</code> K 5 /\

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:
k8scluster: test-cluster-east-1b
backend: testl-ontap-cluster

svm: svm nfs

username: vsadmin

password: password
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IPV67 RL XEFEHRALTWS

CDHFE. ZRLTWE Y managementLIF IPv6 7 RL X ZERAL TL 3,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

ontap-nas-economy R Z-/\

version: 1

storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ontap-nas SMB7R ) 2 — L% Y 2 Amazon FSX for ONTAP HD RS 1 /\

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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RET—ILZFERTZNvIITY RO

RONYIIVREERT7TILDFITIE. BEDITRTDRARL—=JF—ILICR L THEDT 7 4L RHERE
INTUWET spaceReserve R L1 DIHFEIE. spacehAllocation EMDFRD encryption BITINZE
To RET—IIE. A L= 3VTEELEFT,

Astra Tridentld. [Comments]7 « —JLRICTOES 3 Z2 I IRIVZREL T, DFlexVol ([COX > FHER
EINTWET ontap-nas £7zIEFlexGroup for ontap-nas-flexgroup. Astra Tridentid. 7OET 3=
VOBIRET—ILEICHZIRTDIRNILZZA ML —UR ) a—LAICOE—LE T, X FL—UFEEIR
RET—=ILCICIRILZEERZLIED, R)a—LEIRNILTTIL—FLLIEDTEET,

COBFTIE. —EBDR L= F—ILAMBICERE SN TWLWE T spaceReserve. spaceAllocation' &
& ‘encryptionBZEIEET R . —BDF—ILTIE. LEEOT 7+ MENX EEZTINE T,
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<code>ontap-nas</code> R Z - /\

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalIF: 10.0.0.2
svm: svm nfs
username: admin
password: password
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas_ store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755'
- labels:
app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'

unixPermissions: '0775"
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labels:
app: mysqgldb

cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'
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<code>ontap-nas-flexgroup</code> K 5 /\

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000"'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
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zone: us_east 1d

defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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<code>ontap-nas-economy</code> R Z - /\

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin
password: password
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:

spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

department: legal

creditpoints: '5000'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

B3 dataLIF #IHARER

JHIRERICT —ALIFZEE I 3ICIE. ROIX Y FZRTLT BFSNT—ZLFZFHLWANY I Y
RIJSONT 71 JLICHEEL £7,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-datalLIF>

() PVCHM DU EDR Y RICEHINTULIIHEIE. WHTBRIIRTORY REELELTHS.
LWTF—ALIFEE®ICT 3 -DICHFEREICEITHENRDD £3,

N\w P TV R% StorageClasses I(CYwvEYILET

RDStorageClassE#IF. EFERDRET—ILZEBRLTVWET, ZFHT S parameters.selector X b+
L=202RE R a—LDORIAMIERATEZRET—ILEHVHLE T, R a—LiZiE BIRLEER
B7—I)LATERINERDHD £,

* RPIDRA ML —T U TR (protection-gold) ZERALT. OD1FHD2EHDRE—ILICIvE>S
L 9 ontap-nas-flexgroup D/\V I LY RERAIDIRET—)L ontap-san Ny I IR I d—)L
RLARNILDFREZREL TVWEIH—DF—ILTT,

* 22 B DStorageClass (protection-not-gold) & DIFBEDIFBEDRET—ILICIvEYTENE
Y ontap-nas-flexgroup Ny I IV R, D2EBD3FEHDIRET—IL ontap-san NV I IV R .
EBUNDRELANILZREET ZH—DT—ILTT,

*EIDA ML =P T X (app-mysqgldb) & DAFBBDORET—ILICY vEY ST ENET ontap-nas D
Ny IITYRELVIBEDRET—)L ontap-san-economy /NI I R Imysqldb #1707 F)4r
—2aYADODR ML= T-IRERIRHBLTWE =)L, TNSEIFTY,

* BADA ML —Y U T X (protection-silver-creditpoints-20k) (& DIBFBDIRES—ILICT Y
E>JENEXT ontap-nas-flexgroup NI IV RED2HEBHDIRE F—JL ontap-san /Ny I IV
B d—ILRLARILOREZIRBL TVWBHE—DT—)LIE. 20000 OFIATIREER I LDy bRA 2 R T
ER

* EEDRAML—YU TR (creditpoints-5k) (& D2BEEHDRES—ILICY Y E>Y ST ENET ontap-
nas-economy DN\ I LY RELXVIBFEBDIRET—IL ontap-san /Ny I R 15000 RA > DF]
B aE—D 7= ILIZULTDEED TY,

Tridenth'. EDRET—IILZBRTZHZHIBL. AL —CBHZERICHLILSICLET,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysqgldb"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident
parameters:
selector: "protection=silver;
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"
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NetApp ONTAP X1/5®MD Amazon FSX

Amazon FSX for NetApp ONTAP T Astra Trident % &£ F8

"NetApp ONTAP XJi5®MD Amazon FSX" [, NetApp ONTAP AL—=—OARL—TFTa >
JORTLEREBE T3 T 7MY AT LOERHPRITEAREICT S, TILIR—TR
DAWSH—E X T, FSX for ONTAP Z{ERT 3 L. ﬁb\’lﬁht*u k77w T DOREEE.
NT#—I VR, BIEMEXZFALENS. AWSICT—XERINT BT-HDI > FIL
&, BIEM. EFaUTa. IR ZFATE XY, FSX for ONTAP [&. ONTAP 7 7
TIL AT LDKEBE Y BIBAPIZHR— M LTULWE T,

T7AINS AT LIE 2 TLZ XD ONTAP 75 A2 f=. Amazon FSX DS54 1))V —X T,
BSYMAIZIE. F7ANETANEET7AIINCRAT LIRS 27—V TFTHS 1 DU EDRY 2
— LR TEE T, Amazon FSX for NetApp ONTAP %9 % ¥. Data ONTAP |32 5 RAD EIERT
RIFAIINATLELTIRHEINE ST, FILLWI 7T X TLDEA 7L * NetApp ONTAP * T,

Amazon Elastic Kubernetes Service (EKS) TZE{TEMNTUL\3 Astra Trident £ Amazon FSX for NetApp
ONTAP ZfER 32 . ONTAP WU R—b+92370v IR a—LET 7AILKER) a—LzERICTO
ES3aZ>JTEXT,

Amazon FSx for NetApp ONTAPIE. X FL—CBEBDEIRICEER L "FabricPool"®£ 9, 7V X$BEICED
WTCT—RZREBICRMNTI X7,

* SMBR a—LA:
° SMBR a—LALld. ZEALTHR—FENET ontap-nas R4 /N—D&Ho

° Astra Tridentld. Windows./ — R TETENTWVWBRY RICYT Y FENT-SMBAR) 2 —LDH %
R—Fb
° Astra TridentidWindows ARM 7—F 72U F v EHAR— L TULWEH A,
s BEINY I T IHEMICHE > TWBAmazon FSX7 71 ILY XA F LTI NI=R Y 2 — LIETridentT
HIfg Tt A. PVC ZHIRT BICIE. PV & ONTAP 7R 2 — LD FSX #FFHTHIR T I3MELH D
x9, COME ZBE T 3ICIE. ROFIE

° ONTAP 7 7A0J)L « X7 LEB®D FSX Z1ER T %35 E S 'Quick create ZFEAL AW TLL T WO 1
vIERT—2 70—Tld. BNV I 7Y THEMED, AT NTO AT avigbb it
Ao

° Standard create # AT 25X, HBEIN VI 7 v TEEMLTLET V. BNV IT v T%
ENCT B . Trident ISFENRERL TR a—LZEBICHIBRTE XY,
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v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

RZ1N
KD RS A N%=ERL T, Astra Tridentz Amazon FSX for NetApp ONTAP & TEF X9,

* ontap-san : ZOEY 3 Z>J 3N3EPVIE. NetApp ONTAP R 2 —LBICIHE DAmazon FSXAIC
HBLUNTT,

* ontap-san-economy : JOEY 3 Z I EN3EPVIE. Amazon FSXd%7=D. NetApp ONTAP 7R1J 2
— LRI/ A RERLUNE Z 3 F DLUNT Y,

ontap-nas : 7AEY 3 =>4 INT=EPVIE. NetApp ONTAP 7R1J) 2 —LsDAmazon FSXEATY,

* ontap-nas-economy . JOEY 3 =20 3N3EPVIidqtree T. NetApp ONTAP 7R1J 2 —LdDAmazon
FSXZC CICRREA R Datreen’HB D £,

* ontap-nas-flexgroup : ZJOEY 3 Z > J ETNT=KPVIE. NetApp ONTAP FlexGroup 7R 2 — Ly
MAmazon FSX£E T,

RSAN—DOFHICDOWVWTIE. ZBBLTLEILV"ONTAP FZ 4 /1%

=HE
DGR

Astra Tridentld. 2B E— FZRMEL £ 9

* SFBAEANR—X : AstraTrident . SVMICA VA P—ILENTWBIRAEZFEAL T, FSX 771>
ATLDSVM EBELET,

CUOLTIUIVIAR—R I BFEHTEEY fsxadnin A—YHBEDO T 7 IO AT LFIFICEIDHTS
NE T vsadmin A—HFHSVMEBICEREL £,

Astra Tridentl& vsadmin SVMA—H XA L O—ILZFHDRIDHFID1—, NetApp

@ ONTAP ¥isdDAmazon FSXIZIE. HHEEH EINTUVLE T fsxadmin ONTAP ZRERIC A
9251 —% admin V5 AAX1—Y : ZFERATZ @< HREL X9 vsadmin RV b7
v IHRIBLET,

AEEAENR—XDAFELAER—RDFEZYIDEZZ1=HDIC. NV IIVRZEHTEERY, L. *7
l/T//‘\"}l/&: DEEEE%Aj] L&D d3E. /\‘JOI/ I‘O)ﬂzﬁztugiﬁxﬂzl/ij—o BU@EIL.\DIEH_ttu-tDDEK
BICiE. NI IV RBREDSBREOFRZHIBFRTIHBELRHD £,

L BMICT B HEDFMICOVWTIE. FHALTWA RZANRA TORIMZEBRL T EE L,

* "ONTAP NASEZ:E"
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* "ONTAP SANESEE"

M- ONTIE. CBESECELET

* "Amazon FSX for NetApp ONTAP O K 2 X > K"
* "Amazon FSX for NetApp ONTAP (CE8 9 5 J O 5EET9"

NetApp ONTAP [6i7Amazon FSXZHREL £ 9

Amazon Elastic Kubernetes Service (EKS) TZE{TEMNTUL\3Kubernetes?Z 5 XX

DN ONTAP LK > THR—bEINZ 7OV IESLV T 71 ILDKER) 2a— L%z FOE
O3 TEBLSIC. Amazon ONTAP 7 7 1)L X7 LA DAmazon FSX% Astra
TridentiC¥i& 95N TEE T,

EE% AT 2HIIC
ICH0Z T "Astra Trident D ZE{4"FSX for ONTAP ¥ Astra TridentZ 89 3ICld. KOHDOHWMNETT,

* BE'ZDAmazon EKSY S XX I3z ER T 3B EEE Kubernetes” 5 X X kubectl 1 VX b—JLiF

o

CODTRAREDT—H—/—Rh6 772X TEFS. NetApp ONTAP 7 71 )L XA F L L Storage Virtual
Machine (SVM) A®DEIFD Amazon FSX

s EfsINTWB T —H—/— R "NFSZ /=IZisScsI",

@ Amazon Linuxd & 'Ubuntu THER / — RO #EEFIE%R T L £ "Amazon Machine
Images DEE" (AMIS) EKS @ AMI Z1 FICISCTREARD £9,

SMBR 2 —LICET S ZFDMMOES

* Linuxd> brO—5/—R DL EH1DDWindowsT —H— ./ — K TWindows Server 2019%E17L T
L B Kubernetes? 5 X%, Astra Tridentid. Windows./ — R TE{TEINTWLWBRY RICYTI>V hEh
7=SMB7R!) 2 — LD FIHEHR— k

* Active Directory®D o L 7> > ¥ )Lz EL Astra TridentD > — 2 Ly DD R EBHI1DHRETT, ¥—7JL
wbEERL Y smbereds -

kubectl create secret generic smbcreds --from-literal username=user

-—-from-literal password='password'

* Windowstr—E X L TERESINCSIZTOF >, ZREL XY “csi-proxy ZzER L T T L) "GitHub:
csSIZO# " £7=13 "GitHub: Windows[a$CSIZ O <" Windows TE{TET 1T L) S Kubernetes/ — R D

ISPAN
Ho

ONTAP SANYNAS R 51 NDHE

@ SMBR 2 —LICDWTRET 3%EIF. ZBRLTKLTVWSMBR) 2 —LAZT7OEY 32
VIR LET Ny IITY R 8IS,

FIE
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YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXXXX . L5 —XXXXXXXKXXXXXXXXXX . fsx.us—
east-2.aws.internal

svm: svm01l
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JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-
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"svm": "svmOl",
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"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"
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9o Astra Trident D1 VX =LA T LS. ROFIETNYv I TV REZERLE T, o
TridentBackendConfig Custom Resource Definition (CRD) %Y % & . Trident/\w oI R
#Kubernetes1 VX — 7 1 AW SBEHFEIERS IUVBETETFET, . ZFEHELTEITTETEY
kubectl £7zl&. KubernetesT4 A RJE2—>3 VERIFDCLIY —ILZERALE Y,

TridentBackendConfig

TridentBackendConfig (tbc. tbconfig. tbackendconfig) &, Astra Tridentz/\wv I I > R CTEIE
TE370Y IV RT. &Ri%E[IF7-CRDTY kubectlo Kubernetes®X kL —EEE(X. EFEOIY
YRSAA—F 1 UT 4 EFEAETIC. Kubernetes CLIZERL TNV I Iy REEEER. BIETE3L
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HYER L7- ¥ & TridentBackendConfig 7 7Y T FDHZEIFRDELSICHED FT,

* Ny I I RIE BELERICEDWVWT Astra Trident IC& > TEBINICER SN E T, Chid. WEPH
ICIFE LTRSENE T TridentBackend (tbe. tridentbackend) CRo

* s TridentBackendConfig IFIC—EIZ/N1 > REMNZE T TridentBackend Astra TridentiZ & > TIERL
INDTI,

% TridentBackendConfig Tl 11D Y v EY T ZFRIFL XS TridentBackend, BIEIF/NY I T Y
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TridentBackend CRSIXAstra TridentiC &k > TEEMICER S NE T, CNHSIE*EELAWL
(D T<rzV Ny TV REBHTSHA1. EEBLTEHLET
TridentBackendConfig FITTU b,

DEHICDODVWTIE. XDFHZEBSEL T E LV TridentBackendConfig CR ¢

apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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kubectl ZERL L £9 TridentBackendConfig CR, E—DF/RE/NTAXA—4 (RY) %IiEE
TALDICEFRTBIMNEDLNDHD £ spec.backendName. spec.storagePrefix.
spec.storageDriverName A¥) o $LIERL7cTridenth'astrall BEIIC/NA VR
3N3 ‘TridentBackendConfig BRFDONY I IV REFHALET,

FIEDHE
EEALTHLVAY ITY REERLET kubect Tld. ROBIFERITI IBENHDET,
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Trident SR BRILTFUIVILDAEENTUVET,

2. #EE L £9 TridentBackendConfig A 7Y TV b AL —UUSRE [ H—EXDEFMEIEE
L. BIOFIBETER LI=>—2 Ly hZEBRLE Y,
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NYIIVRDTIECRILT YOV EEEY—ILy b EERLET. AML—SH—EX/ TSV T
F—LTCICEBBEBEOMETY, RIAZRLET.

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password
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ONTAP

ONTAP

ONTAP

ONTAP

chapUsername O Y > K

chaplnitiatorSecret

chapTargetUsername O Y > K

chapTargetinitiatorSecret

Field #1Z DR

1YY R1—%%, useCHAP
= true DIFEIFNB, DHE
ontap-san & ontap-san-
economy

CHAP A Z>IT—&>—7JL v
ko useCHAP = true DIBEIFd4
Bo DIHE ontap-san KXV
ontap—san—economy

H—7y b 1—H%, useCHAP =
true DIFEIIHE, DHE
ontap-san & ontap-san-
economy

CHAP R—%w kA ZoIT—R Y
—2 L w ko useCHAP = true D5
BlINB, DIFA ontap-san H
SV ontap-san—-economy

CDORTYTTIER SN —0 Ly hME. TBEINET spec.credentials D71 —JLR
TridentBackendConfig XD AT Y FTIERENIA TV bk

FlE2 : Z1ERY L £ 9 TridentBackendConfig CR

NT. ZERT 2% /N TET X L7 TridentBackendConfig CRe, CDHITIE. ZFERETZI/NYvIIVR
ontap-san R4 NIE. ZEAL TERINE T TridentBackendConfig A TFDA TS T k¢

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FlE3 : DRAT—RA%ZHEFZL £J TridentBackendConfig CR

Z1ERL L £ L7 TridentBackendConfig CRTId. RT—RAZHRTET XTI, XOFlzsBL TS
LYo

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

NYIITYRHPEBICERIN. ICN1 Y RENF LT TridentBackendConfig CRo
7I—XRITIFROVWTNDDEZIRETET XY,

* Bound: TridentBackendConfig CRIINY I IV RICEHE[ITONTED. EDONY I I Y RICIEHE
FNTWEXT configRef ZICKEL £ TridentBackendConfig CRMDuids

* Unbound:ZfEALTREINET ""s o TridentBackendConfig # 7T U FHNYIITY RIZNA
YREINTVWEEA. FILLIEREINIIARTDT 70 JL TridentBackendConfig CRSIET 7 #JL b
TIDITI—XIIHE>TVWET, Jz—INEEINT/E. BE Unbound ICRT CLIFTEEEA

* Deleting: TridentBackendConfig CR deletionPolicy DHEIBRNWRICEKRESNE LT 27U WD
L %9 TridentBackendConfig CRAHIFREI N, HIFRIREICEBITLE I,

c NI I RICKERY 2—LEKR (PVC) WEELABWVEGSIE. ZHIRLET
TridentBackendConfig € D#EER. Astra TridentiCk > TNV I TV REDHIBREINE T
TridentBackendConfig CRo

e NI IYRIZ1 DUE®D PVC A EET ZHEEIE. BIFRIREICAED T, o
TridentBackendConfig CRIFEDE. HIFR7z—XICHADFT, NwIIVRL
TridentBackendConfig & TR TDPVCHHIBRENI=H L ICDAHHIBRINE T,

* Lost:CBEEMITENTWA /NI IR TridentBackendConfig CRHAER - THIBRES Nfoh. EIC
HIBR S M7z TridentBackendConfig CRICIFHIBRESNIcNY VI Y RADBRBRAEHD £7, »
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TridentBackendConfig CRI&. ICEARAGCHIBRTE X9 deletionPolicy ffifE,

* Unknown : Astra Tridentld. ICBIEFITONTWVANY I IY ROREFXIIEEZRETIEEA
TridentBackendConfig CR, 7o Xl APIT—NHEEL TULAWEER. DIIEE L TULRWSER
£ T9Y tridentbackends.trident.netapp.io CRDAH D £t A, NICIE. I—HFDNADKRE
BHELHBDET,

COERPETIF. Ny I IV FHRERICEREINE T, B, W DD DRFZEMTUIETZ A TEEY
"Wy IV ROBEFHE/NY I I ROREIRR"

(#T7>ar) FIE4  FFRZREELET
Ny oIy RICET Z3EERERRT 31013 ROITY RERTLED,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

ITHIC. DYAMLJSONR > TZEIG 9D & HTEF XY TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo B'& FMN £ 9 backendName H KU backendUUID IZIHE L THERR S NNV I IV RD
TridentBackendConfig CRo o lastOperationStatus 74 —JLFII. OREBDRIEDRAT—RX %R
L %7 TridentBackendConfig CR, A—H—MNrUATBZeHATEEYT BIZIE. I—F—DTHEL%Z
TELIBEERY) spec) ZFEHAT 3D AstraTridentiC& > ThRUH—ENF$ (Astra TridentD B2 Eh ks
R¥) o Success £7:zI& Failed DWEFNHTY, phase & BOBRDODIAT—RXAEZRLET
TridentBackendConfig CRENY I IV R, LEEDHITIE. phase fBIFNAYFENTVWET, TN

¥, ZEBKL £9 TridentBackendConfig CRIINY I TV RICEHEMITENTWVWETD,

HZETTEFET kubectl -n trident describe tbc <tbc-cr-name> TN MOY DFFMHl%ERT D
TC@@:V\/ I\“—C\\a—o

BEMITONTUVERIDETENTVWEINY I IV RIGEFHEIFHFTETEEA
@ TridentBackendConfig Z{FHE T34 T2 TV b tridentctl, YIDBEXICEET S FIE%R
B2 9 B tridentctl KU TridentBackendConfig. "CHELHZEEL T LYY,
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kubectl #EFRH L TNV I I REEBZETLET

ZERALTNYIIY REBLIBR®RITTBHEICDOVWTEHAL XY kubectlo

Ny IV RZHIBRLEY

ZHIPR 9 % TridentBackendConfig ZfER L T. Astra Tridentic/N\w I IV ROHIBFREFFZIERL
x93 (R—XRIETY) ‘deletionPolicy) o NVIIVRZHIRTDICIF. ZHERLET
deletionPolicy ISHIBRICERE SN TWVWE T, DHZHIFRL £9 TridentBackendConfig ZEBBRL TKL
72& 0L “deletionPolicy ldretainliCBRESINTWVWET, CHICED. Ny IV RBEREEFEL. 2FEH
LTEETESELSICHDET tridentetlo

ROAR Y RZERITLET,
kubectl delete tbc <tbc-name> -n trident

Astra Tridentld. HMER L TU\/=Kubernetes>>—72 L b %ZHIBR L £ A TridentBackendConfig
o Kubernetes 1—H(&. >—2IL v rDO =27y TZBHELET, O—JL v bZHIBRT 3 TIFER
PURETY, >—7LyvbE NwIIYVRTEAINTLWAWEFICOAHIBRLTIIETU,

BEONYIIVRERRLET
KDOAXY RZEEITLET,

kubectl get tbc -n trident

ZRITIBECHTEFEXT tridentctl get backend -n trident £7zld tridentctl get backend
-0 yaml -n trident FEIRIIRTONYIIVRDURAMZEIELEFYT, CDOU X MIIE. TERSIN
TENYIIVRHZFTENET tridentctlo

Ny IIYRZEHLET
Ny I Iy REEHITIERIIV DD HDXT,
CAML=PPRTFLDILTUIYILDEEINTWS, VLTIV ILEEHTRHBE. CTERAIN
%Kubernetes Secret TridentBackendConfig # 7 TV 2 EBH I IMNEHLH D £9, Astra Trident

M. BEINAERBHFOILTYOvILTNYIIY REEENICEFXOITY REETL T,
Kubernetes Secret # B L £3,

kubectl apply -f <updated-secret-file.yaml> -n trident

* INTX—%R (T3 ONTAP SVM D&FIHRY) ZBHII3BENHD £9. CDHFE.
TridentBackendConfig A7 ¥ kidKubernetesz L TEHEFEHTI X,
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kubectl apply -f <updated-backend-file.yaml>

F7-ld. BEEFEOICEEZMA XY TridentBackendConfig CRICIFXRD AT R%EEITLE T,

kubectl edit tbc <tbc-name> -n trident

NYIIYROEFICKMLIESE. NI IV REREBEOBHDEREDTEFEZRDFT., 2FR1T9d&. OF
HERALTCER ZHETEF XY kubectl get tbc <tbc-name> -o yaml -n trident F7cl&
kubectl describe tbc <tbc-name> -n tridento

BT 7ML CTRBZREL TIEIEL/:S. update ANV RZBEITTEXT,

tridentctl Z{EERAL TNV I IV REEZETLXT

ZERALTNY I I REBUIBZRITIBHEICDVWTEHABLEY tridentetls

Ny T RZERLET
EERLIES "Ny O TY RER 7 71 L EEALT. ROV RERFLET,

tridentctl create backend -f <backend-file> -n trident

Ny TV ROERICKBLIESZSIF. Ny I IV FOREICAMNEENHD £T, ROAXV FZ2ERITTS
& O72RRLTERZRETEET,

tridentctl logs -n trident

W7 71 CRIBEEZERELTEBIELES. ZF1TT 37T TY create ANV REHS—ERITLET,

NYIITVREHIBRLET
Astra Trident 'S5 /N\Nw I T REHIRT 31215 XOFIEEZETLET,

1L Ny ITVRBEBELET,

tridentctl get backend -n trident

2. Ny OV R%EHIBRLE S,

tridentctl delete backend <backend-name> -n trident
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Astra Trident T. £F1EFEELTVWAZDONY I IV RDSR) a—LERFyToayv kx>

C) AEY3=>JLTWaHBEe. Ny IIYRZHIBFTS . HLWRYa—-L%ZzT7OEY 3=
DOTERLBDET, Ny IITYRIE THIBR] REDFX FICAD., Trident (FHIBRI NS £
TENSDHR) 2a—LERFTYyFoay b EBELEITET,

BEONYIIYRERRLET
Trident HAEBEE L TWANY I I RERFT 3ICIE. ROFIEERITLET,

s WEERETSICIE. ROOT Y RERITLED,
tridentctl get backend -n trident
C IRTDFMZHER T BICIE. OOV FZRITLET,

tridentctl get backend -o json -n trident

NYTTYREBEHRLEY
FLONY IV RERT 7 A LEER LS. ROIYY RERITLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

NYITITYREOEFHRHPRBLIGE. Ny I IV FOREICHEDNHBD BENLEFHZRTLE L. RD
ARV FZXRTIBE. OV zRTLTRRZRETEX T,

tridentctl logs -n trident
BR7 7ML TEBZREL TELELLS. ZF1TISLITTY update ARV FZHS5—EXRTLE T,
NYIIYRZERITBZIRAMNL—CU0SRZHELET
LTFIE. [BZF TTEZISONFERDERDAHITY tridentctl NI IV RATS U bOHA, NI

ZEALET JqA—TA VT ZA VA —ILIBHERDHD XTI,

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

ZEALTERININY I I RIZHFZHE L F T TridentBackendConfigo
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NYIIYREEBA TS g UBZBHLET

Astra Trident TNy I IV REZBIEBITZSEXIEXTLHEZ CHERCIESIV. ZBALFLE
‘TridentBackendConfig BIRE IFIRTE. NV I IV RZE2DDAHETEETESLDICHE>TVET, i
. ROKSBEBAHD £,

s ZFEALTNYIIY REZ/ERRAIEE tridentctl TEIETEF XY TridentBackendConfig?

s ERALTNYIIY RZEMAIEE TridentBackendConfig ZEA L TEEL XY tridentctl?

EBIE tridentctl ZERALT/\N\Y Y I R% TridentBackendConfig

DI arTE. ZEEALTERLIENY I IV RZEIEB T3 OICBERFIBICOVWTEHRAL XY
tridentctl Z1ER L. Kubernetesf > X —7 1 AH' 5BEEREIT TridentBackendConfig A7 T ¥
o

hNiE. ROFD)AICEELET,
c BEONYIIYRICIEDH D £H A TridentBackendConfig ZER L TER SN/ TT
tridentctlo

s THERSNTZFHLWANY I IR tridentetl. DM TridentBackendConfig 772 ¥ MHETE
LF¥d,

EE55DEEH. Trident TRU 2—LEXT7Ta—U>TJ 0L, WEBEITO TWVWARNY I IV RIEEIEHSE
FELET, BEZICIIRD 2 DOFEREHLHD £7,
* DEAZEFITLET tridentetl ZHEAL TERSINIENYIIVRZEELEY,
s ZFEALTIER LN Y I I RE/NAL YR tridentetl HTL L) TridentBackendConfig # 7 T¥
o CHICED. NI IVRIEZFERALTEEINET kubectl TlEHD £FHA tridentctlo

ZEALT. BBIFONY I TV RZEELET kubectl ZEH T 2HENHD FT

‘TridentBackendConfig CHUIBEEDNY VIV RICNA VR LET, TOMEADOBMEZUTICRLE
ER

1. Kubernetes Secret #E L9, >—2 L w bhilld. ARL—S 95 RA I H—EREEETRHIC
Trident hSRBRI LTIV ILDAEENTUVWETD,

2. #1E L £9 TridentBackendConfig A 7Y TV b A ML= U5 RE [ H—EXDEMEIETE
L. BIOFIETIER LT —I Ly b Z2BRLET, A—DOHRE/NTX—F (RY) ZIBETSILOITF
BEI23MENHDFT spec.backendName. spec.storagePrefix. spec.storageDriverName"
RE) o “spec.backendName BIFFD/NY I TV ROLEICHRET D2BEHRHD X7,

FlIgo : N\wIIVREZFELET
ZVER L £ 9 TridentBackendConfig BEEDONY I I Y RICNA Y RTRHEIE. NV I IV REREZE
BIZI3RELHDET, COBITIE. Ny I RHRD JSON EEZERAL THERINTVDI L LE T,

tridentctl get backend ontap-nas-backend -n trident
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NAME | STORAGE DRIVER |

| STATE | VOLUMES |

| ontap-nas-backend | ontap-nas | 52f2ebl0
96b3bebab5d7 | online | 25 |

112

ontap-nas-backend. json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [
{
"labels":{"app":"msoffice", "cost":"1l
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels":{"app":"mysgldb", "cost":"25

"zone":"us east 1d",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"

UUID

00"},

"},



FIE1 : Kubernetes Secret Z{Ef, L ¢
KOBNCTRTESIC. NV IIVRDILTFOIvILEESLY—oLy FEERLET,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

FlE2 : ZE L £ 9 TridentBackendConfig CR

RDFIETIE. ZER L £9 TridentBackendConfig BIFDICEHERIC/NA > KR ENBCR ontap-nas-
backend (CORIDELSID) o ROBHI®HILENTVWE I EZHEEBLET,

RNy I T Y REDEEINTUVET spec.backendNameo
CRENTX—ZITONYIIVREBLTY,

CRET—IL (FETZHSE) E TONY I IV REFELIEBFRTHEZIBELHD 7,
cULTYIvILIE. TL—2TFXMTIFAR <. Kubernetes Secret 7@ L TRt N 7,

ZDHEIFE. #EBL T EV TridentBackendConfig KD K SIZAD £,
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FlE3 : DRAT—RA%ZHBZL £9 TridentBackendConfig CR

DHLIZANILET TridentBackendConfig BMERINTVWBIHRENH D £9 Bounds F7o. BEFED/NY
JIVREBUENYIIYRAE UUID BARBENTUVBRRELRHD £,
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kubectl -n trident get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

NT. Ny IIVRIEEFERALTELICEEINE T tbec-ontap-nas-backend
TridentBackendConfig Z 7T ko

‘EBIF TridentBackendConfig ZEAL T/NY IV R%Z tridentctl

‘tridentctl” ZHHALT. ZHEHAL TERSNINY I IV RERRCTEET
‘TridentBackendConfig e Ffow BIEEIF. ZHFERALTIDLSBNYIIY RERL2ICEIER
TBELHTEFEXT “tridentctl” HIBRLZX T "TridentBackendConfig®
Z L THEHN®DAREL “spec.deletionPolicy’ DICERESINEXT ‘retain’o

FIEO - NI IVRERELET
fcezld. RONY I R ZFERAL TEREINTIE LEX T TridentBackendConfig -
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HADBIEFDZ EHHHD £F TridentBackendConfig IFIERICIERR SN, Ny I IV RICNA VRS
NTLWEIINYIIYROUUIDZRESEL T IV,

FlE1 : ESEL £ 9 deletionPolicy MICEREIMNE T retain
TlE. OfifEZRTHEL &S deletionPolicye CHUIICERET DIHENH D £9 retain, cfUCK

D, PEXRICEITINET TridentBackendConfig CRHOEIFREN. Nwv I I RE&RIFFISHEIFEL.
TEETEFXT tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D FNLUANDFZEIF. KROFIBISEXHRWVTLEE LV deletionPolicy BICREINET

retaine

FlB2 : ZHIPRL £ 9 TridentBackendConfig CR

=EDOFIBEIX. ZHIFRT S Z ¥ TY TridentBackendConfig CRo FEERM'TE T L7=5 deletionPolicy H'
ICRESNET retainz v o338, RDELSICHIBREINE T,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

frossscsscssssassaa== frosssssassmssme=s
fess===s=s=sssesessososassssssssssssa=s fremm====== foms====== ¥

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fosssssssssss=a===== foss=============

et et fomm - fomm - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

Fom e Fomm e
St pemmm=m== i I

HHIFR I N7 F TridentBackendConfig Astra Tridentld. EEIC/Nv I T RBEZHIRTZ R
<O BIATDS I b 2HIBRLES,

AbL—=Y05X2EET S

AhL=CO0 S XOEM. ARL—=20 5 20HIBR. BEUBEORX ML= 5 XADORKICET 3 1EHRER
RLET,

AbL—=205R%5519 %
EBRBLTCESVW CE55%2 BTV AML—U 5L ZOREHAOHFBOVTIF. EBRL

TR,

AL=20 5 R%2ERT B,

AbL=03RT7AUDMERE NS, ROOIX Y RZRITLET,

kubectl create -f <storage-class-file>

<storage-class-file> & A ML= IS RADT7AINBICEZTHRI T,
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AML—=C U0 S A%HIBRT S
Kubernetes "5 X L —J 0 5 X %ZHIBRT 2ICIE. XOOAT Y REEITLET,

kubectl delete storageclass <storage-class>

<storage-class> &« AL =0 SATEZBRIZIMBENHD XY,

CDRAML—2O S RATIER SN ETR Y 2 —LICIZEEIZ A AstraTrident ICK > T THTEED
nx7J,

Astra Trident CIZZEE D EEI SN B £sType ZEM L £, iISCSINY I I RDFEIF. EH
(D TR EHEWRELE T parameters. fsType AL —U 05 R, BIFEORANL—U U5 %
HIBRL T. THBEMTIHVENDH D £ parameters. fsType IBE I N7

BEOANL—ISXERRLET
* B Kubernetes A AL —J 0S5 X%ERRTBICIE. ROOAT Y RZETLET,

kubectl get storageclass

* Kubernetes A AL —2 U S XDFMZERTI BICIE. ROIXY FZ2RITLET,

kubectl get storageclass <storage-class> -o json

* Astra Trident DEIEASNIEA ML —U 0 S5 XZRRTBICIF ROAT Y REZEITLET,
tridentctl get storageclass

* Astra Trident DREEIS NI L =P 0 S5 XOFMZRTT BICIE. ROAXY FZRITLET,

tridentctl get storageclass <storage-class> -0 json

TIHAINEDAML—=—DISX%ZHRET D

Kubernetes 1.6 Tld. T 7AIEDRA ML —J ISR %HRETDIEEENEBMINTWVWET, kiR 2 —LE
K (PVC) (TR 2a—LDMBESNTUVARWERIC, kAR 2a—LD7OEY 3 Z > JIERT SR

l\ |/—°/“75ZT"§-0
T/ T=2a EHRELTTIAIN DAL=V SRZEELET

storageclass.kubernetes.io/is-default-class ZtruellBREL TR ML =05 ADERICE
MLET, ARRICIEC T, ENUADERT / T—> a3 DR VGG false CFEREINE T,
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*ROOAVYRFZFEALT BIFEOX ML=V ISR ETTAIL MDA L =205 RE L TRETEF
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ERRIC. ROOAYYRZFALT. TIAILIMDRMNL—SOS5RT7 /77— a3V =HIBRTEET,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Fl-. TOF/T—2a>ohEEFNTWVS Trident T > XA =SSN\ RILICHBEIDBH D 7,

IZRRZIIE. BIC1DDT 7AW MR ML= 0S5 RETZREL TSIV, Kubernetes
() Tl BEEOICEMOR FL—UEERTAILETSETA FIALIORIL—UTS
ABE 27K BWIHFE ERERICBIEL T,

ARL=SO5RONY I IV RERELET

MUTFIE. BEZ& TTEBRISONFEROBERDHITY tridentctl Astra Trident/ A\ I TV RA T FOH
AN EFERALET jg2—Ta4 )T a0 RICAVAM=ILTIRELRDHZHBEDNHD £,

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

R a—LigEzER1TIT3
Trident 7R 2 — LE BB T 31-ODORZBAEE CRBNLET,

*"CSI RO EFERALET"
"Ry T ay bEBELET
"R a—LERELET"

B UETYR -V SN

CSl hROPZEALET

Astra Trident Tld. ZEHEL T. Kubernetes 7 5 XA XRNICH S / — RIZR ) 2 — L% FEIRAVICIER L THEES:
TEXET"CSI ROV CSI FRODKEEXFERATZ . BRIV TRIITE) TV —=VICEDW
T RV a—LADT7IER%E/—ROY Tty MIHIBETE XY, RE. 777 R 7ONTHIE.
Kubernetes BIEENY —R—AD ./ —RZEHRTEBRLSICHBE>TVET, /—FRiE. V=3 vtk
TERBZTRATE) TV —=VICBRBETRZZ D, V=3 VICL>TERREBETREHTEFET, VILFY
— V7 —FFTOF¥yTO—70—FREDOR)a—LZOED 3 =0T 3 37HIC. Astra Trident (& CSI b
ROCZEFEALET,
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CSI MROVHEEDBHBIC OV TIE, ZBRBLTKRE N CE55E CHALE L,

Kubernetes ICIE. 2 DOBEBDR) a—LNA VY RE—RKRHBHD FT,

* % fEF VolumeBindingMode ZICEREL £9 Immediate’ FAROAVEZRHIT D ERLCAR) 2a—L%EE
MTEEd, RUa—LNA>TaVJCE8MNTOES 3= >F 1% pvc BMERTND &S IALESIN
£9, CNHTTAILMTT “VolumeBindingMode 7o FAROZOFHEINZEBEBRLEWVWI S XXICH
BLTWET, KR 2a—LAld. BRARY RORT D a—LEHICKELE TICERINE T,

* %M VolumeBindingMode % ICERE L £ 9 "WaitForFirstConsumer PVCDK#EHIAR 1) 2 — LDVER &
NAYT 4215 PVCEFERTZRY RBERT P a—ILENTERTNZ EFTRIESNE T, TNtk
D, FMROSOEBEHICKHLIEAT D 2a—IILOFZRIET LSICR) a—LDMERINE T,

(D o WaitForFirstConsumer N1 VT4 YFE—RTIE. FRODISRNILIIHREDHD FH A
ChiE CSI FARODHRE C ISEBRICERATET XY,

BEZHD
CSI bRODZFERAT BICIE. ROBLDHBUETY,

* #3R{79 DKubernetesy 5 X4 "tHiK— k TS Kubernetes/\— 3 "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elleda2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}

*UZZARAD/ —RICIE. FMRODERBITBTOHDINILHBUETT
(topology.kubernetes.io/region & U topology.kubernetes.io/zone) o CDIANJL*
I&. Astra Trident Z FARAPWBE LTA VA M=ILTBHIC. VTAZRAD /) — RICFETIHNEDLDH
DFEd,
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

FIE1 : FAROSHENY I I REERT S

AstraTrident A L= Ny I TV RiGE, PRASEY T4V —=VICEDWVWTRY a—LZERNICTOEY
AZVITITBEDICKEATEE T, ENVIIVRIEA T IO TRETEF XY supportedTopologies T
R—bTRIHREDNHZY—VELVEEBO I MZRTTOVI, ARL—20FADBEDESBNYITY
FezERAT 358, AJa—LlF. YR—rEINTWVWERU =232 V=V TRTZVa—)LlEdnTWs 77
T—2ar hbEBEREINEBRICOAMERINE T,

NY T ITYREEDHIZRICELET,
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies &« NV I IV RZED) = 3> —>DO) A MNEiRET 371
@ DICFERINET, CchbD)—T 3>y —2ld. StorageClass TIEETI ZHBMD ) X

FeRLET, NYIIVRTREINZU—2a>ey—200 72y b 280

StorageClasses MIHE. Astra Trident BN\ I TV RICARY 2 —LZERLF T,

HEHZCTF XY supportedTopologies AL ==L CIERR TR CEHTET XTI, XOFIZEEL
TLEEL,
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version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall

managementLIF: 172.16.

svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes

topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

storage:
- labels:

238.5

.1o0/region: us-centrall

io/zone: us-centrall-a
io/region: us-centrall
io/zone: us-centrall-b

workload: production

region: Iowa-DC
zone: Iowa-DC-A

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B

supportedTopologies:
- topology.kubernetes
topology.kubernetes.io/zone: us-centrall-b

CDHITIE. ZFEELTWVWET region BLU zone FRNIIIEA ML= F=ILDBAAERLE T,

io/region: us-centrall

.1o0/region: us-centrall

topology.kubernetes.io/region $ KU topology.kubernetes.io/zone A L —I 77— LDER

GFREEEL X9,

FIEg2 : FAROCERHBITBZIANL—CIUSXEZEERTD

S RZRD/ — RICIRHETNS MAROSSRILICEDVWT, MROJERZ S H S &L 5 I StorageClasses
ZEETTET, CHIZKD. FERRESNT PVC BERDZEHLRDZ AL —CF =)L BELU Trident IZ& -

T7OEYazZ>JEnfcR) a—LZFERTES / —ROY Ty FHREDFT,

ROBZBRL TS L,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

L+E2dDStorageClassFEF&E T+ volumeBindingMode MICEREINE T WaitForFirstConsumero
StorageClass TEXRIN/ PVC &, Ry RTERINZ I TUEINEEA. LU
allowedTopologies TRV -2 =3 ZRMELET, o netapp-san-us-eastl
StorageClasshICPVCZ{ER L £ 9 san-backend-us-eastl E CEELINYII VR,

27w 73 PVC Z{ER L TERYTS
StorageClass Z{ER L TNV I TV RICYwvEY T T3, PVCZIERTE L DICHBD F LT

5% B8 spec &L ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CORZTTRALZERALTPVC ZELT D L. RDKSBHERICED X,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z MpodSpecic & D, Kubernetesid. IC$H3 ./ —RICPODERXT P a—ILd35ELSICEREINET us-
eastl U= a3 %FERL. ICHBIEERED/ —RHS5FERL £F9 us-eastl-a £7ld us-eastl-b VY —
2o

RO EBRLTLEE L,

126



kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny UL RZzE#H L TEM supportedTopologies

BEONYIIVRZBHLT. DU FEEMTSZENTEFXT supportedTopologies ZFEAL XY
tridentctl backend update. CHUI. TTICTAEDIZIEINTWVWBRRD a—LICITHELT. U
D PVC ICOAERINE T,

M -SWNTIE. CBE5E BRI
C"AVTFFDIY —RAEEE"

v —RELOR
C"TIAZTA T T4 T "

* "EREE L UE"

AFTwToay b EBELET

KA 2—L (PVS) DKubernetesih ') 2 —/LSnapshot (7K' 2 —/LSnapshot) % {E
B LT, Astra Trident’R!) 2 —LDRA Y bV RALIE—ERIFTCEET, .
BEZD 7R 1) 12— LSnapshoth* 5. clone EWSERIOF LWARY 2 —LEEHRT 3 C
EHTEFEZXI, A a—LSnapshotid. THR—FEINZET ontap-nas. ontap-
nas-flexgroup. ontap-san. ontap-san-economy. solidfire-san. gcp-
cvs BELTV “azure-netapp-files FZ-1/\,

EE%RAY 380IC
NER >y Foay b bO—FCHRARL)Y —REE (CRD) "URETY, Kubernetest—47 X kL
—>3>Y—JL (5] : Kubeadm. GKE. OpenShift) D1&E|%B->TWET,

KubernetesT4 A R Ea2a—>3 VIl RFy o3y b2 FO—FECRDAEENTUVAWVGEIE. &8
BLTLEETWVWARY 2—LSnapshotI> FO—Z %28 AT 3,

GKERIBTAHYTIYVRAR)a—LRF v T ay b 2ERT 568 XF+vyFoaybd

(D) > rO-SEERLBVTREE L. GKETIR. NEOEERROZFyFoay ba>bo—
SEFALET,
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FlE1 : #{EB L £9 volumeSnapshotClass

ROBE. R 2—LSnapshoty 5 XA EER L £,

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

o driver Astra TridentdCSIK S 1 /N\N%ZHR1 > FLEXJ, deletionPolicy l&. TY Delete £7lE
Retaino ICEXET DL Retain ZFEHETRE. A ML—0 S XXOBB R Z2YIESnapshoth. DIFE
THHRIEFESINET "VolumeSnapshot 7T ¥ hHHEIBRES T

FHRIC DWW T, link : /trident-reference/objects.htmi#Kubernetes -volumesnapshotclass-objects % &8 L T
<72& V) [VolumeSnapshotClass]o

Flg2 :BIFDOPVC DRy Foay bERLET
RIC. BIFEOPVCOR v T3y bztElkd 30lzmLE T,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

CDFITIE. CWSHBIDPVCICH L TR Fy o3y FAMERR SN E T pvel SnapshotDHEIIKICERTE &
NE T pvecl-snapo

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s

CNTHERR I N E L7 volumeSnapshot 7Y b K1) 2—LSnapshotidPVCIZEITEHE D (CEEE
[FF5NTWVWET VvolumeSnapshotContent EED X+ v gy haRIAF T I M,
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Z A TE XY volumeSnapshotContent DA T T ¥ b pvcl-snap R 2 —LSnapshot, R 21—
LSnapshotDFF iz E&ZL £,

kubectl describe volumesnapshots pvcl-snap
Name : pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

o Snapshot Content Name _ DSnapshot% gt 9 % VolumeSnapshotContent4 7t FZ4FEL £
o o Ready To Use /NTX—HR(E, SnapshotZz AL THLUVWPVCEERTEZ e ERLET,

FIE 3 : 7R 2—L Snapshot h*5 PVC Z1ER L £
JRIC. SnapshotZ{E L TPVCEER S 3B RLE T,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

dataSource IZ. EWSHFIDAR) 12— LSnapshotz#H L TPVCZER T AMENH S & ZmLFxT
pvcl-snap 7—HXDY—R¥E L To COIOAXY Y RZRITT S L. Astra Trident H* Snapshot H*5 PVC = 1E
RT3 EDICHETRLET. ERNINI-PVC IE. Ry FICEHKL T, 1D PVC LERICERATE XY,

23y Ty 2y MOBEERIT SN TN SHKER Y 1 — LEHIRT 3 . S5 Trident K J
() 2—L7 THIRRREE) ICEHSNET, Astra Trident KU 2— LEHIRY BICid. KU 1— L
@ Snapshot ZHIFR T 2HEHHD X7,

AR a—LSnapshotd> FO—Z%8AT3

KubermnetesT ¢ A R Ea2a— 3 IR Fy gy OV FO—FECRDAZENTULERWSEIZ. XD

FOICEATEET,

FE
1. 7R1) 2 — LD Snapshot{ERL
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 BROR—LAR=RICIRFTy Ty O brO—S%FEKLET. UTO YAMLYZ7 T X b EiRE
LCHREBMEZELEX T,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

BEEl) >
* "/R1) 22— L\ Snapshot"

* "/R1) 2 —LSnapshoty 5 X"

RN)a—LzRALEXT

Astra Trident IC& D« Kubernetes 1—HIFERRICARY) 2 —LZILETETFT, T Tl iSCSIAKU a—
LENFS K a2— LDIRICHELREICOVWTEHAL TS,

iSCSIR)a—LZEBELET
CSI 7OEY 3> %#{EAL T, iSCSI Persistent Volume (PV) %#ILEETEF X7,

@ iISCSIZAR) 2 —L¥hsRIE. THR—FIMNET ontap-san. ontap-san-economys
solidfire-san R Z4/\&ICIEKubernetes 1.16AENNKRET T,

i
iISCSI PV DILFRICIE. XROFIEHMNEENE T,
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* StorageClassE&EZREL TEZHREL £J allowvolumeExpansion 74 —JLRHOSICBEILET

trueo

*PVCEZEZXREL T2 EHLEJ spec.resources.requests.storage FITCICHRBE R T4 X%
KRR BICIE. TTDH A XEDBHKRELTINENRHD T,

cHAXEZETBICIE. PVERY RICIESGTINELHD £, iSCSIPVOH 1 IEZEICIF. KD 2
D2DIFI)ALRHD £,
° PV ARy RICEHEINTULWBIES. AstraTrident 3R L= NI ITY ROKRY 2 — L%xLER
L TNARXEBIXX vy L. 770N RATLOYAX%ZZEELE T,

o KBGO PV DHAXZZTBELLS>ETBE. AstraTrident BARL—S NI TV ROR) 2 — L4
ZIERLET, PVCHRY RICNAI VY RENB L. Trdent (3T N1XEBXFXvy> L. 7701
ATLDY A AZZELET, BFRBRENERICET I3 . Kubernetes (& PVC 1 X EFHL £
XS

RDOBNE. iSCSIPVS DEHEAZRLTVET,

FIE1 AR 2a—LOWEREHR—FTEELSICA ML= 9T RERETD

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BEOARL—JUZADFEIE. BEL TZEMLET allowvolumeExpansion /NT X—4&

FIE 2 : ¥ERL L 7= StorageClass %{£FA L T PVC Z{ER L £ ¢

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san
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Astra Trident A%, K&RIRY) 2—L (PV) ZERL. COxKEEMNARY 2—LER (PVC) ICEEMITE

ER

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

Flg3 : PVC =T 2Ry RZERLET

CDFITIE. ZFEATEIRY RAMERINET san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ATy T4 . PVZERRELET

1GID52GICTER S NIEPVO Y A XZZEET B ICIE. PVCOERZREL TZEHLEY

spec.resources.requests.storage 2GiN,
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FlES : HRZIRLET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X%=HRT ST, ILEHNELLEELTLERIHESHE
MAETETET,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

NFS R a—L%=ZIELET

Astra Tridentld. TOES 3 =>4 L7NFS PVSDAR) a—LHREHR— M LTWE T ontap-nas.
ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs B “azure-netapp-files /NPT
N

FIE1 : R a—LDIRETR—FITBELIICAML—CUSRZRET D

NFSPVODOH A X%ZZEET3ICIF. BEEIFET. 2REL TR 2a—LZIEKRTIFZELSICA L=
AT D2RENHD £J allowvolumeExpansion 74 —ILRDSICEEIL X T true !

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

COFTLIaVEEEETICA ML =P S R2fliAHDHZEIR. Z2ERLTEIFEOX L -0 5 X 2R
£9371TTY kubectl edit storageclass A a—LAZILETETERLIICTSH,
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FIlE 2 : ERL L 7= StorageClass % {fFH L T PVC Z{ER L £9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident A%, C® PVC (X LT 20MiB O NFS PV Z{EF T 2 HENH D X7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

27y 3 I PVERBELEY
L <{ERL7c20MIBOPVD Y+ XZ1GBICEE § 3 ICIF. €DOPVCZMREL TZRELET

spec.resources.requests.storage 1 GBICRET D%5E .
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FlE 4 : YiRZIRET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X%=HET BT, YA XZEHNELLHERELTULEIHYE
SHZERIETETET,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

RUa—LZA2R—F

ZEALT. BEORX L —URY a—L%Kubernetes PVE L TA Y R— R TEF X T tridentcetl

importe

RY 2= LA VR— b EYR—FTB RSN

ROKIE. R a—LDAVR—bZYR—rTBRIANE ENSDOT Y FIL—RPEAShTIEU ) —
AZRLTVWET,

FZAN 1) =2,
ontap-nas 19.04
ontap-nas-flexgroup 19.04
solidfire-san 19.04
azure-netapp-files 19.04
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FZAN 1) =X,
gcp-cvs 19.04

ontap-san 19.04

R)a—L%EAVR—+d3EH
Trident IR 2a—L%x A VR— b3 —XT =XV DD HD T,

TV r—=2a3 o T HLEBEO T2ty fOBEFIA
CITIXIINTIVT—2avAOT—2Ey bOOO—-2%FEHAT S
s EEHRE L1z Kubernetes 75 XX DHBIBE
CTAFRRVANVEIT IV r—23>7—2%#%179 5

AVR=MIEDESICHREL FI D%

Persistent Volume Claim (PVC ; kiR 2a—LERK) 770IIiE. R a—LAYR—+rJOEXT
PVC ZER T 2 7=DICFERAINE T, DA< H. RDOBUSTRT &L SIS, PVC 7 71 JLICIE name «
namespace . accessModes . # & U storageClassName 7« —/LRAEZENTVIHRERH D 95,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

o tridentctl 547> M. BEORXNL—UR)a—LEAVR—bT2HICFERINE
9, Trident{d. R 2a—LDART—REFRFL. PVCE PV EIER TR T, R)a—L%ExAVR—k
LEd,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-file>

ARL=UR)a—L%EAYVR—FTBICIE. R a—LHEENTUL S Astra Trident /N w7 T KD&HE]
& ARL—=EOAR) 2—L%E—EICHERT 5%8] (ONTAP FlexVol . Element Volume . CVS 7R1) 2 —
LINZARE) ZIBELEFT, ARL—URU a—AlE 5iAHED /EFAAFT I XZHFAL. IBESNT
Astra Trident N\ TV RS T IECATEZHRENHBD XTI, o -f string5 | BUIIHBET. YAMLE 7
[FJSONPVCT 7 A IIADINZEIBELE T,

Astra Trident B’ V7 R— bRD) 2 —LEBRZZET 2. BBFEOR) a—LY A IHRESIN. PVC TEHRE
INFET, ARL=URSANICEDTRY a—LHRAM Y R—brENB L. PVIE ClaimRef Z{EH L T PVC
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ICEERSNE T, BRAR) D —IE. ROICICICICRESNTWET retain PVICH D £, Kubernetes H'
PVC PV EZIEEICNAVRTBE. BRRARIS—DIA ML= XOBRAR) O —IC&HOETEH
TNET, AML—2 O S ROBRIRARY) S —HDI5HE ‘delete’ ICT 3 . PVAHIBRENZ X ML —U R
a—LHHIBREINE T,

EERALTHRY 2a—LHA VR—FENBIBE -—no-manage 5|8 & LT, Tridentid# 7z o D517
HAU)LICB L TPVCEZIFPVICXT T 2 BMDIREZRITL FH Ao TridentiEDPVARY FEPVCARY
TEET B/ -—no-manage 77U ko PVZHIBRLTHRX ML —=UHR) a—AIFHIBREINEEA. R
a—L0oO—2HA AZEREDMOUIBHERINE T, COFATF>avid. AvTFHEEn=T—
20— R Kubernetes =AY 5H. Kubernetes UN TR L =R a—LDSA 71 VIIN%ZEEIET
B5aICENTY,

PVC EPVICT/T—2aryhEmengZkd, cO7/T—>avid RUa—LHRAVR—rENiZ
E. BXUPVC EPYVHEBEINTVWE 2RI _EDOBRMZRELET, COTV/T—Yavi3EERX
TeIFRIBR L AW TS 7280,

Trident 19.07 LAFETIE. PVS ORI 7 7ML ELIEL. R a—LEAVR—FD—ERELTIYTIVMLE
o UFID/N—23 D Astra Trident ZfERB L TWE 1 VAR— FDIFE. T—XNRICAEBIFEFEELRVE
D, R a—LEITYRTEZDNESHD R a—LA VYV R—FTRIECNEFEFA ANL—=J0 S5 IDIE
LLABRWEERYE., R)a—LDAYR— N TIZADNRELBEIE. PVOBIARI S —%ZICEETSC
ETUANITEET retain® 2 ') w2 LTPVCEPVZHIER L. volume import Y > RZBRITLE T,

ontap-nas & U ontap-nas-flexgroup 1 V7R—k

EER L TYERR L 7=&7R 1) 2 — L ontap-nas driverldONTAP & 5 X & _E®DFlexVol T9, %fEMA L TFlexVol
A YR—bE9d3 ontap-nas RIANBEILKISICEELE T, ONTAP U 5 XX IZ9 TICTFET SFlexVol
. ELTAYR—FTEZXT ontap-nas PVC, [E#RIC. FlexGroup R a—LlFE LTA Y R—bTEF
9 ontap-nas-flexgroup PVC

Trident "1 >7/R— k9% ONTAP DX A FIE RW THAIURENHD £J, DP X1 DR 2
@ — L& SnapMirror 7 A7 4 %—>3 >R a—LTY, Trident (R a—LZ%ZAVR—rTF
30lc. S T—BRZTHERITIVELRHD XY,

@ o ontap-nas RS /\Tqtreex 1 VY R—rBLVEEBTEFLR L, o ontap-nas KU
ontap-nas-flexgroup RZA/NTHR) 2a—LBDEEIFATNTLEHE A,

frezidE. CWSERIORY 2—L%EA2R—bLZET managed volume EWVWSHZBID/NY I IV KT
‘ontap_nas Tld. ROOY Y REFEHRALES,
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tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

i e ks fememe===s R e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cba6f6ad-b052-423b-80d4-8fb491ald4a22 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

EWSEBIDRY) 2a—L%ZA > R—bFLZFXY unmanaged volume (L ontap nas backend) Z{FERAL X
9o TridentiFEEL B A, ROIAYY RZFERALET,

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-file>
--no-manage

o fomm - fom -
fomm o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm e e fomm fomm +
| pve-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard

file | c5a6f6a4-b052-423b-80d4-8fb491ald4a22 | online | false |
o fo—m fom -
fomm - o fomm - tomm - +

#{ERAY 333 E --no-manage Tridentld. R 2 —LDEZFEZELT=D. R)a—LHRIT> EhizH
ESHEKREELTED TR IEHD EFHA R a—LDBFHTIYTY RINTULARWGE. RJa—LTY
R— FLEBIZRBL £,

UnixPermissions A XX LDR) 2 —L%EAVR—bTREVWSBEEFEONTMMEIESNEL
7=o PVC E&E F71E/VN v U T REERIC unixPermissions Z15E L. HEICIS L T Astra
Trident ICAR) 2 —L%EZAVR—bFFBLSICIBTRTEET,

ontap-san 1 Y7Rh—k

Astra Trident I&. 1 D® LUN Z&¢ ONTAP SAN FlexVol 1 V7 R— 9232 HTEET, ChlFRL
TY ontap-san FZ4/\s FlexVol HDZEPVCHE L ULUNICFlexVol ZER L £9, ZFERTETET
tridentctl import MIDHZHEEMKICATY RZRITLET,

* DEHIZEOHET ontap-san /NI I VR
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c A VR— NI BHNEHLDH S FlexVol DE&FIZIEEL X T, D FlexVol ICIE. 1 VKR— FHRER LUN A
1 DLHAEENTUVAEWVNI EISFELTLIETL,

c L EDBICEARATINENHZPVCEEDNAEIBELEYT -t 757,

*PVC ZBIET 3N, BENRMNMITEZIDZEIRLET, 7724/ LTIE. Trident IC&k T PVC " EIE
TN, NvIIYRODFlexVol £ LUN O&RINEEINE T, BENRADAR) 2 —LE LTA VR—
g BIClE. ZEL XY --no-manage 7357,

BIEWRND%E A VR— T 3BE ontap-san ") 2—L4  FlexVol ROLUNDZHIDNZ A o
(@ TLBCrERBLET luno X BHOT =S I—2EETigouplc Yy EY T IATL
%, Trident MEIEWRD A > R— MW L TEBNICWUEL FT,

JRIZ. Astra Trident B FlexVol -1 >7R— b L. PVC EZICEHEIT F 9, Astra Tridentid. FlexVol D% a1
BHICEBEL F T pve-<uuid> L UFlexVol HDLUNZ D SICT #—< v FLE T 1unoo

BHEDT 07 1 TREHPRNK 3= LB A VR~ hTHC L ERBLET, TH71TIC
© ERINTLBRY2—LES VR FTEBAE BNICRUa—LESO—Z2TLTH
54 K- bERFLET.

l

1 >R—bkLZXT ontap-san-managed ICd% dFlexVol ontap san default NV I IV RTZEITLZF
9 tridentctl import ¥ RDFELR :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

et fommmmaaa fommmmm s
fressmmsmmms fremsmsssesses s e s n e s e e e e e Tt e I
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssssmse s m oo e s e o s e e s e R e e
fe========= fEmsmesessesossssssssssssssessososs==== e frE=mmeme== iF
| pvc-dbeedf54-4e40-4454-92fd-d00£fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |

i e ks fmmm====== R e
e o fomm - fomm - +

ONTAP R a—LDXRA TH RW TH3Z &H Astra Trident T V7 R— b ENBZIHRELHD
() #¥. DP 21 FOK Y 1~ LiE SnapMirror F 27 R—2 3 VKU 2—LTF, KJa—L
% Astra Trident IC1 > R— b3 3HIIC. S5 —BBRZEHERITIVNELAHD FT,

element 1 VR—k
Trident Z{#EHA L T. NetApp Element ¥V 7 k7 = 77 / NetApp HCI 7R 21— Li% Kubernetes 7 5 X 221 >~

R—bhTEFET, BEIZIHLC T, Astra Trident/N\w I T RO%&RIL. KU a2a—LEPVCT 71 IILO—ED%HI
DI LTIEELE T tridentctl import ARV RERITLET
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tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssss s e se s s oses oo sssssss s s R e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Element RS A /N\TIZR) 2a—LBDEEHLN Y R—rINFT, R a—LAHNEELTLS

@ me. Trident DR 2a— LA YR— b TOVRITTIS—%IRLET, EEFKE LT, "2
—L%ZEoO—=VFJ L. —BOR) a—LBAFIRELE T, XIZ. 7O0—VAR)a—LEAY
RK—rLET,

gcp-cvs 1 VR—k

GCP O NetApp Cloud Volumes Service B SE S NTch) 2 — L%z A VR— T 321, %
AICIEABRLSARY 2a—LNATR) 2a—LEHELE T,

ZAVR—bMLET gep-cvs NI IV RDAR) 2a—LOAHFIETY gepevs YEppr ZIEE L £ “adroit-
jolly-swift Tld. ROOX > RZFEHALE Y,

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmms Fommmmcmcmsmsmss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesessse s s s s e e e i Fommmmmmememem=
Fommmmmomo= B e e e Fommmmmoe e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e R it Frommmmom= Fommmmmcemoomo=s
Pommmmmmm== ettt P o= +

R a—LNRIE. OHEDRY) 2a—LDIITRAR—ENADEDTY, fcezld, TIX
@ R—FNZIDDBERE T 10.0.0.1: /adroit-jolly-swifts AR a—LD/NAIXTT
adroit-jolly-swifte
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azure-netapp-files f Y7R— bk
#AVR—ELET azure-netapp-files NI IV RDAR) 2a—LDEFIETY
azurenetappfiles 40517 ZI8EL £ ‘importvol1’ ZERAL T, XOIOX Y FEETLET,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

ARGttt Fosmsmsmss Focosmsmsosssoss
Pommmmmmm== Fommmmmeees e mem s s Fommmmm== Fommmmmm== +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

P msmssesese s s s s e e P o=
Fommmmmmmoe B e e Fommmmmoe Fommmmomos +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmemoreorrrrrrrr e Ee e e Fommmmomos Fommmmememesemos
Fommmmmmmme ettt Fommmmm=e Fommmmmme= +

@ ANF R 2—LDHR) a—LNRE. 1 DHBEDIY T ENRZHDET, LEXIF XV
ENZDDIGERETY 10.0.0.2: /importvoll, R 2—LD/NAIETT importvolls

2—LAR—ZABTNFSRY) a—LxHEELET

TridentZFHET 2. T5AT)R—LAR—RIZAR) a—LEERL. 1DULDEH

VAN) = LAR—IATHETEFX T,

DIERE

Astra TridentVolumeReference CRZ{EHE T % &. 1D EDKubernetes % — /s X R — X il TReadWriteMany
(RWX) NFSRU a—L%ZEFXaT7ICHEETEE T, ZDKubermnetesR+1 T« THERE ICIE. KD K SHX

vy bHHDFET,

XAV T ERRIBEHIC. BHROLANILDT Ut G RIEETS
* IARTDTrident NFSR ) 2 — L K51 /N TENME
* tridentct > Z DD IER 1 T 1 T DKubernetestBEICKEL FHA

CDEIFE. 2DDKubernetes r— L ZAR— B TONFSHRY) 2 —LOEEFZRLTVWET,
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prmay @)
namespace
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pv 1
]
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namespace
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1
1
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1
1
secondary |
1
1
1
1
1
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.......................

TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

T4V I ARA— K~

NFSRY 2 —LHEBIFVWK DD DFIETHRETET X I,

o R)a—LEHETELSICY —APVCERELET
V—=RZARZ—=LAR—ZADFEEIEZ. V—APVCOTF—RICT IR TR3EREZHELET,

9 FRATFAFZ—2a YR —LAR—XICCRZER T 21ERZMELET

PS5 AFAEBEN., TRT 4 F—> 32— LAR—IADFABEEICTridentVolumeReference CR%= {Ef 3 2 1&
[RE[AELX,

FRATF A %— 3 Y R— L AR— R |ZTridentVolumeReferencez Ef L £ ¢
BAEBAIZEEDOFREEIZ. EETPVCE BB Y 3 7= TridentVolumeReference CRZ1ERL L £ 9

ot

SESB AN ZEEIC TMUPVCZERL L &9
EEBRIZEEOMBEE IF. EETPVCHSDT—4Y — X%z AT 5 TIPVCZER L T,

i

ey
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V=R —=LAR—RAETRATAX—= I VR LAR—REZHBELET

X2V ToZHERTDEHIC. F—LAR—ABHETIE. V—XRX—LIAR—IADAEE. V7 XAXEE
E. BLUVBEXR—LAR—ADOFABEEICEDZIASKRL—2a3 e 7o a>yhHRETY, 1—HO—ILIF&
FIETHEEL XTI,

FlE

1.V —XEZRERBORESE | PVCEERLET (pvcl) #Y—XAR—LAR—XIZEBML. TAT1X%—>
AVR—LAR—REDHEEMERZ[NE L £9 (namespace2)® AL £9 shareToNamespace 7./ T
—>3r

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Tridenth’PVE /N I T2 RONFSR b L —U R 2 — L= VER

cAVIRXEYIDUR bERL T, ERORAZEBICPVCZHBETEE I, A :
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced,

() - EEALT IARTOF—LIR—IICHETEET = fi:

trident.netapp.io/shareToNamespace: *

cPVCZEH L TZEDZZENTEFEY shareToNamespace 77/ T— 3 VIEL\D
THERTEET,

2. * S RREEBE *HRXRZLO— )L tkubeconfigZER L T. TAT 4 %—> 3 YR —LAR—IXDFAE
#|ZTridentVolumeReference CRZ{ERL T D1ERZ[5 L £ T,

B TFRTAX—2 I VR—LAR—ZAFABE (V—RR—LAR—ZAEBRIBTRAT A RX—> 33—
L X R— R |ZTridentVolumeReference CREER L £ pvclo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. SEELFZEROMESE | PVCEERLET (pve2) ZTRATA R —2 3 VR —LAR—RICEBHRALET
(namespace2)Z AL ¥ shareFromPvC X{ETTPVCZIEE T 2 7F R,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

(D) sEEPVCOT 1 Xid. BRIETPVCDY A XU T THHUENH D £ 7,

&R

Astra Tridenth'Z 5t H#EYD shareFromPVC T AT 4 *—>3a>YPVCICT7 /57— 3> xR EL. V—APV%E
BBITZANL—UY —XEFHLEBRVWMMIOR) 2a—LE LTTF AT R2—>3 PVEER L. YV —XPV
ARL=2D)Y—X=HBLET, BHEPVCEPVIE. BEESDODNAVYREINTWVWEELSICREZET,

HERY 21— L=xHIR
BEORZ—LIAR—IATHEINTWVWSARY 2—LIIHIBRTE X9, Tridenth'. V—XR—LIAR—IDR)

A—LANDT7I7EX%ZHIBRL. R a—LEZHETEHIMDR—LAR—ZANDT7 I X %=HIF LET, R
—LEBBITEIIRTDOR—LAR—IDEIFRIND &, Astra Tridentic &k > TR a—LDHIBRSNE T,

A tridentctl get MUDKRJa—L%ZBETS

ZERAY B[tridentctl A—T o VT ZEHTRE. 2T TEXT get AV REMFEHL TTMMIOARY
a—LEEREBLET, EFEMICOLTIE. > 2. /trident-reference/tridentctl.htmlZ S L TL 723 L)
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[tridentctl ARV REA T a V]

Usage:
tridentctl get [option]

739
* -h, --help:ARUa—LDOAN)LT,
* -—parentOfSubordinate string: I Z MIDY—RR)a—LIZHIRELFzT,
* —-subordinateOf string:Z TV %K) a—LDOTFAICHEL XY,

HllER

* Astra TridentTlE. TAT A X—2 3 VR —LAR—IADPHEFRY 2 —LICETAFNZIOEHS I EIE
TEFEtFA HAERV 2 —LDT—2DEEZTE[LETZICIE. 77OV IRED IO EFERT
BPRENHD £,

* ZHIBRL TH. EETPVCADT I RAEZEWMDET I TEXEA shareToNamespace 7l
shareFromNamespace FMR £ 7=IFZHIPR L £9 TridentVolumeReference CRo 77T XZHIDETY
ICIE. TPVCZHEIRRY 2HEHNDHD X9,

* Snapshot. 70— BLXVIF—UVJIEFMIDR) 2a—LTIFEITTETEFE A

HEEBLTLIETL,

F—LAR—=ZABDOR) 2a—LT7 7L ZADFMICOVTIE. XROEBERZBEBL TV,
CICTIOERLFT "ZR—LAR—IABTOR) a—LOHE | F—LAR—IABDOR) 2a—LT7 It %
Hul 925, E81% THelloy EAALET"

cDTEECELIETVW "Ry R TV TTVY,

Astra Trident = E5¢8

Astra Trident |&. Astra Trident O/N7 #—<Y >V XA ZERT B -HICFERTE 3 —ED Prometheus 18121 >
RARAY REBHLED,

Astra Trident DR T 2EEXFERT D . RO EHFREICAED X7,
* Astra Trident DB M C REZX FRIFNIBHMINL - AEE. BEEEDICNYIIV REBETESHY
SHEFARZZENTEET,

c NYIITY ROERRRDOBEREZFANT,. NV IIVRTFOES I Z oI INTWVWARRY 12— LD
MEINTWEIANR—IALBEEREALET,

*MERRBENY IV RICTOEY 3 Z VIR a—LDEDRY v EY T2 #FLE T,

* NTA—T 2V REEYT B, Astra Trident XN v I TV REBELTUIEZRITTRIDICENLS SLVDOE
RO BHZFARNBZ N TEFET,
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@ T 7 #)L b TlE. TridentDIBEIE X —4y F7R— F TRBATINTWE Y 8001 T /metrics T
YRIRAY b TNSDIEREIE. Trident D1 VA M= ILEICT 7 4L M T*BRICHED £,

BERHD
* Astra Trident B'f > X k—JL & 7= Kubernetes 7 5 XA X

* Prometheus 1 > XX >R, Childa THBBEDHS "7 FH STz Prometheus IREE" £ 713,
Prometheus Z ¥ LTERITIBeHTEEXT ""A 707 TV —23>00%

FIE1 : Prometheus ¥—4 v FEE&KRT D

Prometheus #—#%"w b E&H L TIEIEEZINE L. Astra Trident " EIET B3NV I IV R, BT BRI 12—
LBREDERTIIFITZIHNENHD T, TN "7 04" Prometheus & Grafana % Astra Trident & & H I
AL TEEZRETRHEICOVWTHAL XY, 7O Tld. Kubernetes 7 S XAXTHARL—ZE LT
Prometheus #3179 3 HE L. Astra Trident D X k1) w2 #EW8 9 % ServiceMonitor Z{ER 3 3 AiEICD
WTEHBAL TWE 7,

F|iE 2 : Prometheus ServiceMonitor Z{Ef L £ 9

TridentDIEEZFIFHT 31213, = EEMH T B Prometheus ServiceMonitorZ {Ef T A HENH D £ 3 trident-
csi H—EZXE LV W XY metrics R— b & ServiceMonitor DY > FI)LIZRD LS ICHED £9,

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics

interval: 15s

Z MServiceMonitorE&Eld. 'SR NIX M) wIEZEBLET trident-csi —EX &l ZHITIEL
F9 metrics U—EXDIVRIRA Y b ZDFER. Prometheus | Astra Trident DIEIZEHIBEE T S L ST
BRESINE LT

Astra Tridenth' 5 E#EES T E 2381ZICINX T, kubeletidZ < DIEIZEE NB L TWE T kubelet volume *
MEDIIZET Y KR > b EER L12381Z. Kubelet Tld. HEHRINTWVBZHR) 2 —LAICET 31ER. LU
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Ry Re, ehDIREY 2 2DOMORTBUEZHERTEE T, 2BRLTKRLTVW'TEL5Z BTV,

27w 73 . PrompQL Z{EH L T Trident I512ZR=27 3
PrompQL (. BRI T —RXIERT— 2RI EERTBADISELTVWET,

RIC. PrompQL 7T —DOWL DO ERLET,

Trident DEE 4B %= S

* Astra Trident 55 ® HTTP 2XX & DE&

(sum (trident rest ops seconds total count{status code=~"2.."} OR on()
vector (0)) / sum (trident rest ops seconds total count)) * 100

* Astra Trident "5 DX F—4 X 1— RIZ& D REST [5BDEE

(sum (trident rest ops seconds total count) by (status code) / scalar
(sum (trident rest ops seconds total count))) * 100

* Astra Trident |C & > TETINIALIBOFHEEERE (S U)

sum by (operation)
(trident operation duration milliseconds sum{success="true"}) / sum by

(operation)
(trident operation duration milliseconds_ count{success="true"})

Astra Trident DfFERKRICEAT 2188z AF
* EGREY 1 X

trident volume allocated bytes/trident volume count
CENYIIVRICE>TFOEY aZ v I SNt R a—LBE

sum (trident volume allocated bytes) by (backend uuid)

B2 DR 2~ LOERBRRERET 3
(D chiz. kubelet EELIES NIBRICOBEMI D 7,

* BRY 2—LOFEREHAR—IDEEG
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kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100

Astra Trident AutoSupport OFtH:8|7 — %

T 7 #J)L b TlE. Astra Trident (& Prometheus 1812 EA/N\v I T RigEREBHEEMNICR Y K7 v 7IC
EELET,

* Astra Tridenth* 5 PrometheusiSiZEAR/N Y IV TV RIEERHAI Ry b7 v FICERETNHEVWELESICTBIC
&, ZELEY --silence-autosupport Astra TridentD -1 > X b —ILRIC T T T ZFT 3o

Tridenth 5%y b7y FHR— MOV TFTOJZF VY TIVRTEEIT D EHTEXT tridentetl
send autosupport. AstraTridentZ b A—LTOJ%Z7 v 7O—RIIHNELRHD £, O &K
E92H1IC. Ry b7y TDICEAET ZRENDH D £ 9 https://www.netapp.com/company/legal/privacy-
policy/["FZ 4 N> —R1) > —"A,

*BELAWVWE., Astra Trident [3B%E 24 B S O ZBEL £ 9,

* OJ DFRFHAMIF. TIEETE XTI --since 777, il | tridentctl send autosupport
--since=1ho CDIFEWIF. ZENL TNES LIVEEFEETNET trident-autosupport Tridenth'Astra
—EICA VA M=ILENE AV TF, AT FHFAAXA—=JE. THIGTE £9 "Trident AutoSupport DEE",

* Trident AutoSupport (&, BABER (PlIl) PEANBHREZIEX/IFEELEFH A TridentaA> T4 X—
CHARICIFERINGWVWAMITE LT 'EULA" WET, T—2DEFxa)Ta CEHICHTI Ry TV
DDA DWVWTELLIEZ. TBE5ECE "CEL6Z BTV IETL,

Astra Trident ' 5EEINBZIRIO—ROFIEXRICTLET,

items:
- backendUUID: ff3852el-18a5-4df4-b2d3-£59£829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online

online: true

* AutoSupport X vt —JE. v k7w 7D AutoSupport TV RAR > MIEEINEFT, IVTFHA X
—VORMNICTZAR=— LA NI ZFERALTVWAGEIE. ZHFEHATEXY --image-registry 77
7o

*AVAM=I)ILYAML 7 7ML ZER L TCFOFY URLZR/ETRCEHTEZXT, k. 2EFHLT
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FITTEFZXTY tridentctl install --generate-custom-yaml YAMLZ 71 I)LZ{EE L. %ZENN

LE9 --proxy-url OF|# trident-autosupport ICAVTFTHHD £T trident-
deployment.yamlo

Astra Trident D312 % #E3h1t,

XY IDLR—EENBVELSICTBICIE. ZFERALTHRILYAMLZER T 2HEDRDHD £T

--generate-custom-yaml 7 77 Z T THREL. ZHIFRL XS -—-metrics ICFTIHUPHLTHASD
727 “trident-main" A7 F !

152



ZFEICET 3B

Copyright © 2025 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIBEMEICEK > TR
EEINTVWET, EFREFMEEOEAICK 2FFIAFED HIHEZIRE. BRER. EFEEA. SLUEER
B, BHREE. T—THE EFREI X T LANDHEMAAZ STHEMIEAEL L. WHRBERE LUHEIC
LBEHBBILFT,

Y b7y TDERYHSIRELIY 7 U T7IE. RICRIERAFHERES FURBREOHRERD &
ERS

COVITRUT7IE Xy b7y FICE&oT MBRROFTF RESNATVE T, *v b7 v FIZATHERER
A X3E@MES LOREBNICN T 2 EEMEORTRNRIEZ S 2 CNURESNBVVLDRBEETR
NBRFRIEDITVEEA. R b7 v 7id. ABRILIIABY —EXOFEE. EBFEE. 7 —XEXR. FIRE
K. EHFFPHzEH. DOINURESNGL. SOV I MT T T7DERICEDE LT IRNTOEENEE.
BENIEE. BRVIEE. KRS, BEEE. KANBEZEOREICH L T, HROFEEDEREMENEN S
NTWcE LTH, TOEEER. RULE T35EH. ZHNOBE. BEREE. FETR BRFLIZEST
BWEEZE0) IChH 5T —TI0oEEZEVEEA,

XY R Ty TiE. CTICEHEHINTULERIRTOERICNTI2EEZMER. FELITSENEZRBLED,
FZY R TPy FICEBZERHNLBEBCLZEENDHZHEZRT. CICRBEITNTLVBRBDERICEDEL
BPEESLUVEHICH LT, my b7y TIdEEEEVEFEA. CORRBOERFIZEBAIRX. v b7y
DYSEFHE. BOIEME. FT-I3MORKNFRABIEICE DK StV ADHErIZABEINEE A,

CORZaTILCEEHINTUVBRERIE. 1 DU LEDOXKERE. ZOMOEORFF. BLUOEBROFEFICK
STHREINTWVWIEELHD £,

MEFOFIRICOWVWT | BAFIC K A, EH. FxRld. DFARS 252.227-7013 (2014%28) &KL UFAR
5252.227-19 (20074E12H) DRIights in Technical Data -Noncommercial ltems (17 —% - JEFEARE ICES
T BEEF) FED(b)3)E. ICHESNIHFIRMNMBERAINE T,

AEIIEFNZT—RIIBAERS LV £IFEBEY—EX (FAR2101DERICEDL) ICBERL. T—
R DFFEMEIINetApp, InclCHD F£F, AZNICEIIREINZ IRTORY b Ty TOEMT—2E LV
AYEa—&2YI7boz7id. BEENTHD. WEOATHEINLDDTY ., KEBMFIEERT—2ICH
L. FHEHDIOBES LIV TS AR T, 2HREXNRE T3 E L ARBEDFHIRT S EREES
L. KT =2 OREORIE 22 - o KEBAFZOICEZEL. YW OEMIT L T3H8ICOAERT -2 % E
BTEXY, ALDIBEZRET. NetApp, INcC.OEMEICLBZHFAIZER/ICEDI B, KTF—2%=FEA. B
T BnEy. BT BIEHD. EEFRIIBRIZZCIITEEFHA. EFRAEICHD D KEBAAD T —XERME
ICDWTId. DFARS 252.227-7015(b)3& (20144%F28) TEDH SN MEFDAHNEBHSNE T,

EIRICE T 5 15%k

NetApp. NetApp® O I\ http://www.netapp.com/TMIZEEEH SN TULB Y —2I&. NetApp, Inc.DFEIETY, £
DDEHHEERLIE. ENEFAEITIEHOBIZTHIHENHD FT,

153


http://www.netapp.com/TM

	Astra Trident を使用 : Astra Trident
	目次
	Astra Trident を使用
	ワーカーノードを準備します
	適切なツールを選択する
	ノードサービスの検出
	NFS ボリューム
	iSCSI ボリューム

	バックエンドを設定
	Azure NetApp Files の特長
	Google Cloudバックエンド用にCloud Volumes Service を設定します
	NetApp HCI または SolidFire バックエンドを設定します
	バックエンドに ONTAP SAN ドライバを設定します
	ONTAP NASバックエンドを設定します
	NetApp ONTAP 対応の Amazon FSX

	kubectl を使用してバックエンドを作成します
	TridentBackendConfig
	手順の概要
	手順 1 ： Kubernetes Secret を作成します
	手順2：を作成します TridentBackendConfig CR
	手順3：のステータスを確認します TridentBackendConfig CR
	（オプション）手順 4 ：詳細を確認します

	kubectl を使用してバックエンド管理を実行します
	バックエンドを削除します
	既存のバックエンドを表示します
	バックエンドを更新します

	tridentctl を使用してバックエンド管理を実行します
	バックエンドを作成します
	バックエンドを削除します
	既存のバックエンドを表示します
	バックエンドを更新します
	バックエンドを使用するストレージクラスを特定します

	バックエンド管理オプション間を移動します
	管理 tridentctl を使用してバックエンドを TridentBackendConfig
	管理 TridentBackendConfig を使用してバックエンドを tridentctl

	ストレージクラスを管理する
	ストレージクラスを設計する
	ストレージクラスを作成する。
	ストレージクラスを削除する
	既存のストレージクラスを表示します
	デフォルトのストレージクラスを設定する
	ストレージクラスのバックエンドを特定します

	ボリューム操作を実行する
	CSI トポロジを使用します
	スナップショットを操作します
	ボリュームを展開します
	ボリュームをインポート

	ネームスペース間でNFSボリュームを共有します
	の機能
	クイックスタート
	ソースネームスペースとデスティネーションネームスペースを設定します
	共有ボリュームを削除
	使用 tridentctl get 下位のボリュームを照会する
	制限
	を参照してください。

	Astra Trident を監視
	手順 1 ： Prometheus ターゲットを定義する
	手順 2 ： Prometheus ServiceMonitor を作成します
	ステップ 3 ： PrompQL を使用して Trident 指標を照会する
	Astra Trident AutoSupport の計測データ
	Astra Trident の指標を無効化



