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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}] {"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname":"nodel", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node2", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-

eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amde64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi_svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}
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version:
storageDriverName:
backendName:
managementLIF:

1

172.16.23

svm: nfs svm

username:

admin

password: password

supportedTopologies:

topology. kubernetes.io

topology. kubernetes.io
topology.kubernetes.io

topology. kubernetes.io

storage:
- labels:

CDHITIE. ZFEELTWVWET region BLU zone FRNIIIEA ML= F=ILDBAAERLE T,
topology.kubernetes.io/region & U topology.kubernetes.io/zone XA ML —F—LDER
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workload: production
region: Iowa-DC
Iowa-DC-A
supportedTopologies:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
region: Iowa-DC
Iowa-DC-B
supportedTopologies:

zone:

- topology.kubernetes.
topology.kubernetes.

ROFZEBBL TSIV,

ontap-nas
nas-backend-us-centrall

8.5

/region: us-centrall

/zone: us-centrall-a
/region: us-centrall
/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

L+E2dDStorageClassFEF&E T+ volumeBindingMode MICEREINE T WaitForFirstConsumero
StorageClass TEXRIN/ PVC &, Ry RTERINZ I TUEINEEA. LU
allowedTopologies TRV -2 =3 ZRMELET, o netapp-san-us-eastl
StorageClasshICPVCZ{ER L £ 9 san-backend-us-eastl E CEELINYII VR,

27vF3 . PVC ZER L THERTS
StorageClass Z{ER L TNV I TV RICYwvE>Y T T3, PVC ZIERTE AL DICHBD F LT

5|7z 288 spec TF5C -

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z MpodSpecic & D, Kubernetesid. IC$H3 ./ —RICPODERXT P a—ILd35ELSICEREINET us-
eastl U= a3 %FERL. ICHBIEERED/ —RHS5FERL £F9 us-eastl-a £7ld us-eastl-b VY —
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem
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FIE1 : Z{ERL L £ 9 VolumeSnapshotClass

ROFL. R 2—LSnapshoty S XA EER L £,

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

o driver Astra TridentDCSIK S A N%ZHR1 > FLEJ, deletionPolicy . TY Delete £7ld
Retaino ICEXET DL Retain ZHEHETRE. A ML—C0SXXOBEB B 2YIESnapshoth. DIFE
THHRIFSINET "VolumeSnapshot A7V ¥ hHHEIBRES T

FHRIC DWW T, link : /trident-reference/objects.htmi#Kubernetes -volumesnapshotclass-objects %= &8 L T
{72 W\ [VolumeSnapshotClass]s

Flg2 :BEFOPVC DRFYy T3y b =ERRLET
Ric. BEOPVCORF v Ty ay haERTZHERLED,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

COBITIE. CWSHEBIDPVCICH L TRy I3y bHAMERRINE T pvcl SnapshotDZFEIIEICEKTE &
NE9 pvcl-snapo

kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created
kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s

CNTHERREINE L7 volumeSnapshot 77217 b 7R 2 —LSnapshotlEPVCICEITE D |CRE



5N TWE T VolumeSnapshotContent RED X Fv oy haZRIAF T K

Z#B TEF £9 VvolumeSnapshotContent DA TP ¥ b+ pvecl-snap h'J 2 —LSnapshot, R 22—
LSnapshotDFFiliz E& L £ 95

kubectl describe volumesnapshots pvcl-snap
Name: pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8al0ca-9826-11e9-9807-525400£3£f660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

o Snapshot Content Name ZDSnapshotZz {9 % VolumeSnapshotContentd 72 T FE4EL £
o o Ready To Use /NTX—H&I|&. Snapshotz AL THLUWVWPVCZERTETE &R LF T,

FJE 3 : 7R1) 12— L Snapshot *'5> PVC Z{ER L £
JRIC. Snapshotz{FHE L CPVC%EER S 3l RL £ 9,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

dataSource IZ. EWSHFIDAR) 12— LSnapshotz#H L TPVCZER T AMENH S & ZmLFxT
pvcl-snap 7—HXDY—R¥E L To COIOAXY Y RZRITT S L. Astra Trident H* Snapshot H*5 PVC = 1E
RT3 EDICHETRLET. ERNINI-PVC IE. Ry FICEHKL T, 1D PVC LERICERATE XY,

23y Ty 2y MOBEERIT SN TN SHKER Y 1 — LEHIRT 3 . S5 Trident K J
() 2—L7 THIRRREE) ICEHSNET, Astra Trident KU 2— LEHIRY BICid. KU 1— L
@ Snapshot ZHIFR T 2HEHHD X7,

A a—LSnapshotdY FO—S%EA T3

KubernetesT4 A R Ea2a—> 3 VICRFy o3y b2 FO—FECRDAEENTUVARWVGEIE. XD
FOICEBATEXY,

FlE
1. 7R 2 — LD Snapshot{ERL
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 BROR—LAR=RICRFTy Ty ba>brO—S%FEKLET. UTO YAMLYZ7 T X b EiRE
LCHRIEBMEZELE T,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

BE&E) >0
* "/R1) 2 — L\ Snapshot"
* "/R1) 2 —LSnapshoty 5 X"

R)a—LZzERRALEXT

Astra Trident IC& D, Kubernetes 1—HIZERRICAR) 2 —LEILETETEFT, T Tlk. iSCSIAKU a—
LE NFS R 2 — LOIERICHELRREICDOVWTEHALE T,

iSCSI R a—LZRALET

CSI 7OE 3> #{EAL T, iSCSI Persistent Volume (PV) %#ILEETE X9,

@ iISCSIZR ) 2 —L¥5RIF. THER—FINET ontap-san. ontap-san-economy.
solidfire-san R Z/V&ICIZKubernetes 1.16LENNRETY,

W=
iISCSI PV DILERICIE. ROFIEMEENE T
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* StorageClassE&EZREL TEZHREL £J allowvolumeExpansion 74 —JLRHOSICBEILET

trueo

*PVCEZEZXREL T2 EHLEJ spec.resources.requests.storage FITCICHRBE R T4 X%
KRR BICIE. TTDH A XEDBKRELLTIHNENRHD T,

cHAXEZETBICIE. PVERY RICIESTINELNHD £, iSCSIPVOH 1 IZEICIF. KD 2
D2DIFI)ALRHD £,
° PV ARy RICEHEINTULWBIES. AstraTrident 3R L= NI ITY ROKRY 2 — L%xLER
L TNARXEBIXX vy L. 770N RATLOYAX%ZZEELE T,

o KBGO PV DHAXZZTBELLS>ETBE. AstraTrident BARL—S NI TV ROR) 2 — L4
ZIERLET, PVCHRY RICNAI VY RENB L. Trdent (3T N1XEBXFXvy> L. 7701
ATLDY A AZZELET, BFRBRENERICET I3 . Kubernetes (& PVC 1 X EFHL £
XS

RDOBNE. iSCSIPVS DEHEAZRLTVET,

FIE1 R a—LDIEREYR— b ITBLIICA ML= ISR ZRET S

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BEOINL—C05205E1F. RELTZEMLET allowvolumeExpansion /N T X—4&

FIE 2 : ERL L 7z StorageClass #fFH L T PVC Z{ERL £

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san
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Astra Trident A%, K&RIRY) 2—L (PV) ZERL. COxKEEMNARY 2—LER (PVC) ICEEMITE
S

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FlIE3 : PVC 2t 2Ry RZERLFT
COBITIE. ZEET IRy RABMERINE T san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

AT7v T4 PVEEBELET
1GIH'52GICTER S NIPVOH A X%#ZEET3I1C1F. PVCOERZREL CEEHLET

spec.resources.requests.storage 2GiN,
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FIES : ILRZRAET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X %R T ST, ILEHNELLEELTLERIHLESHE
MEETEET,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

NFS R 2 —LZEIFRLET

Astra Tridentid. T7AES 3 =>4 LIENFSPVSDR 2 —LYEEZHR— L TWET ontap-nas.
ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs P XU ‘azure-netapp-files /\w I T
N

FIE1 R a—LDIEREYR— b ITBLIICAML—P IS5 Z2RET S

NFSPVDH A XZZET3ICIE. BIEEIEFET. ZREL TR 2 —LZILEKRTESZLSICAMNL—D0F
AT DIVENHD £J allowvolumeExpansion 74 —JLRDSICEEIL X T true !

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

CDATaVEEBEETICA ML 20 SR Z2ERBEADZEIF. ZFEAL TBRGFOR N -0 5 X %Z1R
93717 TY kubectl edit storageclass A a—LAZILBRTETELIICT DD,
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FIE 2 : ERL L 7= StorageClass #fFH L T PVC ZERL £ 9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident A%, Z® PVC Xt LT 20MiB @ NFS PV Z{EfK T AHRELH D £,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

25w 3 . PVERBELET
L <1ERE L 7220MIBOPVDH 1 X% 1GIBICEE T B ICld. FOPVCEREL TZRELET

spec.resources.requests.storage 1 GBICEKE T D5%5E .
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FlE 4 : ILRZREET B

PVC. PV. AstraTrident O7R) 2a—LDHY A X%ZHRT BT, YA XZEHNELLERELTULEIHYE
SHERETETXT,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R)a—LxAVHR—F

ZEALT. BEOR L —URY a—L%Kubernetes PVE L TA Y R— R TEFE T tridentetl

importe

R)a—LAYVR—b2YR—FrFTBFZTAN

RDOKRIF. R 2a—LDAVR—bZEYR—FTEIRIANE, ENOOT Vv FIL—RPEATHhIZU Y —
AZRLTWVWET,

RZA4N 1)1)—2,
ontap-nas 19.04
ontap-nas-flexgroup 19.04
solidfire-san 19.04
azure-netapp-files 19.04
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NS OA J1)—2,
gep-cvs 19.04

ontap-san 19.04

R a—LZzA2R—- b3 3ER
Trident IZR) 2 — L% Y R—FFB2—RT—REVW< DB EF,

7)== 3 T HELEBEOT -2ty FOBFIA
CITIXIIINTIVT—=2avEOT—R2ty bOoO—>%FERY 3
* EEHFE LT Kubernetes 7 5 X X DEEE
CTAHFRRVANVEI T IV r—23>7—2%#%179 5

A UR=—MIEDEDICHEEL XTI DY

Persistent Volume Claim (PVC ; ik#tR ) 2 —LEK) 770, R a—LA Y R—b7OEXT
PVC Z1ER T 2 -®ICERAINE T, DA eH. ROFICTT L SIS, PVC 7 71 J)LICIE name .
namespace . accessModes . # & U storageClassName 7« —/LRAEFENTVLIHELRH D 9,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

o tridentctl V3472 BIFEOR ML —IRYa—LZAVR—93DICERTINF
Yo Trident (F. R 2—LDAEZT—RZFRFEL. PVC & PV ZER T B LT, RUa—LZAVR—F
LET,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-file>

A=K a—LEAVR—FTBICIE. AU a—LHEENTLS Astra Trident /Ny I T2 ROEHI
e A=Y LR a—L%=—EICHB) 9 2%8] (ONTAP FlexVol . Element Volume. CVS 7R 21—
LINZARE) ZIBELEFT, ARL—=URU a—AF 5GAHED /1 EFAAFT I IZHFAL. fBESNT
Astra Trident N\W I IV RS TV ERATEZREBELRHBD T, o -f string5 | BUSHBET. YAMLE /-
[FJSONPVCT7 71 IADNIAEIEELFE T,

Astra Trident 1 V7 R— bR 2 —LEBREZET D . BEOR) a—LY A IHRESN. PVC THRE
INEFd, AFL—=URTIANICEDTRY a—LHMYVR—bENB . PV Id ClaimRef Z{ERA L T PVC
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ICEERSNE T, BRAR) D —IE. ROICICICICRESNTWET retain PVICH D £, Kubernetes H'
PVC PV EZIEEICNAVRTBE. BRRARIS—DIA ML= XOBRAR) O —IC&HOETEH
TNET, AML—2 O S ROBRIRARY) S —HDI5HE ‘delete’ ICT 3 . PVAHIBRENZ X ML —U R
a—LHHIBREINE T,

EERALTHRY 2a—LHA VR—FENBIBE -—no-manage 5|8 & LT, Tridentid# 7z o D517
HAU)LICB L TPVCEZIFPVICXT T 2 BMDIREZRITL FH Ao TridentiEDPVARY FEPVCARY
TEET B/ -—no-manage 77U ko PVZHIBRLTHRX ML —=UHR) a—AIFHIBREINEEA. R
a—L0oO—2HA AZEREDMOUIBHERINE T, COFATF>avid. AvTFHEEn=T—
20— R Kubernetes =AY 5H. Kubernetes UN TR L =R a—LDSA 71 VIIN%ZEEIET
B5aICENTY,

PVC EPVICT/T—2aryhEmengZkd, cO7/T—>avid RUa—LHRAVR—rENiZ
E. BXUPVC L PYVHEBEINTVWE 2RI —EDOBRMZRLET, COT7/T—Yav3EERX
TeIFRIBR L BWVWT 7280,

Trident 19.07 LAFETIE. PVS ORI 7 71 IILEIEL. R a—LEAVR—FD—ERELTIYTIVMLE
o UFID/N—2 3 D Astra Trident ZfERB L TWE 1 VAR— FDIFE. T—XNRICAEBIFEFEELRVE
D, R a—LEITYRTEZHNESHD R a—LA VYV R—FTRIECNEFEFA ANL—=J0 S5 IDIE
LLABRWEERYE., R a—LDAYR— N TIZADNRELEBEIE. PVOBIARI S —%ZICEETSC
ETUANITEET retain® 2 ') w2 LTPVCEPVZHIER L. volume importAY > RZBRITLE T,

ontap-nas $& U ontap-nas-flexgroup 1 Vh— bk

HEAL TYER L 7=&7R 1) 2— L ontap-nas driveridONTAP 2 5 X X EDFlexVol T9, % fEF L TFlexVol
A YR—bF9d3 ontap-nas RTANBREILKSICENMEL £T. ONTAP 5 X ZIZ$ TICIFTET S FlexVol
I, ELTAYR—FTEZXYT ontap-nas PVC, [E#RIC. FlexGroup R a—LlFE LTA Y R—bTEF
9 ontap-nas-flexgroup PVC

Trident B >7R— 92 ONTAP O3+ FIZ RW THRIREHLHD £T, DP X1 FTDHR 2
@ — L& SnapMirror 7 A7 4 %—> 3 >R 2a—LTY, Trident (R a—LZ%ZAVR—rT
BHEIC. S T—BRZERRTIHNENHD T,

@ o ontap-nas RZ4/\Tqtreez 1 VY R— bBELXVEETEAL, o ontap-nas BKUY
ontap-nas-flexgroup RZA/NTHR) 2a—LBZODEEINFATNTVEE A

ez CWSEFIDRY 2—L%ZA 2V R—FLET managed volume EWSHBID/NY I IV RT
‘ontap_nas Tl&. ROOAY Y REFEHRALET,
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tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

i e ks fememe===s R e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | cba6f6ad-b052-423b-80d4-8fb491ald4a22 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

EWSEBIDRY) 2a—L%ZA > R—bFLZFXY unmanaged volume (L ontap nas backend) Z{FERAL X
9o TridentiFEEL B A, ROIAYY RZFERALET,

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-file>
--no-manage

o fomm - fom -
fomm o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom e
fomm e e fomm fomm +
| pve-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491ald4a22 | online | false |

o fo—m fom -
fomm - o fomm - tomm - +

#{ERAY 333 E --no-manage Tridentld. R 2 —LDEZFEZELT=D. R)a—LHRIT> EhizH
ESHEKREELTED TR IEHD EFHA R a—LDBFHTIYTY RINTULARWGE. RJa—LTY
R— FLEBIZRBL £,

UnixPermissions A XX LDR) 2 —L%EAVR—bTREVWSBEEFEONTMMEIESNEL
7=o PVC E&E F71E/VN v U T REERIC unixPermissions Z15E L. HEICIS L T Astra
Trident ICAR) 2 —L%EZAVR—bFFBLSICIBTRTEET,

ontap-san 1 V7Rh— bk

Astra Trident [&. 1 D@ LUN Z& T ONTAPSAN FlexVol Z1 Y R— 932 8HTEXT, CNIFEEL
T ontap-san RZ1/\s FlexVol HDEPVCEHE L ULUNICFlexVol Z1ERL £9, ZFERATETET
tridentctl import IDBZHLERKICATY FZERITLET,

c DE&EIEEHET ontap-san NV I IR .
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c A VR— NI BHNEHLDH S FlexVol DE&FIZIEEL X T, D FlexVol ICIE. 1 VKR— FHRER LUN A
1 DLHAEENTUVAEWVNI EISFELTLIETL,

c X EDBICEARATINENHZPVCEEDNAEIBELEYT -t 7575,
*PVC #EBEITSH. BEMNRMNMITEIDEZERLET, 774/ LTI, Trident IC&k T PVC HEE

TN, NvIIYRODFlexVol £ LUN O&RINEEINE T, BENRADAR) 2 —LE LTA VR—
g BIClE. ZEL XY --no-manage 7357,

BIEWRND%E A VR— T 3BE ontap-san ") 2—L4  FlexVol ROLUNDZHIDNZ A o
(@ TLBCrERBLET luno X BHOT =S I—2EETigouplc Yy EY T IATL
%, Trident MEIEWRD A > R— MW L TEBNICWUEL FT,

JRIZ. Astra Trident B FlexVol -1 >7R— b L. PVC EZICEHEIT F 9, Astra Tridentid. FlexVol D% a1
BHICEBEL F T pve-<uuid> L UFlexVol HDLUNZ D SICT #—< v FLE T 1unoo

BHEDT 07 1 TREHPRNK 3= LB A VR~ hTHC L ERBLET, TH71TIC
© ERINTLBRY2—LES VR FTEBAE BNICRUa—LESO—Z2TLTH
54 K- bERFLET.

7
A1 >R—bkLZXT ontap-san-managed IC%H dFlexVol ontap san default NV I IV RTZETLZF
9 tridentctl import Y RDFELR :

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fm======= R
fomm - o - fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fomm -
fressmm=a==s B i ettt e e i+
| pvc-déteedf54-4e40-4454-92fd-d00£fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
fosssssmssss s s s s s oo s sss s osss e fosssesssemaea==
fem======== femessessssssssssssssssesessossssssasas fmm====== fememe==== +

ONTAP 7R a—LDRA THRW TH3Z &H Astra Trident T V7 R— b ININELRHD
() %9, DP &1 FOK Y 12— LiE SnapMirror ¥ A7« R— 3 VKU 2—LTF, KUa—L
% Astra Trident IC1 > R— b3 2HIIC. S T—BBREHERITIVNELAHD XTI,

element 1 V7R— bk
Trident Z{#H L T. NetApp Element ¥V 7 b = 77 / NetApp HCI 7R 22— s % Kubernetes 77 5 X 221 >~

R—bFTEXT, BEIZISLC T, Astra Trident/N\v I T RD%RI. R a—LYPVCT 71 IILO—ED%H]
D5 LTIEELEXY tridentectl import AV RZEEITLET
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tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=ssss=s=ssscsessssssssosossssssss==ssa=s femem==== R e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssss s e se s s oses oo sssssss s s e e e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Element RS A /N\TIZR) 2a—LBDEEHLN Y R—rINFT, R a—LAHNEELTLS

@ 25, Trident DR a—LAYVR— b TOVRTIS—%RLET, EEFEE LT, K2
—L%ZEoO—=VFJ L. —BOR) a—LBAFIRELE T, XIZ. 7O0—VAR)a—LEAY
RK—rLET,

gcp-cvs 1 V7R —k

GCP ® NetApp Cloud Volumes Service B S{ER S NFch ) 2a—L%x A VR— T 3IC1E. &
FICIFBS AR 2—LNRATRY) 2a—LERHELEX T,

ZAVR—MLET gep-cvs NI IV RDAR) 2a—LOAFIETY gepevs YEppr ZIEE L £ “adroit-
jolly-swift Tld. XDAYY REFERLET,

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommemmmrmsmerrrrrrrrrre s re e ee e em o fommmmom= Fommemmcemeoeo=s
Fommmmmmm== ettt fommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsesseseses s s s s e it fommmmmmemsmem=
Fommmomomme Fommomemeressrsreemenessosoeseeoomomoms Fomommmme e e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmmmsmoosormrrereemememenemeoememmm o Fommomome Fommmmmmemoomoos
Fommmmmmmos FosmsmsmsrorsrsrossoosososEsEeneses oo o Fommmmmos Fosmmmmmes +

R)a—LNRE. [ OHEDR) 2a—LDIYAR—ENADERTY, Iz ziE. ITIX
@ R=ENZADDBERETY 10.0.0.1: /adroit-jolly-swift. R 2 —LD/NRIEXTY
adroit-jolly-swifte
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azure-netapp-files 1 Y7h—k
A VR—KMLZET azure-netapp-files NI IV RDAR) 2 —LDEZHIXTY
azurenetappfiles 40517 ZI8EL £ ‘importvol1’ ZERAL T, XOIOTX Y FZEETLET,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommmmmmrmererrrrrrrrr e e e e e Fommmmomos e e
Fommmmmmm== e mes e s s es s s s ss s Pommmmm== P +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmememsmsseseses s s e e o= o=
Fommmmmmm== et Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

e atet e Fomcmmemememonos
Fommmmmomo= B e Fommeomoe oo +

@ ANF R 2a—LDAR) a—LINRIE. | DHEDITY ENRACHDET, IEXIE XU >
ENZADDIZERETY 10.0.0.2: /importvoll, R a2—LD/NAIETT importvolls
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