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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate
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R a—Lld. NFSHEBRISCSILUN REDNYIIVRIVRIVRIVRAKRSY FTHERINS. 7O
B3> OBKEAMNTY, KubernetesTld. TNHIFICEZENIGL £9 PersistentVolumes, AU a
—LEERTREEIE. TR a—LICARNL—=205 ARG ENTVWARZEZRERLES, CDY S XIS
EoT. Ra—L%=7OES 3=V TERGFRETA IADRED X,

@ Kubernetes Tid. CN5DA TS 7 FHABIFMICEEINE T, Trdent A 7O 3=
JLIEHbDERRTEED,

REE(T T S5 M7= Snapshot H'dp 3 PV ZHIFRY % & XfIHd S Trident 78 1) 2 —LH' * Deleting *
REEICEH SN E T, Trident K 21— LEHIRT 5I101d. K1 2~ L0 Snapshot £ IR Y %
RELHD £T,

R a—LEKIF. 7OEDaZYIENR) a—LICBELRTONT A ZEERZLE T,

14


https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html
https://docs.netapp.com/ja-jp/trident-2301/trident-use/backends.html

B%
N—=23ay

2L

AL—=YU35X

H1 X

JOk3lL

1oR—=2%

cloneSourceVolume DE

1R Ty

splitOnClone

Snapshot 7R 1) & —

Snapshot U #'—7

IYVZRR—bRID—

snapshotDirectory D&

unixPermissions

JOv o1 =X

T7A1IN AT LA

ZASILET
XF5]

XF5

X5

X5

XF7]

XF7]

XF7]

XF7]

XF7]

XF7]

XF7]

7T —IL&E

XF7]

XF7]

X5

WA
LWLz

(=W

(=AM

(=AM

LWz

LWz

(AIny-¢

LWz

LWz

LWz

LWz

LWz

LWz

LWLz

(AIAY-4

GG

Trident APl D/N—2 3 >
(F17)

TR T 2R 21— LD%
Al

R)a—LDo7OED 3
ZVURICERI SR b
L—203 2R

7OoEYaz=yvI9 3R
Ja—LDHAX (NA
= i)

AT 7O0LIILOFRE
B Tfiley £ T
block |

Trident &R L 7. X b
L= RFLEDAT
JIU hDO&HEI

ONTAP (NAS. SAN
) & SolidFire-* : 70—
VITEDRY 12— LDO&H]

ONTAP (NAS. SAN
) oO—>E#EHISR
Uy brLET

ONTAP-* :{EHT 3
Snapshot 7R 1) & —

ONTAP -* : Snapshot F3
ICDHF—=TEINTWVBHR
)a—LDEE
ONTAP-NAS* : EFH 9 3
ITURKR—FRUS—

ONTAP-NAS*
Snapshot 7« L7 L UA
RRTNTVBRHESH

ONTAP-NAS* : &=#1D
UNIX 1EBR

SolidFire-* : 7Oy 7 |
vI2—-—H1X

T7AINI AT LDRA
7

Tridenth' 4 pY internalName R 2 —L%ZENT 3555, CDBKIZ2 DORXT Y T THERINE T, &V
IS AML=STL 74w IR (TIANMDTLT 4w I R) ZHRBEICEBMLUET trident £7IENY T
IYREEADTIL 74w I R) R a—LRAICEELT. EROZEIZIEEL XY <prefix>-
<volume-name>, ZND#E. LHIDTEHENTHLN. NV IIYVRTHATNTULWARVWXENEZFHRI SN
F9, ONTAP NI IV RDBE. NAT>ETIUA—RATICBEZHRZFT (RERIFICHED FT)
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<prefix> <volume-name>) ., Element N\ I IV RDIFE. 7Y A —RATIINATVICESTHEZS
nxd,

R a—LER%=FER L TCRESTAPIZERA L TR a—L%EEOED 3 =0 TE £9H. Kubernetes
RIEBTIXIFEAEDI—FHIZEEDKuUbernetesT=FHA T ZEEL TULWE T PersistentVolumeClaim
XY v RTrident X, 7OED 3 =>4 7O A0—RELT. CORYa—LAT o b= BENICIER
L9,

Trident Snapshot #7727 b

Snapshot (7R 2 —LDRA Y MV ZALOAE—T, FHILLWAR) 2a—LDTOED 3= X M7
RICHEHATE X J. KubernetesTld. TNHIFICEREFIG L £9 VolumeSnapshotContent 7 T2
ko % Snapshot ICI&. Snapshot DT —2DY —XTHBHK) a—LHEERFTFESNET,

% Snapshot 772 ¥ MMIIE. ROTANTAHEENET,

B ZANILFET WA Bz
N—=3Y XF5 =AM Trident APl DN— 3 >
(F11)

$a80 XF75 ={AW Trident Snapshot 4 7'
T hD%&H

1R —2% XF5 =qAN A=Y RTFLED
Trident Snapshot &+ 7'
T hD&H

R a—L% prasl E{AN Snapshot % ERL 9 2 7kt
BARD 2 —LDEH

A 21— LOKEL a2l E{AR AbL—=Y2 R T LICE

EFIF 5N TL S Trident
R)a—LATSTo bk
OFA

@ Kubernetes Tld. CH5DA TP o FHAEEFNICEIEINE T, TrdentA7OES3=>
JLIEbDERRTEET,

KubernetesE A L 7= ¥ & VolumeSnapshot 7 72 0 FERHAMERINS &\ Tridentid/N\wF > F X~
L—2 X7 LICSnapshotd 72 10 FZ2ER T 2 C E THBEL £9- o internalName T DSnapshotF
TS0 MDTL T4 v REHAEHDEZ L. DERSNE T snapshot- ZfERE UID D
VolumeSnapshot 7Y b (il | snapshot-e8d8a0ca-9826-11e9-9807-525400£3£660) o
volumeName $& U volumeInternalName /Ny F IR 12— LOFMZEIEL TRHAINE T,

Astra Trident ResourceQuota #7727 b

Tridentd T —E I, ZHEBL X9 system-node-critical B%EEY 5 X ! Kubernetes TlRH & VMBRE
75 RXATT, AstraTridentid. /—RODEBA> vy AT VRICR) a—LZ#NLTO)—2T v T

L. Trident®dFT I XAZRYy RHAUY —-XOBEIEVWISIXEXTEIDEWVEBLEETY)—7O0—R2 )TV
FTEBLDICLET,

FDT=HIC. Astra TridentidZ A L TWLWE § ResourceQuota TridentD 7T I X RICW TS P XF L/ —
RODFcHIL) OB,V SRA%EFBLICERAET S ATV b BAETIVERORBAEIIC. Astra
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Tridenth'Z3E L £ 9 ResourceQuota #7207 FE&EHL. BETNARVEESITERLE S,

TIAINEDIY =R —RESLVEBEISAELIDEFERICHIET I2HRELHZBSIE. ZEMTITET
custom.yaml £7/IZEFREL £9 ResourceQuota HelmF vy — hEFERT 24TV b,

RICTR T DIF'ResourceQuota’d 7' U R D Trident F Y ER %= BA T 3BT

apiVersion: <version>
kind: ResourceQuota
metadata:
name: trident-csi
labels:
app: node.csi.trident.netapp.io
spec:
scopeSelector:
matchExpressions:
- operator : In
scopeName: PriorityClass
values: ["system-node-critical"]

)Y =X« Jx—ZDFEMCOVWTIXEBIBL TL/ETL) "Kubernetes ¢ )Y — 20 4 —4",

1) —=>7vw S ResourceQuota 1 VX b—JLHKRK L1156

FNIC. ODHEICA VA R=ILDEKRRTIIHBEDHD £J ResourceQuota A7V FAMERRSNEL
foo BUNCRITLTLIESVW" 7 UM YA R—)LFTT" 2B VA M=ILLET,

SELVHRWVGEEIE. ZFHTHIBRL £9 ResourceQuota A7V TV ko

EDO 4 L E9 ResourceQuota

WBEOUY —RE DY TE=FHIEHT B5EE. Astra TridentZHIFR TZE £ 9 ResourceQuota DAY Y R&fE
BLEATS o FOHIRK :

kubectl delete quota trident-csi -n trident

tridentctl Y>> RE&A T gy

o "Trident ¥ YA L—=Z /N>R AXYRIA>A—Ta )T ZBEHLTVWET,
‘tridentct! Astra TridentICEEBEIC T VXA TE £ d, +OLMER%FD Kubernetes 1—
HiE, COoO—)LZzERLTAstraTrident 1 > X k=)L L7=D. Astra Trident R K
HNEENZR—LAR—RZEEEELIEDTEET,
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ERRRERIAR Y R T ay
EABEICOVTIE. ZFTLTLEE W tridentet]l --helps

EAAREA AT P/ O—NILA TS aVIFRODEED T,

Usage:
tridentctl [command]

(LN AN IS
* create : Astra TridentiC ) ¥V — X %381
* delete : Astra Tridenth 512 ED 1) Y — X Z IR
* get ! Astra Tridenth 512U ED VY —X%E AF
* helpfEEOIOVT Y RICEAT 3N,
* images : Tridenth B L §23 A>T A X—C =R THIR!
* import : BHFD )Y — X% Astra TridentiZ 1 > 7R—
* install : Astra Tridentz 1 > X k—)JL
* logs : Astra Tridenth* 5 0% % EIR
* send : Astra Tridenth* 5 1 ¥ — 2 % 3%X(5
* uninstall : Tridenth*5Astraz 7> > X b—Jlo
* update : Astra Tridentd )Y — X5 Z &
* upgrade : Astra Trident® )Y —X%Z7v I L —R

* version . Astra Trident®/N\—<0 3 > = EHIRI

* '-d, --debug:T/\vIHT,

* *~h, --help:®AJL tridentctlo

‘-n, --namespace string:Astra Trident®r—LIAR—IADEA,

* -0, --output string:lHi7IFEH. JSON @ 1 D |yaml|name |wide |ps (F7#JL k) o
‘-5, --server string : Astra Trident RESTA VX —T7 T4 XDT7 KL R/AR— L,

C) Trident REST 1 42— 7 T X%, 127.0.0.1 (IPv4 DIBE) F7ld [:1] (IPv6e DIFE
) DAHEDVAY L TAIEBTZESICKRETTET,

C) Trident REST « 2 —7 1 Rld. 127.0.0.1 (IPv4 DIFE) £l [:1] (IPv6 DIHFE) D
HEVAV L TUIETBLIICHKETEXT,
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create
#R{TLFT create Astra TridentiC) YV —XZEEIMTB IV R,

Usage:
tridentctl create [option]

FEHAgERA Foa>:
backend : Astra TridentlZ/\Nw 2 T K& BN

delete
ZRITTEET delete AV REMEAL T, Astra Tridenth 512U ED U Y —XZHIBRL £9,
Usage:
tridentctl delete [option]
fEFARIRERA > a >
* backend : Trident®* 512U EDRX L — Ny I T2 RZHIBR
* snapshot : Astra Tridenth* 512 L DR 1J 2 — LsSnapshot’ Bl
* storageclass : Astra Tridenth* 512U ED X ML —2 0 5 X ZHIBR
* volume : Astra Tridenth 512U LD X b L —2 R 1) 2 — LEHIBR
get
ZRITTET XY get Astra Tridenth 51 DU LD )Y — X ZEE T 37D ATV R TY,
Usage:
tridentctl get [option]
fEAugERA S>> .
* backend : Tridenth' 51 DU LD L =Ny I T Y RERE
* snapshot : Astra Tridenth 512U ED X Fv T 3w IS

* storageclass : Astra Tridenth* 51 DU ED X ML —2 0 5 X ZEUS
* volume : Astra Tridenth 51D EDR ) 2 — LZEF

volume 77% :*-h, --help:HhJa—LDANI)F; * --parentOfSubordinate string: I %
TDOY —RR) a—ALICHIBEL X9, * --subordinateOf string:Z T %R a—LDTUICHEIEL
x93,
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images

HRITTEFET images Astra Tridenthh BB T3 AT FA A= DRZHRITE1=0DT S5,

Usage:
tridentctl images [flags]

72% *-h, --help': Help for images.
* -v ,—-k8s-version string’ : KubernetesV S X2 DX > T4 v I N\—2 3,

import volume

ZRITTEFEXY import volume AV RZFEHAL T, BEFEDR 2 — L% Astra TridentlZ 1 V7 R— kL £
ER

Usage:
tridentctl import volume <backendName> <volumeName> [flags]

ITAJ7R:
volume, v
737
* '-f, --filename string: YAMLZE7zIZJSONPVCT 71 IILADI/NZ,
* °-h, --help:RUJa—LDANILT,
* “—-no-manage : PVIPVCDHZIER L T R a—LDSAT7HAVIEEBZEELBVWTLLED
Lo

install

HR{TTEFFHT install Astra TridentD 1 VR b—JLICT ST &FITE T,

Usage:
tridentctl install [flags]

737
* "——autosupport-image string :AutoSupport TL X NUDAVTFA A= (FT74ILE
I& TNetApp / Trident autosupport : 20.07.01 ) o
* "——autosupport-proxy string : AutoSupport 7L X MU %ZEXETZ7OFDT7 RLR/ER— bk,

* *——csi . CSITridentz 1> X ,—)LLZT (Kubernetes 1.13DH& % FEF L £, ey — FHAMRET
7)o

* "--enable-node-prep . / — RICBREBRNY T -4 VA M=)LLET,
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* “——generate-custom-yaml:f YA h—=I)LZ{THTICYAMLT7 71 IILZXERKRL £9,
* "-h, -—help: M YA L—=ILDOANIL,

* "—-http-request-timeout : Tridentd> FO—ZDRESTAPIDHTTPER XA LTI b= LEZTLF
T (T 72 ME1573308) o

* "--image-registry string:REFA X—JL I MUDT KL R/KR—k,

* "——k8s-timeout duration : $ARTDKubernetesfllIBD XA LTI~ (F7#J)L KE350) »
* ‘——kubelet-dir string: kubeletDHERIKED R R ~ DIFPR(T 7 # )L ~iF/varllib/kubelet )

* “—-log-format string:Astra Trident® OJ I (TF X ;. JSON|(T 7 #JL bE Ttexts )o

* "——pv string:Astra TridenthMEH T3 L A —PVOEEIZ. BFELBVWCEZHEEELEI (T 74K
[&"trident")o

* “——pvc string:Astra Tridenth’"fEH T3 L H>—PVCOLHIIZ. BELAVWC CEZRRALET(T 77
JL ki trident")o

* "—-silence-autosupport : AutoSupport /N> RILZBERICRY F 7y FICEELEBW (F7#I)IL K
I&true) o

* C—-silent: I YA M—I)LHIE IFEACDHENZEMICLET,

* “—-trident-image string:@ - VX k—JL 9 BAstra Trident® 1 X—

* "—-use-custom-yaml: setupT 4 LU M JICTFEHET ZBEDYAMLT 71 ILEEBLE Y,
* “——use-ipv6 . Astra TridentDiBIE ICIPv6 %

logs

HRITTEE T logs Astra Tridenth 5 OJ ZEIRIS 37D T Z 5,

Usage:
tridentctl logs [flags]

720
* ‘-a, --archive ! FIZIEENBRWLWHAED, IRTOOTESCHR—bT7—H1 T =ZERL £,
* “-h, -—help:AZTDAILT,

* -1, --log string : Astra Trident® OJHRRINE T, trident | auto | trident-operator | all (77 =+
JLhiE Tauto1 ) DVWINNTT,

* ‘—-node string: ./ — KRRy RFOJDUNETDKubernetes./ — K%,
* —p, —-previous:ABIOAVTFHA VARV AOOATHEET 3HEIF. TENEEELE T,
* “——sidecars:UTr RA—a>FFroOJ=BmELET,

send

HFR{TTEFEXT sendAstra Tridenth 5 1Y —XZFEETZ3IATV R,
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Usage:
tridentctl send [option]

ERAgERA T3> !
autosupport . % k77w FICAutoSupport 7—H1 T EXELE T,

uninstall

H#RTTEFF T uninstall Astra Tridentz 7> A VA M—ILTBR3HDT S5,

Usage:
tridentctl uninstall [flags]

724 *-h, ——help: 7 YA VAL=ILDOANIL T * —-silent: P VA VA M=ILHDIFEACDHE 1 ZE
MICLED,

update

HR{TTIFF Y update Astra TridentdD )V —X#ZEE$ 3TV K,

Usage:
tridentctl update [option]

ERRIgER A T a > .
backend . Astra Trident®/\vw o T > R&EEH,

upgrade

HRITTE X T upgrade Astra TridentD VY —X%&= 7w I L—R$B=HDIAT KR,

Usage:
tridentctl upgrade [option]

ERARGT 7o
volume . 1D EDXKIR Y 2 —LZENFS/SCSINSCSUZT Y TIL—FLET,

version

HRITTEET version ODN—=2J 3V EHRITE70D T S4 tridentctl EITHDTridentt—E X
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Usage:
tridentctl version [flags]

720 *——client: I ATV MN=23 DAY —/NIERE), *-h, --help:/N\—23>DAILT,

PODtz*X a5 iE%# (PSS) $LUtEFalF4d>TEX
kDK (SCC)

Kubernetes’hy FDtF a2 1) 71 12% (PSS) &Ry FDEFa)7rRUT— (PSP
) ICK 2T HERLANILDEERSN. Ry ROBENFIBREINE T, F£7. OpenShift
Security Context Constraints (SCC) T#H. OpenShift Kubernetes EngineEE DR R
FRZEELEF T, CONRXEIA X ZITDT®HIC. Astra Tridentld - > R b —JLEIC
BFEDMERZEMICLET, XDEI > 3> TlE. Astra TridentiC & > TRE SN
FROFFMZEHEAL £ 9

PSSI&. Podtz*a )T KU>— (PSP) ICRHZHDTY, PSPIZKubernetes v1.21TEELE
() &n. vi2sTHRINET, BHEICOVTIE. #BE LTI Kubemetes | %217
1"

WZEDKubernetes Security ContextE BiE 7« —JL K

7Ot RN B

MERNHD XY CSITIE. YUY hRA Y MDA BTHZIHBEDLDH
D*d, DFD. Trident/ — KRRy RTHEMEI>VT
TERITIZIHRELRHD X9, FHFHICOVTIE. =&
BB L TLZE 0L "Kubernetes : Y7 > kDIEHE"

RARRY RT—2 iISCSIT—EVICHETY, iscsiadmiSCSINT YV
FEBEL, RX MRy bT—2U%ERL TiSCSIT
—EVCBELED,

KX RIPC NFSIX'IPC (Ot X@E) ZEHA L Tnfsd X @fE
LE9

R RPID BB AMNENHD £9 rpc-statd NFSDIHFE

. Astra Tridenth 7R X b 7O X 2B L T, K%
Y€ rpc-statd ZEITLTHSENFSHA) 2a—L% T
I RLTLIESL,

Kae o SYS ADMIN C DHEEIL. D> T DT T AL
MMEEEO—BBE L TIREEINF T, Tt X
I, DockerldFHED > T FHIRDIEBEERE L £
ERP
CapPrm: 0000QQ03fffffffff
CapEff: 0000QO3fffffffff

Seccom SeccompZO7 71L&, ¥BDHZ > TFTld
FIZ THIBRA L) DT, Astra TridentTIZBMICT
TEtHA
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