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sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
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sudo mpathconf --enable --with multipathd y --find multipaths n

@ #oLFTJ etc/multipath.conf NFENZFT find multipaths no DF
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sudo systemctl enable --now iscsid multipathd
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sudo systemctl enable --now iscsi
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sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf
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sudo tee /etc/multipath.conf <<-'EOF
defaults {
user friendly names yes
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}
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sudo systemctl enable --now multipath-tools.service
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sudo systemctl enable --now open-iscsi.service
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"id" .

"/subscriptions/<subscription-

id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition

"prope

—id>",

rties": {

"roleName": "custom-role-with-limited-perms",

"description": "custom role providing limited permissions",

"a

1,

ssignableScopes": [
"/subscriptions/<subscription-id>"

"permissions": [

"Microsoft.

"Microsoft

"Microsoft

"Microsoft

"Microsoft.

"Microsoft.

"
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"Microsoft

e"’

"Microsoft
te" ,

"Microsoft.

d"’

"Microsoft
te" ,

{

"actions": [
NetApp/netAppAccounts/capacityPools/read",
.NetApp/netAppAccounts/capacityPools/write",
.NetApp/netAppAccounts/capacityPools/volumes/read",
.NetApp/netAppAccounts/capacityPools/volumes/write",
NetApp/netAppAccounts/capacityPools/volumes/delete",

NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele

NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea

.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri
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"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del

ete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get

Metadata/action",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r

ead",

"Microsoft.

/read",

"Microsoft.

/write",

"Microsoft
/delete",

"Microsoft.

"Microsoft.

"Microsoft.

"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

Features/featureProviders/subscriptionFeatureRegistrations

Features/featureProviders/subscriptionFeatureRegistrations

.Features/featureProviders/subscriptionFeatureRegistrations

"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

Features/providers/features/register/action",
Features/providers/features/unregister/action",

Features/subscriptionFeatureRegistrations/read"

1y
"notActions": [],
"dataActions": [],

"notDataActions": []
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PVCOEREFIC TNo capacity pools found) TS —hRELHZBE. 7TV —>a D BRICHERIERC Y
V=R BTy b BBy bT—0 BET-IL) HDEESITOSNTVWAWVWARELHD FT, T/N\vT
PBEMICHE > TWVWBIHE. Astra Tridentid/\w 7 T K OEREHIERE ShicAzure) VYV —XZ O IC508& L
F9, BYIRO—-IIERINTVWR I ZRRLET,

MDE resourceGroups. netappAccounts. capacityPools. virtualNetwork KU subnet 52
ERELIITLEHBZFERAL TEETITET, FLALDFE. ERGIIEILCERIOERD )Y —XII—HK
TRARMN DB, BB EERA IS ZHBELET,

o resourceGroups. netappAccounts HKU ‘capacityPools fBlF. HHINTZUY —XDEw b
HECDAML—=U Ny IV RTERARERIY —XICHBRTZ70ILEZTHD, FEOHEHAEHETIEET
TET, REBHBLOERIEIRDEHED T,

ZANLEY DR TASAL
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XYy STV TTATT R <UVY=RIN=T><xy bT7YTTHAI> b >

AET-I <DVY=RFGN=TF><2xy 8Ty TTHAI> b >
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RkExYy bD—2 <DY—=RTGN—=T><kHERY cT—7 >

HIxy b <resource group>/< REEX Y kT =2 >/< TRy b
>

RYa—Lo7OESg=>d

B 71ILORRREISa Y TROA TSI U EIBETAET. 774N MDA a—L7OEY 3=
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INT A=K =EA T7#I b
exportRule FLWRY a—LiINdTETo X "0.0.0.00"

R—kIL—=IL

exportRule CIDRFTREEDIPv47 R
LXFIZIPva T3y fOEE

DEAEHDEZ LI TXY>T
BETIVNELNHD XTI,
SMBR 2 —LTIFEHEINE
ERS
snapshotDir .snapshot 7« L2 U DRRZH LWWZX
WLxd
size HLUKY 2~ LOFT 4L R " 100G
14X
unixPermissions FILLWARYU 2—LOUNIXIER (8 ™ (FLEax—#EE. HTXU
EHDANT) - 73> THRTA L)X REED
WE)
SMBR 2 —ALTIXERINE
ER
&R
Bl 1 . &BBDIERL
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S, Ny I Iy RO RR/IEBHR T, COBMTIE. ANFICEREIN RV N7V TFT7hHD
Vh. BET=II. TRy FHRITRTEBEEIN. ENSOT—ILERIET TRV D1 DIZFHLVAR
)a—LDS VA LICEEBEINE T, BH nasType IZFEBEINTUVWET nts T 7 4L hHASERE TN,
NYOIITYRHANFSARY a—LlcFOE 3 Z>Fa3nxd,

COFERIZ. ANF OFBEZEBL TRZEL TAHAR ESFICEENTTA. REICIF. O3>y
FE3R)a—LDOHHEESSICHETDCCERSTLTVWET,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%le5713aa
clientSecret: SECRET

location: eastus



Bl2 . BES—ILTIILREZFERLEEEDOY —EXLRILEKE

CONYIIYRIBRTIE. AzurellR) a—LHDEEINZE T castus DIHZFAUItra RES—IL
. Astra Trident |Z. ANF ICEZBINTIRTOY TRy MEZDOBFATEIHMICKEREL. WIFnh ot
Ty MIHLWRY 2a—LAEZS VR LICEEBELE T,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1l/account-1/ultra-1

- application-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'



B4 : RAET— L DR

CONYIIYREBETIE. 1207 71ILICEBORINL—CF—IILEEELET, . BA3
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes

TR T 2HBBICERITT, T—ILZXKRTB3DIC. RET—ILOINILZFERALELE

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

A= 32DESE

RDEKDICHED £9 StorageClass E&EIF. LEBODRA ML= F—I)LZBRBRLTLEEIL,
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FEALTCEEDH parameter.selector 74 —JL R

ZfERA L £9 parameter.selector ZIBE CE XY StorageClass R a—LZKRAMTB7=0HICER
INBRIET— I R a—LIZIE. BIRLET—ILTERSNLEERDSHBD T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBRY 2 — LDEZH

ZfEA L £9 nasType. node-stage-secret-name’$ & Uf ‘node-stage-secret-namespace’ Z{#H L T. SMB
R a—L%EIEL. BHEXRActve DirectoryZ LTV v ILEIEETE XY,
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Bl TITAINPR—LAR—RADERETE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

B2 Z—LRAR—RATEICERDZ =Ly b 2ERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

B3RV a—LIEICRBRBS—TI Ly b 2ERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}



@ nasType: “smb SMBRUa1—LZHR—rTE3F—ILTIILREZ)VILET,

nasType:
‘nfs £7ld nasType: "null NFST—=I)LICW LTI ZzEALET,

NY I TV RZEEBRLEY

NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKELIGEIE. Ny I Y ROREICEANEENDHD 9. ROAVY R ZRITIS
& OJ2RRLTIRERZRETE XY,

tridentctl logs

BR7 7L TRBEEZBELTBIELS. create ANV REBERTTETE I,
Google Cloud/\'v 7 T > K HIZCloud Volumes Service Zs&8EL X7

% k77w 7Cloud Volumes Service for Google Cloud%z Astra Trident®/\w I TV R &
LTHEMT 2AEz. BRESNTVWAERAIZFERL THELET,

Cloud Volumes Service for Google Cloud|Cx1 9 % Astra Tridentt/ 7R — b D5z CHEES< 72 E L)

Tridenth'Cloud Volumes Service /R 1) 2 —LZ{EETE B DIE. 22DS5ED1DTY "h—EX X1 T

* *CVS - Performance * : &7 #JL kDAstra Tridentt —E X841 7o NT#—I VAP RBILETNIZD
T—EXRATIE N7 =XV RZERITI3EABREDT—IJO—RICRETY, CVS-NT+—<T >
AP —EZXZA L&, 14 XHM00GBULEDRY) 2a—L%EHYR—FTBN—RITT7HATS>3>TT, D
WINHhEERTETXT "300—EZLAJL":

° standard
° premium
° extreme

**CVS*ICVSH—EREZATIE FREEDONT #—I 2V ALRNIICHREINIELARNILOAT Az M
LET, CVSH—ERZATIE. AL =2 F=I)LZ2fEAL TIGBREDR) a—LEYR—bTEVT

FOTTHTSa3>TTo AL—=JTF—ILICIBRASOEDR) 2 —LZzZHBENTE. INTOR
Ja—LTT—IDBRBUNT #—XVAZ2HETEE I, OVLWITIhHZERTSET 2000 —EXL
~NJL"

° standardsw

° zoneredundantstandardsw
BERHD
%#ERE L TERAL £ "Cloud Volumes Service for Google Cloud" /N T RICIZRDHDHBRETT,

* NetApp Cloud Volumes Service TRIE & 117=Google Cloud 77 177 > b
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version
storageDriverName

backendName

storageClass

storagePools
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hostProjectNumber
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servicelLevel

network

debugTraceFlags

allowedTopologies
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FLWERY 2—LDCVS -/)NT #+—
N RALANILEIFCVSH—E X
LN,

CVS-NT#—X >V ADBEIFTY
standard. premium’ E7zl&
‘extremeo

CVSDEIZTY standardsw £7=
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zoneredundantstandardswo

Cloud Volumes Service 7R ') 22— 1Ly
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_00

ESTINSa—Ta VTRICER
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\{"api":false,
"method":true}o
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- key:

topology.kubernetes.io/reg
ion

values:

- us-eastl

- europe-westl
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version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



2 : F—EXLANILDOHEE

COBFE. T—ERLRILRR) a—LDOTIFIERE NIV RERA 72322 RLTULE
ER

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '5'
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
size: 5Ti



B3 : RAE T — L DR

CDEITIF. ZFEALEXY storage RET—ILELUVZHREL X StorageClasses TNIEENSZ
BESRYT 3, 28RBL KTV AL —DUFRDER]| 27V v I LT ARL—U TS IADE
EHLEZHRELET,

CCTlE. IRTOREBT=ILICH L THEDT 74 EDREIN. TRTORET—ILICTF L TH
BREENZET snapshotReserve 5%E LUV TH B exportRule Z0.0.0.00ICKRELFT, RET—IL
3. TEEINZET storage TIP3, @ 4 ORET—ILICIEFEFNZENIHBEOEENHDXT
servicelevel P wP 3. —HODT=ILTTI7HIMEDREEZTEINET, T—ILEXAT S
1=®Ic. RET—ILDOINIILEZFERLELE “performance KLU protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"'

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m



znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard



servicelevel: standard

ZL—CUSADES

R(DStorageClassEEId. RIET—ILOEHAICERINE T, ZFHL £9 parameters.selector Tldk. R

Ja—LDRAMIMERTZIHRET—IILZZA L -0 RATEIEBETEER T, AU a—LIZIE BRLT:
T—ILTERINLERZDNHD XTI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: netapp.io/trident
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: netapp.io/trident
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: netapp.io/trident
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

*RIIDA ML —UU TR (cvs-extreme-extra-protection) Z&RAIDRET—ILICYVEYILE
To ATV T3y TN 10% DIERBICEVWNT A —I VA ZRRHTEIHE—DF—IL T,

*REDAML—UUF R (cvs-extra-protection) AFT w73y bFHHN0%DIANL—UF—)L
ZHEOHLET, Tridentht., CDRET—ILZEERTZIHDZREL. ATy TP a3y b FHOEHIFEL
INTVWBZezERELET,

CVStr—E X %1 T Df
ROFF. CVSH—ERRZATDREFMZRLTVET,
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com

32



client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw

33
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PARL=T—ILOER

CDNYIIYRBEDHTIE. ZFEHAL T storagePools ARL—JT—ILZRRELE T

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw
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ERS
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av, ENLMIE. EBEBLTLKIETVW'CELSEZ BTV,
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@ —FrEINTWVWET, CSIE—RTEMETBELSICRESNTULSIFES. Astra Trident X CHAP
ZEALE,

55 THHRWES AccessGroups £721d UseCHAP BERESTN. XOWVWITNHDIL—ILHBREINET,

* FIAILDBEIE trident 7RI —THEHEIN. 72X TIN—THMERINE T,
s VORI I—THEHETINT. Kubernetes N\— 3 D 1.7 LIEDIZEIZ. CHAP BMERENE T,

NI T REBEA T3>

NYIIYVREBEA TSI VICDOVWTIE. XOREZSB LTIV,

INTA—=% Bz Tk

version =

storageDriverName ARL—=U R4 ND%H] ®IZ T solidfire-san-J

backendName ARABZALBFEIER ML= Ny rscsl_j1 + ZkL—< (iscsl
JITVR ) IP 77 KL X SolidFire
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TJETHRERGEZRETF T,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Fl2: DNYIIVREANL—=P TS ADEE solidfire-san RET—ILZ®AT-RZAN

CDFlE. RET—ILEeHIC. ENS5%EBIB Y BStorageClassesE EHICEBHEINTVWBINY I IV RES
77N ZRLTVWET,

Astra Tridentld. A L= =L EICHEIRNILZ, FOEDSaZVIRICNY I IV RX ML —YLUNIC
dE—LFd, R hL—UBEEZ. RET-ILZCICTRNILEZEERZLTED, Ra—LESRILTYTIL—T
ILLI=ODTEXY,

ULFICRINYIIVREZRET 7IILDOHTIE. TRTDRA ML= F—=ILICR L THEHEDT 7 4L RHRE
INTVET, CNICED. DERESNET type VILN—s RET—ILIE. TEEINET storage T
3>, TORTIE. —BORA ML= TF—ILDVMBDR 1 T/ EL. —SBOT—ILHEEDT 7 # )L ME
xEEZLET,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
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TenantName: "<tenant>"

UseCHAP: true

Types:

- Type: Bronze
Qos:

minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000

- Type: Silver
Qos:

minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000

- Type: Gold
Qos:

minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

type: Silver
labels:

store: solidfire

k8scluster: dev-l-cluster

region: us-east-

storage:
- labels:
performance:

cost: '4'

zone: us-east-

type: Gold
- labels:
performance:

cost: '3!

zone: us-east-

type: Silver

- labels:
performance:
cost: '2'

zone: us-east-

type: Bronze

- labels:
performance:
cost: '1'

zone: us-east-

1

gold

la

silver

1b

bronze

1c

silver

1d

R(DStorageClassE &l LERDRET—IILZBRLTWVWET, ZFHT S parameters.selector FX b
L=0ZE RA)a—LDRIAMIFERTERREBT—ILZFUOHLET, AU a—LlliE. ERLR
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BT—ILATERSNICERZDHD T,

RVIDA L =TT 5 R (solidfire-gold-four) ZERT B . RPDEFREBT—ILICIvEYTEINF
T d—ILRDNT =T R%ERMETEIH—D F—)L volume Type QoS D, REDAIL—T IR
(solidfire-silver) Siver/NT7#—IVRZRMHITEZII ML - TF—ILZITRTHEL F T, TridenthH'\
EDRBT—INZFERTZIHZHL. ANL—CEGZHERICHLTELOICLET,
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"
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Trident 7 ONTAP Nw o Ty REBETBICIE. SVM ZXWRE LI-BEEFIZIVSAEZNR e LI-BE
BDILTUIVILDMETY, REDIZEEDEFIERIN-O-IILZFERITZCZHRELEXY adnin £
7213 vsadmine CHUC KD, SED 1) —RD ONTAP £ OEHMENSED ) 1) — XD Astra Trident TIER

INZHEBEAPI DA INBAIEEMEDRH D F£FT, HRXFZLDEF )T+ 0OF 1 >O—ILIX Astra Trident T
ER L TERTE I, HESIhEE A

NY T IV REEDONIRDELSICHED T,
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYITIVRERIF. LTIV IDTL—VTF AN TRESNDIE—DIGFATH S ZCICEFELTLE
TV NYIIVRMMERTND . I—HRE/INRXT—RKH Baseb4 TL> I— R TN, Kubernetes > —
JLy b LTRIASNE T, LT vILOMBIREBLRDIEZ. Ny I I ROEMEXIIEFHREITT
To COMIBIZEIEZEEAT. Kubernetes/ A AL —UBEENEITLET,

SERRER—XDFREEEBEMICLET
RFERIIBREFEONY T RIZERAZERZERAL TONTAP NI I Y REBETEXd, NVvIIYVRESE
ICIE 3 DDINTAX—=EHURETT,

* clientCertificate : Base64 CTL>—RIN=U 541 7> MEBAZEDE,

* clientPrivateKey : Base64 TI > — R&Nf-. BEE[TIT SNI-MEBRDE,

* trustedCACertifate: (S8 SN 7= CAEEBEZ M Baseb4 T > 11— R, S NT- CAZFEHT 35513,
CDOINTA—BEIBETINERHD T, BN CAHEATATLAEVEESIXERLTHEVE
Ao

—MRNE T — o 7 O—IFROFIETHEEEINE T,

FIE

1. 9547 MEBBE X —%2 4L £, £REFIC. ONTAP 21— L CEREEY B & 5 Common
Name (CN ; #H@%) ZREL X9,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. {SECNTC CAGERIEZ ONTAP 7 SR ZICBML T, COLEIF. R bL—CBBENTTICIT-T
WBATREMD B D &9, ERTET S CAHMERATNTUARWSSIFERLE I,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VSRR SA TV MNEFAZE e F—% 1V RM—=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4 ONTAP EFxa T O O—I)ILTHR—FEINTWBRZ L ZHERT B cert FREFH T,

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. £ ENI-FFEAE % FEH L TERE%2 T X FONTAP B2 LIF > ¥ <vserver name> |3, BIELIFDIP 7 KR
LABELUV SYM BICEFTHEZ TSRSV,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 TEEEAZE. ¥—. BLWMEFE N CASIEERX T > O— R T %,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4
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I BIOFIETHEMEZERAL TNV I I RZERLE T,

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fommmmmmmmm== e B et
Fommmmm== S ettt +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e Bt et
Fomomomoe Fromcooomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl
online | 0 |

S S e e Fommmmmmrosocorrrrrrrere s s e eem e
fommmmm== o= +

AL AREEBH I BN, LTI vIed—T—>3>v LT

BEONYIIYRZEHL T MORMEAEZFERLED. L7 v )lzO—F7T—>3 > LD TEX
To CHUIIEBESDHETHHEELEF T, A—FRENAT—RZFEATZ/N\VvIIY RISAAEEZFERT S
SOICEFTET XN SEBEZFERIZINYIIVREA—HYRENRT—RIZEDVWTEHTEEXI, C
NZz175ICIF. BIEOREEAEZHIFRL T FTLLEREREAEZEBMT 3HENHD T, RIZ. BF N
7=backend.json 7 7 1 JLICRABRNTA—ZDEENTDDEFEAL TEITLEX T tridentctl backend
updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

N IITYREBEHLTH., TTIERINTWVWBRY a—LADT7 IR IFHEINT. ZOERDORY 12—
LEFICHOEELEEA. NV IIY ROEFHHMINLZHE. Astra Trident B ONTAP N I TV RE@
L. LIFEDOR) a—LAMEBENIBTEZZRLTVWETD,

X751E CHAP Z M L TRtz s8sEL £ 9

Astra Tridentid. (Z¥ L TWARCHAPZ{ERE L CTiSCSIzw > a Y &RIECE X9 ontap-san BK VU
ontap-san-economy RZ4/\e THIUCIE. ZBWICTBIHNENHD useCHAP NV I IV REEDT T
32, ICBRET D L true. Astra Tridentld. SVMDT 7L bDAZ> I —2tF2) 71 ENHRCHAP
ICBREL. NI IVRT77AIIUD5DA—HRES—TL Y FZERELFT, EHEODEREEICIEIINATR CHAP
ZERATAICCZHRELE T, ROHKREFMEZESRL T,
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o UuseCHAP N XA—AIE, 1EFEITRETETZ2T—ILEOA S>3 > T, T 74/ ETIE
false ICERETNTUVWE T, true ICERTEL=HE T, false ICREIT D LIFTETXH A

[CH0A T useCHAP=true. chapInitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername B LT “chapUsername 74 —ILRIENYVIIYV RERICEDZIHVELNHD X7,
HERITITBE NYIITVRDMERESNTHETO—I Ly b EZEETEFXY tridentectl updates

EDLHEH

HREL XY useCHAP truelCRET D E. A RL—UBEEIFZ. ANL—YNY I I RTCHAPEZREY
3 & SiCAstra TridentiZIERL £ 9, CNICIERDODBDHEENZE T,

*SVM TCHAPZtEy 7Y FLET,

CSVMDT 7 AN EDAZ>IT—RtEFa) T4 321 ThHnone (F7 AL FTHRE) *Ty RUa—L
ICBEZEDLUND R WSS, Astra Tridentld T 7 AL b DEF 2 ) T4 21 TRICEREL £ CHAP
CHAPA Z>I—RA2—=7y bDA—HEZELUVT—I Ly FOREICEAE T,

° SVM IC LUN A& N TWBEE. Trident & SVM T CHAP #B%hIcLEtHA. UKD, SVM
ICTTICTEET S LUNANDTIEIADFIRINBZ Z CidH b £ A
*CHAP A ZoI—RER—T Y bOA—HREI—UVL Y b EHRELETT, cNHDOF T avide Ny
JIYVRBHTIEETZ2HNENHDEFT (LEEEZER) .

NI IV RPMERRIND & M D H Astra TridentiC & > THER M1 E ¢ tridentbackend CRD% E1T

L. CHAP>—2 L v b 1—H&%Kubernetes>—27 L v b LTRELE T, CD/NYIITYROD Astra
Trident ICK > TR T NI RTD PVS YT I, CHAP ERTERINE T,

JLTrivEO—T—>avl. Ny I IV RZzEH
CHAPY LT ¥ )2 B#H T 3IClE. TCHAPNS X —R2%BEH L £9 backend.json 771 )L, CHAPY

— Ly bEBEH L. 2ERITIVELNDHD £9 tridentctl update BEZRMITZ7-HDITVRT
ER
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Ny I TV EDCHAPY —4 Ly e BHiS 358, 2EMTIUENBD 5T
(D tridentctl N\yOTY REEHLET. Astra Trident TREBZME TS BUED, CLI/

ONTAPUINSR L =Y IS5 REDILT oo vILZBHLBVWTLRETWL

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",

"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

o e frome s e i e S
fre=m====s fremmmeme=s WF

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fosssmsm=s==sms=s fememesessess==== fess=sssss=sssesessososessssssssssssoss
et femmmemame +

| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1ad72ffbebbc |
online | 7

fomssmsmmmmaame=a fememsessenaaaaa femese s e s se s e me s e e e s e e e e
fre=m=m==s L X

BEOEGIIHEEZZITEFEA. SVYM D Astra Trident TU LTV v ILBAEFHEINTH.

SIERETIT 4

TTY. HILLWERTIREFSNLI LT VO vILHMERIN. BIFOERISEISHS T I T T T, L

PVS ZUlli L THER IS L. BHENLILT VO vILDMERENE T,

ONTAP DSANIBR A 7> 3 > £

ONTAP SAN RS 1 /\%Z1Ep L T Astra Trident 1 > X b— L TERT 3 AE% CRESEL
1280, 2O 3 >Tlde NI IV RBEOFIE. NwIIVREIRNL—D

SRR EVT T B3R EZFHFLLEHBLEY,
NV I ITYRERA T3>

NV IITYREBEATSIVICOVWTIE. RORESRBLTLETWV
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INTX—A
version

storageDriverName

backendName

managementLIF

dataLIF

useCHAP

50

GG

ARL=2 RS0 ND%AH

HRABZLBERIERA L= NNy
JIVER

05 2RE LIF 113 SVM B8
LIFOIP 7RLZX

MetroCluster® > — L L A7@ XA v
FA—-—N—%RRETBICIE. SVM
BIELIFZIEE T 2MENHD X
ER

Fully Qualified Domain Name
(FQDN ; stef8ffi b X1 > %) %=
BETEET,

%M L TAstra Tridentx® 1 > X k
—JLL73BE. IPV67 R L X% fE
BHI3LSICERETCTXY
--use-ipv6 779, IPv67 R L
A&, [28e8 : d9fb . a825 . b7bf

1 69a8 : d02f : 9e7b : 3555]7%4
DAN>_TEEITIHNENDHD
i_g-o

ZORIJILIFDIP7RL X,

*iISCSHZIFBELBWVWTL 2T

UL\o *Astra TridenthMER L £ 9
"ONTAP DERBILUNT v 7
iSCSILIFZi&H T 3 (ICIE. <ILF
INAE WS aVEEILT DHED
HDFT. OFBIFESHIER S
NFET datalLIir IFFATRMICEETS
nkkd,

CHAPZ {5 L TONTAP SAN K 5
ANDISCSIZRIAL FF (T—U
TV o

ZICERE L £9 true Astra Trident
TlE. NI IV RTHEEIN
7=SVMD T 7 # )L +E8sEE L TN
FHECHAPZREL THERAL Y,
EEBLTLIETVW" Ny I VR
ICONTAP SANR SAN%ZHRET S
Elrz LEI"ZzB8RLTLLIEE
L\O

TI7#I b

B 1

ontap-nas. ontap-nas-
economy. ontap-nas-

flexgroup. ontap-sans
ontap-san—-economy

FSANB+" "+ T—2LIF

100011 . T
[2001:1234:abcd::fefe] 1

SVMODREH TS

false
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NTA—=H

chapInitiatorSecret

labels

chapTargetInitiatorSecret

chapUsername

chapTargetUsername

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

5rEH

CHAP 1= I —&2>—0L v
bo DGEIINEBETTY
useCHAP=true

A a—LISERATZEED
JSON D SANILDE w +
CHAP X—4'w b ZoIT—RY
— LYk, DBEISHETY
useCHAP=true

AT RI—H4E, DHESIE
AT useCHAP=true
X—=47y b A—HHE, DFEIIH
AT useCHAP=true
547> NEEBAZ D Base64 T

>d— I"flEo uIEEHi/\ ADERE
ICERINET

0247 MHEBED Base64 T
>d— I‘{Eo DIEEHE/\ Z@nn..\u
ICERASINET

SN 7= CASEFBZ D Base64 T

>3- F{Eo Tig'o :IEEHE/\“—Z
DOFREECERTINE T,

ONTAP U 5 XA R X OBEEICHER
d1— -'j;\%o 7[/7__‘//‘\"“/’\“_2
DEREEICEFERAINE T,

ONTAP U S5 AR X D@EIC/INAD
—RHPURETT, JLT>TvI
R—2XDREEICERAINE T,

£ 9 % Storage Virtual Machine

SVM THLWARD 2 —L%E=OFE
Dz I TBRRICERTBZSL
TJav I AEEELEY,

HEDBEETERHLIFTETEXHE
Ao CDINTA—REEBHIBIC
& FILWAY I IY REERT
BZRERHDET,

FT7AILE
M

M

SVMOBEICEREINET
managementLIF ZIELXT

trident

51



NTA—=H

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

52

B T7#I b

FRENZDEIEZBIATWVWEE “ (F7A4IIFTIEASNEEA
BlF. 7O sy InkEL )
x99,

NetApp ONTAP /A w & T |
ICAmazon FSXZfEA L TW3IHE
& IBELABVTLREETW
limitAggregateUsageo b7t
7z fsxadmin &V vsadmin
FI) 75—~ DERRRZE BT

L. Astra TridentZfER L THIBE S
BIDICHERIERDPZENTV
A

BRINLCRY 1—LYAZHE " (FT4L b TEBAINELA
DEEZBITWRES. 7OEY
AZVINRBMLET,

F7. qtreeB KTLUNICX L TE
B3R a—LDRAYTAM %
FIBRL F£95

FlexVol H7=DD&wRALUNE, B 100
7 EHEIE 50 . 200 T

ESTIWNSa—T4 Y JBICER  null
237N\ I TS0, fl: {"API"
. false . "method" @ true}

ESTINSa—T1 2 T%ITLN
FHaOJ 4 THBERGEZ
PRE. BIEALABEVTLE L,



NTA—=H

useREST

B!

ONTAP RESTAPI| Z#{EB 3378
DT—DTVINGA—H, * T
AILTLEa—>*

useREST |&. 77 ZAILFLEa
—C LTREIATVWET, TX
FMRIETIF. ABREOT—20O
— RTISHRESINEL A ICERTE
9B true Astra Trident
|&. ONTAP REST APIZMERHLT
NYIIVRECEEFELET, D
KEBEICIZoNTAP 9. 11 . 1LAMED
BTY, /. FAT %onTAP O
g4 >0O=LIZIZANDT Ut XtE
PR ETY ‘“ontap 7 FUITr—>
3y CNEEERIERINEICEK
STilENEzY vsadnin LY

cluster-admin H—JL,

useREST I&. MetroCluster TiZH
R—hrETNhTULEEA.

A)a—L7OESaZ>FHEONYIIY REBRA T3>

NEDA T a>EFERALT. OF 74O 3 Z V%5l TEF £ defaults

Yo BICOWVWTIE. UTOREFZSRL TSI L,

NTA—=H

spaceAllocation

spaceReserve

snapshotPolicy

Bl
space-allocation for LUN (O OV >
FEIEELEFT

AR—AN)HFR—g>FE—KR
lmonel () Fflx T
volume | (v ?)

9 % Snapshot K1) > —

FT7#ILE

false

FI7AILE
IELWTY

REDEI 3
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NTA—=H

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

luksEncryption

securityStyle

54

Bz FI7AILE

ERE LT R a—LICEIDHTS 1)
QoS RU>—=J)I—TF, AL —
DTNy IITU RIS
QOSPolicy F7zI&

adaptiveQosPolicy D WL\ NH % FE
RLFT,

Trident H* Astra T QoS 7R > —4
IL—T%FERT BICIE. ONTAP
9.8 LIENNETY, IEHBDQOS
RO —=JI—T%=FEALT. &
AVRATF4FaIy MMIERICHR
Do—JI—T%BRITZ R
WELEXT, EE QSR —4
IW—=IC&D. IRTOT—20O
—RDOEHRIL—TY ML T
FERAEREINE T,

TATT47T QSKRUI—=TI)IL— T
ZUER LR 2 —ALICEID Y
TEYo AL=2T=IL I N
T R ZkiZ QOSPolicy £7z1&
adaptiveQosPolicy @ W\ g h % i&E

RLZFT

Snapshot 0] BICUH—T7ENT KK snapshotPolicy & T
W3R 2—LDOEE nonel « ENSE T1 T,
ERBFICOO—>Z B RT) LWL

vhLFET

HFLULWAR 22— LTNetApp LWL X

Volume Encryption (NVE) Z=&%)
ICLET. 774 MITY
falseo CDA T a>%FERT
BIClF. VZAZXATNVEDZ 1T
YANHFESIN. BHICHE->TW
BDRENHDET,

NAEDR NI I RTEMICH S
TW3IBEIE. Astra Trident 0O
EvazZ>iInfgRTORY
2—LDNAEICEMICED £9,

SHICOWVWTIE. UTEERELT
<7123\, "Astra TridentENVE$
S UNAEDHEEERM"S
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INTX—A& Bz

tieringPolicy

AR)a—L7OES3a=>T0f
TIHILEDERRINTVWBHIERICSRLES,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev?2
backend: dev2-sanbackend

Tmonel =fERT3MEELLR) >

FT7#ILE

ONTAP 9.5 & b HEID SVM-DR 18
BD TRy Togw b

storagePrefix: alternate-trident

debugTraceFlags:

api:

false

method: true
defaults:
spaceReserve: volume

gosPolicy: standard

spaceAllocation: 'false'

snapshotPolicy: default

snapshotReserve: '10'

®

EEALTERLIZIARTDRY 2—L ontap-san K541 /\Td BAstra Tridenth*. FlexVol
DART =R T BT=DIC. THIC10%DBEE%ENLUN (&, 2—HH PVC TERLT:
BA X EFoKEILHAXATFOE D a =g 3NE T, Astra Trident B FlexVol (Z 10% %
BN (ONTAP THIARREA Y A X LTHRR) I—HICiE. BERLIERERENEID Y
TonEd, £ ABFEBRAR=ZADTILISTEAINTULERVLDAED, LUN HFHEAERDE
BICRZZrbHDEHFA. ThlE. ONTAP & SAN DIEFMICIFZEY L FH Ao

®EHET DN VI LY RDIHE snapshotReserve Tridentld. XD L SR a—LHF A XZHBELEF T,

Total volume size = [(PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

1.1 |, Astra Trident @ 10% DENEIE T, FlexVol DX X T —RICWEL T, DHFE
snapshotReserve = 5%. PVCEXK=5GiB. K 2a—LDEFT 1 X1F5.79GiB. HEHEEREAT 1 X
[35.5GIBT9o o volume show RDBFIDLS BERARTIINE T,
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Volume Aggregate State i Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

RE. BFEOR) 2—LICHLTHLWVEARZITSICIE. YA XEELITZERALET,
B/NR DR TE B

RDOBNF. FEAEDNSRA—=RZTITAINFDFRICTZIEANLBREEZTLTVET, Chid. NvIT
YR EERIBIROBERFETT,

@ Amazon FSx on NetApp ONTAP ¥ Astra Tridentz L TLW\315&(1E. IP7 KL X Tl3%
<. LIFDDNSZZIEET D zHREL X7,

ONTAP SAND &/ NMERDHI

_NUE. ontap-san FZ1/\

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin
password: <password>

ONTAP SANIT 1./ = —DR/IMER DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

username: vsadmin

password: <password>
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SERAEAN— X DFREED A

CDEARNEHREH TIE. clientCertificate. clientPrivateKey &LV
‘trustedCACertificate (BEINICAZFEEL TWAHRIIA T aY) BICAHTNET
backend.json BLWIE. 7 T4 7> MEAE. WER. EFEINI-CATEHE Dbase64T > 11— R1E
ZENETNEIELE T,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz



XA ECHAP DA

ROFTlE. useCHAP ZIZERTELFT trueo

ONTAP SAN CHAP Dl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANI ./ = —CHAP®D

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

RET—IzERTZ/NY I T ROA

NSDY Y TFINYIIVRERT 7AILNTIE ROLSIBEFEDT 7 AL EHRIRTOR ML= T—)L
ICRESINTUVWETY, spaceReserve 72L1 DIFHIE. spaceAllocation EMDFRD encryption KIT
INEFJ. REBT—ILIE. AL—2102 3 TEELET,

Astra Tridentld. [Comments]7 + —JLRICFOES aZ>JIRNIL%E
INFT, AstraTridentld. 7OED I Z U IRICRET I EICHZITARTDIRILZZAL—UR) a—
LICOE—LEY, ARL—UBBEEL. RET-ILICIISRILEEELTED. RUa—LESRILTIIL
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—MELIEDTEE,

NSDHITIE. —BEDRA L= F—=)LDHME D spaceReserve. spaceAllocation KXY
‘encryption fB. BRrUV—BDT=IIETI7HIL MELDBHEBEINE T,
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ONTAP SAN®D
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

N\ TV R% StorageClasses [(CYvEVILET

RDStorageClassE#zIF. [RET—ILZFERAT2/\Nv I FDHl, Z{ERAY S parameters.selector
74 —I)L R TlE. FStorageClassHh'7h) 2a—LDKRAMIERATEZRET—ILEFVHLET, RUa—LA
IIE BIRLUIBRET—ILATERSNEERDAHBD £,

* ., protection-gold StorageClassid. ontap-san NV I IR ! J=ILRLARNILOFREZRHETS
uﬁ_a)j_}l/—t\g_o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* o protection-not-gold StorageClassid. WD2&EH L3IFHDRET—ILICN Y EY T ENFT,
ontap-san /N\WZI VR INSIE. =L RUANDRELANILZRETZ2HE—DTS—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysqgldb StorageClassliZHDIFEHDRE T —ILICIY Y E YT EINE T ontap-san-economy
NYOIIVR I ChUE mysqldbR A TF7 TV r—o a3 ADIANL—S = )LIBZ iRt 2HE—D
_}I/_C?o
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* . protection-silver-creditpoints-20k StorageClassidRD2EFEBDREF—ILICIvEYTE
NZFT ontap-san NV T IR [ DILN—LRIILDIRFE L 200007 L 2w bRA > b ZIEHT ZHE—D
7—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClass|idHD3IFEHDREB T —ILICN v E>Y T ENEXT ontap-san NV T
TV READIBZEBDRE TS —IL ontap-san-economy /NI IV R D TBlE. 500007 L2y hRA
VhEEHOM—DT—ILF T 7)) T T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenth'., CDRET—ILZ:ERT 2D %ZHIL. A NL—CBHEEEERICHETISICLET,

ONTAP NAS RSN

ONTAP NAS F 51 NDBE

ONTAP & & T Cloud Volumes ONTAP @ NAS RS /N\%{FEH L7 ONTAP /\w o TV
ROFEICDOWTEHRRBL XTI,
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ONTAP NAS RS NICEAT 3 BEELRIER

Astra Controli&. TIERE L7 R 2 —LICH LT O—LL RXRFE. Ta4HFRXZVAN) ELUVBE)

(Kubernetes? 5 X 2B TR 2—L%=#HH) ML XY ontap-nas. ontap-nas-flexgroup LU
‘ontap-san RT4 /N ZBBL T LIV "Astra ControlL 71 7r—> 3 > Oz M" 28B LTS
(AW

s ZEHATAINEDHD £9 ontap-nas T—XFRE. TAFRXRZUVAN), EEV T ZHEBELCTIEE
REO7—70—RFAITOY—EXTY,

* M ontap-san-economy BEINZ AR 2 — LFEHENONTAP THR—FEINB32LDHKIBICE

WigE
* {#M ontap-nas-economy BEINZHK) a—LFEAED. ONTAP THR—FINBZ3ELVEDHK
BICZWVSEICOAZE L E T ontap-san-economy R4 /NIXERATET X Ao

*FEALBRWVWTL TV ontap-nas-economy 7—2Ri&. T FAZVANI, EEVUT1DZ—IH
FREINZ5HE,

2 —1ERR

Tridentid. BEIZZFHBL T. ONTAP BEIEE X -IZSVMBIEED Y5 5hE LTETINZIMERHD FT
admin 75X 1—HF -3 TT vsadmin SVMIA—H. F/-dELO—-/LZFDOR0LBID1—H,

Amazon FSX for NetApp ONTAP ERIETld. Astra Tridentid. 7 5 X X% FEHE L T. ONTAP BIB2E X /-
IEFSVMEBEEEZEDEE5MNE LTEITEINZI3BHOLEEL TWVWET fsxadmin A—H X7IFTY vsadmin
SVMIa—H, £ERAILO—ILEZHFIHDHABDI—Y, o fsxadmin COIA—HIF. JSRXXEEEI—
HZRENICESTHEZIZHDTY,

ZfEAY 3358 limitAggregateUsage 7 7 A X BIEEMRNUNETY, Amazon FSX for

@ NetApp ONTAP % Astra Trident& & HICHERA L TLWB3IHEIF. Z8RL TSV
limitAggregateUsage /NI X—XIITIFHBEL FHA vsadmin LUV fsxadmin I—H
VAR I CONFA-RZIEET 5 EREVIBIZKBL T T,

ONTAPH TTrident R S A NHMERTE 3. KOFIBRDOELVWO—ILEERT DI CISARETIH, #HRELFE
H Ao, Trident D)) —XTld. ZLDIFBE. ZEINZT API HBEMTRHREICHRDZH. 7y TITL—KH
L. IZ—HEIDRILLAEDET,

ONTAPNASRSANEFERALTNYIIVRZRET I E REELET

ONTAP NASK S /N\TONTAPNY Y IV RERETR-ODEMH., BifA TS 3.
FLUVIIVRAR—FrRUS—%BBELET,

2

* ONTAP Ny I TV RIANRTIIX LT Astra Trident D' SVM ICD %K EH 1 DOT7 T VT —rZzEIDH
TTELREDHD T,

cEBEBORTANZERITL. B0 —AZBRIZANL—CUTRAZERTEET, LERIX. ZFER
F3GoldV T A%ZERETE XY ontap-nas R T4 /N\NEZ{FERT SBronze” 5 X ontap-nas-economy
126

* TARTDKubernetes7 —hH—/ — RISETIANFSY =)L A VA R—=ILLTHELDBERHD £, 2881
LTKIEETVW'CELZ BTV 55 -
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* Astra Tridenti&. Windows./ — R TETINTWVWBRY RICIYT Y FENSMBARY) 2 —LDHEHR—
FEBBLTLIETVWSMBR) a— L% TJOES 3 -0 92%EFEe LET ZBBLTLIETL

ONTAP/\/al/I‘a)m.n
Astra Trident (Cl&. ONTAP N\w O IV R%ZEEETS 2 DDE—RHLHD X,

* credential based : RELMERZIFD ONTAP 2—HDI1—HRE/NIXT—FK, B, FREEINEt
Fal)7TOJ14>0- ) zERATZIc=2#HEL LT adnin 721 vsadmin ONTAP D/N\—2 3> &
DEBEM* RZARICEDH B T8,

* SFBAEAR—X : Astra Trident &, NV I IV RICA YA M—JLENI-EBBEZE%2EA L T ONTAP 75 X4
CBETZILHTETET, COBPE. NV IIVRERKICIE. Base6d TIYI—RINFISAT Y
FEERRBZE. ¥—. BLUEEINT- CASERAE (HE) IPEENTVBIRELHD £,

BEONYIIVREEHLT. LTV vIR—IXOAREIAER—XOARETIDEZZ N TE
353_0 TCfo:“Lz\ —TELC"T/'J"\) l\—knéwunﬁﬁlfti'lorgtj—ca_o EIJOJWL\D.[EHT‘L{:)JD%K.%“—‘; /\‘/OI/
REREDSEEFEOHARZHIBRT IHELHD £,

@ JLTFUIVIEHRRZEOMAZEELLD TR E. NV IIY ROERIEE L. #E 7
A INCEROTEAEIIEESTNTVWBR VWS TS —HRRINET,

QI/T//'\"“//\ X@mb\nE%ﬁXb‘ubij

Trident A ONTAP NI TV REBETBICIE. SYM EWRE LIEBEEXLIIIV SR A2EWNRE LIEER
BEDULTUVVILDMETY, BREDREDEFIEENO—IIZERATZI e =##HELET adnin £
721d vsadmine CHUSE D SEED 1) —XD ONTAP £ OF#BENRSHED ) 1) — XD Astra Trident TfEF
SNBHEEEAPI BRSNS EREMEDHD T, HAXLDEF ) T4 054> 0O—)LIE Astra Trident T
ERL L TERTE £ 9h #HESThEHA.

NYITITYRERDHUIRDKLSICHD T,
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIFZ. LTI ¥9IIDTL—=—2TF AN TRESNDIE—DBFATHDZCISEFELTL
TV, NWIIVRAKMEREIND E. I—RE/INAT— KD Base64 TL>I—RTN. Kubernetes & —
Ly b LTEHEINE T, LTV VILDHBIRELRDIZ. NI IV ROEREEHRIEITTY, O
DB EIEEERT. Kubernetes/ A b L —CBEBENRITLET,
SEFBER—X OB EBEMICLET
FRFRIZEGFEONY I T RIFSIRAE#FERAL TONTAP NI IV REBETEET, NVvIITVRESE
ICIE3 DDINSA—FHRETT,

* clientCertificate : Base64 TIT>1—R3EN=U 541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > d— R &Nfc. BEMIT SNI-MEBERODE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZFERT 35513,
CDNTA—REIBETIHNELHD £9, FREINE CAHNMERATNTLAVGEIFERLTHEFVE
Ao

— MR T — T 7 O—IXRDOFIBTHEREINE T,

1. 94T MEAEC F—ZEML £9. £MEHC. ONTAP 1—H & L TEREEY % & 5 IC Common

67



Name (CN ; #@%) #%ELFT,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ST NI CASIFAE % ONTAP S RRZICEML T, COMEBRF. R +L—JEBENTTICITOT
WBAREMN B D £ T, EETES CANMERSTN TLAVWBEIFERLE T,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRICUVSAT Y FEFAZEF— B2V A M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP X a7 Q74 >O—IITHR— TN TWVWBZ MR T D cert sR5EA R

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver—-name>

S. £ I NI-FFEAE % FEHA L TERE%E T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZABEELVP SYM ZICEFTHEZ TLIET WV, LIFOY—ERXR)S—HICERESNTWVWS 2 HERT 20
EHQH D £9 default-data-managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiIFAZE. ¥—. BLVEBEIN CARAZEAX I O—RT 3,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

ELAEEEH I BN JLT i vlzO0—T—23>r LT

BEONYy IV RZEHL T, JORAEAEZFERALED. L7 v z0—F7—>3> LD TEE
To CNIFEBEEDAETHHELEY, I—HRENRT—RZFERT 3NV IIY RIFEEBEZFERT S
KOICEFTETEIH, FAAZEZEATINYIIY REIA—HFRENRT—RICESVWTEHRTETET, C
NZz1T5I1CI3. BEOREAEZEIFRL T FTLVLWEREREAEZEMT 2HENHD £, XRIZ. BEF S
7=backend.json7 7 1 JLICABRNTA—ZDEFENT-DDZFEAL TEITLEX T tridentctl update
backendo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

NZAT—ROO—7T—2 3> ZRTIIRICIE. A L—UBEEDNRANIC ONTAP TI1—H
ORI~ REBH T EUBENBD ET. CORICNYIIY RT Y TF— MRS ET, I
() ®\Eon-F-oa ERATABIC. BROTRRELI—VICENT 5 LA TIET, £
D%, Ny oI RFEHRSNTHLVTRBMERING &S ICADET, COMHEICH
CHWEIHEIE. ONTAP 25 22 BHIBTE £ 7,

NYIIYRZEHLTH. TTICERINTWVERY a—LADT7 7R EHEINT . FDHBDORY) 21—
LEFICHODEELEFEA. NV IITY ROEFHMINLI-HE. Astra Trident B ONTAP NI TV R @
EL. UBEDRY) 2 —LNBENBTEZ % RLTVETD,

NFS T RR—rRUS—%EEBLET

Astra Trident I&. NFS TV XR—bhRUD—%FERALT. 7O 3 =Z>J 2R a—LANDT7 I %
HIEL£9,

Astra Trident |ICld. T RXAR— R S—%FERTIRICRD 2 DDA T3 hHDET,
* Astra Trident [&. T XAR—bRUS—BEREHNICEETEET, COE—RTIE. FBRIGERIP 7

RLX%ZRICIDR7OVIDIRERXNL—JBEBEDIEEL £9, Astra Trident |&. CDEHICT
FNB/—RIPEIVRR—bFRUS—ICEFNICEMLFEFT, F7/-ld. CIDRs hMEE TN TULVALIE
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Bld. /—RETBRHEINEZ/O0-NILZAOA—TOAZFv AR IPAI I ZR—RUS—|BINE
nxd,

c ANL—=UBEEIE. TVRAR—FRU—%ER LD, IL—=ILZFHTEMLEDTEFXT, HEBIC
AMOITYURAR— bR —ZEIEELHRWVE, AstraTrident T 7 AL DIV RR— RS —%{FA
LEd,

TJZAR— bR —ZEWICERE

CSI Trident @ 20.04 ') 1) —XTld. ONTAP NI IV RODIVRR— bR —%WNICEETEET,
CHNUCED. ARL—UBEEIE. ARNBIL—ILZFHTEERT D TIEHRL. T—H—/—RD IP TH
BEINBTRLAAR—ZAEEBETETX T, TIZRAR— bR —DBEEBHAKBICEZIELIN. TV XKR—F
RIS —ZZELTH, AML—TUSRRICHTEFHDOREIFREBICEDE T, THIC. COAEZFER
TR ARNL—=UUSREAANDT VL AZIEE LIEEFRNOIPERFOT—H—/ —REFICHIETE 57
H. TOHEHDWEEBHFREICAED XY,

() T RR—bRYS—DENNEIRIT CSI Trident TOAERTEET, 7T—H—/— KHNAT
MBENTWAWS EZERITSCHEETY,

l
2DODREA T a2 ERTIRENHDE T, Ny ITYRFERDHZRICRLET,

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

COMEERFRY 3581 SYMDIL— vy 3 i, /—RODCIDR7Ov U %5Ad

C) BIVAR—KRIL—=I (TITAILEDIVRR—rRUS—RY) #E5CEHEMNICERLIETIY
AR=FRVS—DHBZCEZHRITIVEDRHDFT, Ry Ty TIHHEET S, Astra
Trident EFHDARRX NS0 74 AEBICSF>TLEETLY,

CCTlE. LRDFIZFERL TIDEEDNED LS ICEMET M- DWTERAL £,
* autoExportPolicy BICRREIMNE T trues MUK, Astra TridenthA DTV XR—rRU S —%ERT
32Z¢%ZRLET svml SYUMT. ZFERL TIL—ILOBIMEHIRZMNIEL £ autoExportCIDRs 7 K
LX70Owv Y, Tz zIE. UUID 403b5326-842-40dB-96d0-d83fb3f4daec® /Ny VTV RTE
autoExportPolicy ZICEREL XY true EVWORBIDI YV AR— b RUS—%ZERLET trident-
403b5326-8482-40db-96d0-d83fb3f4daec IBEL F 9,

* autoExportCIDRs P RLXT7OVIDIAMDEENE T, CDT 1 —ILRIFEBARET. 774/ bk
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fElZ ['0.0.0.0/0" . ":/0" TY o, EESNTULARWEEIL. AstraTrident B, 7—H—/—RTi&RHEIN
eI RTOI/O—NIILICRO—FBESNEAZF vy A N7 RLAZEBMLEY,

COFITIE. ZFERALTWET 192.168.0.0/24 7 RLAZAR—=ZIPIEESTNTVWE T, D7 KL XEH
IC& £ 3 Kubernetes ./ — R @D IP H'. Astra Trident MER T A2 LU AAR— hRU S —IBMEND %
AL EJ, Astra Tridentld. RITINTWVWB ./ —RZEZBFRITS L. /—RDIPPRLAZEEFL. TEEESIN
77 RLZRTOvICBELTFT VY LET autoExportCIDRs, IPZE 7 ILRY) VT F 3. Trident
PREHBELIEISATVRNIPOIIRR— MRS —=I)IL—=IL%ZERKL. FEL/—RZCIZ1 DDIL—ILH
RESINET,

FIHTEET autoExportPolicy HKUV autoExportCIDRs NI IV REERLIEHED/NYIIT VR
DHBEEHFMICEEINZNYII Y RICFTLWLWCIDRs ZEML77=D. BIF®D CIDRs ZHIBRL7=D TE X
9o CIDRs ZHIPRT BFId. BIFEOEGIIINABVWESICERL TSIV, EMCTEZIEHTEX
9 autoExportPolicy Z/N\wZ IV RIZEBML. FETHEMR LIV RR—MRU—IZRLET, Ch
ICITZERETDIDENHD X9 exportPolicy INY I T RIBRED/INT X—H,

Astra Tridenth' /N O T Y REERFTZISEFH LS. ZFERAL TNV I IV RZHEETE XY tridentetl
F IS B tridentbackend CRD -

./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
dataLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: ext4

Kubernetes?7 5 XX IZ./ — R %ZBIL CTAstra Tridentd> bO—JICEER TR . BFEONYIIVROIY
AR—=FRVS—DEHFINET (ICEBESNLT RLRABEHICEENSHS) autoExportCIDRs /Ny ¥
ITVRDBE) #2UVvILET,

J—R%ZHIFRT B . AstraTrident I3FA >S4 VDIRTONYIIVREFTYvILT. FD/—RD7T
JEZIN—IZHRLET. BENRDONYIIVROIVRAR—FRUS—DE5IZD/—RIP ZHIBRY 3
C & T, AstraTrident &, COIPHAIZIZADOHF LW/ —RICE->THBIEINRZVWHAED, RIEERTY
hzEBIELED,
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Uiy I I RDBEIF. ZERALTNYIIVREZEHL XY tridentetl update backend
TiE. Astra Tridenth T XAR— R S—%BHFMICEELE T, ChICED. Ny IIVRDUUID OH
CICEWSEHIDFHLWI U RR—ERUS—DMER SN, Ny I IV RICFEETSZHR) a—LAld. FILE
BLIEIORAR— bR —%FEBLT. BUOYO>RLETD,

EBERINLIYZAE— MRUS—EEBLTAY ST RESIRT 5 L. BICERE
()  EIoxR—PRUS—PEIBRSNET, Ny oIV ROBERSNZ L, ZONYITYK
BE LWy 2T ke LTRDA. $LWIS K- RS — DS hE T,

SA4T/—=RDIP 7 RLADBEHINEEIE. / — R LD Astra Trident /Ry R=BEETINEHLHD
o Trident "EEBETBINYIIVRDIVRR—FRUS—E2B#HLT. COIPOEEEZRMEIEET,

SMBR) a—L%Zz7OEY 3=V 32%EmeLET

ZVDEBHIRERZEIE. ROY—I)LZEFEBLTSMBAR) 2a—L%Z O 3=V JTEXY, ontap-
nas FZ1/%

ZVERLS B ICid. SYMTNFSZO M JJLESMB/ CIFSZO M JILOMAZHRET ZHENDH D
@ ¥ 9 ontap-nas-economy 4~ 7FL X XDONTAP BDSMBR) 2—L, cnsorOMIa)L
DWVWITNHZRELBWVW L. EE SMBAR) 2 —LDIEHD KL £7,

EE=ZRIRT 2HIIC
SMBR 2a—L%E7OES3a=Z>J 931, UTZZE G L TEHBELRHDET,
* Linuxd> bO—7/—REDHL EH1DDWindowsT —H— ./ — K TWindows Server 2019%E1T7L T

LV B Kubernetes? 5 X%, Astra Tridentld. Windows./ — R TE{TINTWVWARY RICYT Y SN
7=SMBARY 2 —LDHEHR—F

* Active Directory®D o L 7> > ¥ )Lz EL Astra TridentD > — 2 Ly fHDHRLEBHI1DHRETY, —7JL
v hZERML XY smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windowstr—E X L TERESINCSIZOF >, ZREL £ “csi-proxy zEBHR L T T L) "GitHub:
csIZmF " #=1d "GitHub: Windows[AlFCSIZ O3 2" Windows TEITET N T L B Kubernetes/ — R D

I=PAN
Ho

FIE

1. > 7L S XOONTAPDEZE S IE. BHEIZIHL TSMBEEZERLT 3 H'. Astra Trident CSMBHEE % /EFX T
TEJ,

@ Amazon FSx for ONTAPIC IZSMBEBENMKET T,

SMBEEHAEIZ. OLWITNHDHETERTE X "Microsoft BIEO VY — )" HE T A LA X F v A
> F7-IZONTAP CLIZfER L £9, ONTAP CLIZ{ER L TSMBEEZER T BICiE. ROFIEEEITL
3R

a BEICKLT. HEDTA LI MIUNIBEZIERLF T,
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o vserver cifs share create AV > Rid. HEDIEMEKC-pathdA 7> 3 > THRESINATWVWS
NZAZHERLET, BELIENZINEFEELARWVGS. OV RIFEKKMLET,

b. 35F L 7=SVMICEE[IF 5N TWBSMBEEEER L £,

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C. HEWMERENIC =B LE T,

vserver cifs share show -share-name share name

(D) =BRLTEEL "SUB A H R BMICO LTI

NV IIYREERTBEIC. SMBRY 2a—LERIEEITDELOICRDIBEBERRET IHNENHD £
To ONTAP NI TV RERA TS a>YDITARTOFSXICDWTIE. #BBLTLETL "FSX
(ONTAP DA > 3> efl) "

INTAX—H B ¢l

smbShare smb-share nasType
MicrosoftEIE Y — )L £ 7z

IZONTAP CLIZMH L TER I N

T-SMBHE D%HI. Astra Trident

TSMBHEZIEN TE 2%4H1. R

Ja—LANOHBE7 IR ZEIE

TRIGERIINTA—RZZEHDF

FICTBELHWTEFT,

F2TL I ZADOONTAPTIE. C
DINFR=RFF TS 3>TT,

CDINT X —A|FAmazon FSx for
ONTAP/NW YU I RTHETH
D, ZBICTBIFTEXxHA.

ZICRETDIHELHD X smb securityStyle
smb. nUllDIFE. T 7 4L IET

j_ nfse

FLOWARYa—LDOtEFxa)FT+ ntfs £7/-lE mixed SMB7R!1) 2 unixPermissions
ﬂ:ZI o _-[Aa)i’%é

ZICRETDIHENHD XY
ntfs £7-1¥ mixed SMB7R) 2
— L
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ONTAP NASOEREA T a3 > &l
Astra Trident® 1 > X b — JLIBIBETCONTAP NAS RS A NZ R L TEBR T3 AE% CE

Bl lETV, OIS arTlE Ny IV REROFlE. NI TV RZIML—
VIUSRINvEYTTBHEEFLIFHALET,

Ny DIV RERA T3>
NYITITYVREBEEA TSI vICDOVWTIE. ROXREZEBSBLTLET L,
INTA—A& B T4k
version =N |
storageDriverName AML—=U R4 ND%H] [ ONTAP-NAS | . [ ONTAP-
NAS-TJ./=—]1 . [ ONTAP-
NAS-flexgroup | « [ ONTAP-SAN
1~ TONTAP-SAN-TO./ =— |
backendName DAZLBERIEFANL—=U Ny RSAN&E+" "+ FT—4LIF
JILVR
managementLIF JSRAERLIF £/ SVMEE 7100011 . T
LIFDIP7RLZX [2001:1234:abcd::fefe] J

MetroCluster® > — L L R7E& X1 v
FA—N—%RIFT3ICIF. SVM
BELIFZIEET 2HNELHD £
ER

Fully Qualified Domain Name
(FQDN ; 2B K X1 > %) %=
BETETFT,

%{EF L TAstra Trident® 1 > X b+
—JLLTBA. IPVBT7 RL X %fE
Bd3&L5ICEZRECTET
--use-ipv6 779, IPv67 KL
A&, [28e8 : d9fb . a825 . b7bf

1 69a8 . d02f : 9e7b : 3555]%% &
DA TEET BIHUNEHLHD
£9,
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NTA—=H B T Ak

dataLIF ZORIILLIFDIP 7RL R, BEINIT RL R, £I3EE
TNTLARVSEEIFSVMD SEE
FIRETACZHRLET TNB37RLZ (GEi#ER)

datalLIF, EELARVEE

I&. Astra Tridenth’'SVMH 55—
RLIFZEEL X9, NFSYTU > b
S0 fEF 9 B Fully Qualified
Domain Name (FQDN ; S2&{&8f
RXA1>%) #IELT. ZTY
FOE >DNS%E{ERL L TERDT
—ZLIFEICEfAZO8T2 e
TEEY,

VIHRERICEETETE T, 28
BRLTLIET L,

%M L TAstra Tridentx® 1 > X b
—IJ)LL7=33E. IPV6 7 KL X% E
BI3&L5IC%KRETTET
--use-ipv6 7T, IPv67 KL
A&, [28e8 : d9fb . a825 . b7bf

1 69a8 : d02f : 9e7b : 3555]7% &

DA > TERT DDEHLHD
F9.
autoExportPolicy IURR—FRUS—OBEER LWX

CEHERMICLEI(T-UTY
lo

ZfEA$ % autoExportPolicy
H KUV autoExportCIDRs F*W k
7w FMDAstra Trident’/ 5. T X
R—=—FrRUS—ZBFHNICEET
TF7,

autoExportCIDRs Kubernetes® ./ — RIPZWLDH5  [0.0.0.0/0] . [::/0]
T1IINR) TS B3D %R
JCIDRsDJ X +
autoExportPolicy BEICHD
F9.

ZfEF 9 % autoExportPolicy
H KV autoExportCIDRs R bk
7w FDAstra Trident’a 5. ITU X
R—brRUS—ZEENICEET
X,

labels AU a—LICBEARATZEED M
JSONFEERDSANILDE v +

clientCertificate 547> NEEBBZE D Base64 T M
> O— RfE, SERAER—XDERE
ICERENET

76



NTA—=H

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

limitVolumeSize

lunsPerFlexvol

GG

547 NpEHED Base64 T
/] F{EO DIEEHE/\ XUJI:IIL.\D
ICERENET

SN CAEIBBZ® Baseb4 T

>3- I‘ﬁgo EEEO ;IEEE%/\\_X
OFEECEREINE T

OS5RK | SVYM ICEFRT B0
d— -'j-\%o 7|/7_'//‘\7)L/\“—X
DEREEICEFERAINET

ISR SVM ICERT 20D
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DEREEICEFERAINE T

£ 9 % Storage Virtual Machine
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FERAENZDEIEZBITVNES
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NTA—=H

debugTraceFlags

nasType

nfsMountOptions

gtreesPerFlexvol
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NSNS a—Ta Y JRICER
TB3TNVIT TS0, fl: {"API"
. false . "method" @ true}

FRLBEVWTLIZEWV
debugTraceFlags S5 7L a
—T 4 7 ERTLTWT, 51
BOJH Y THRERGEZIRE
F9,

NFSAR!) a—LF7/IZSMBRY 2
— LDER % RTE

3 IETY nfs. smb £7-
IEnulle NUINZERET D E. T 74
JURTNFSARY a—LDMERIN
F9,
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—C‘Izt]JOTC U A I\o

Kubernetes7k#ih ) 2 — LD
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CUOSATERESNEFIN. Xk
L—=SUSRATRIY AT 3
UHHEETINTULARLIZE. Astra
Tridentid A L= NIV R
D7 7L TIEINTWS
ROV AT aruEFERALE
ER

ARL=S0SZRBR T 711
IO NATarhHEES
TUWA WSS, Astra TridentiXB8iE
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IVNATOIOERELEFE
Ao

FlexVol 7D DK qtree . B
Sh7REaFH (L [50 « 300] TY,

FI7AILE

null

nfs
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NTA—=H

smbShare

useREST

GG

MicrosoftEIE 1> —JL % 7=
IXONTAP CLIZfER L TIER SN
7=SMBHEED%H]. Astra Trident
TSMBHBZ{ERM T 5%HI. R
a—LANOEFT7 VX z21E
TRHBEIINTA—REZZEADE
FICTBIEWTEET,

F> 7L I XADONTAPTIE. D
INTR=RFFA T3 >TT,

ZDINT A —A|FAmazon FSx for
ONTAPNNw O T > R TRHETH
D, ZBIZTBIETETEHE A

ONTAP REST API Z{ER T 578
DT—=V)TIVINTA—=R, * T
AILTLEa—*

useREST l&. T7Z=AHITFLE2
— Y LTREINTVWET, TX
MMRIETIE. ABREDT—70O
— RTIIHREINE A IIRE
9B true Astra Trident
|&. ONTAP REST APIZ{EAHL T
Ny IIVREBELEFT, CD
KEBEIC IZoNTAP 9.11. 1L &N A
ETY, £/, FHI onTAP O
T4 >2O—ILIZIENDT Ut X1
PRETY “ontap 7 FUVITr—>
3> ChiEFRIEERINICEK
STHEENET vsadmin LD

cluster-admin d—JL,

useREST |&. MetroCluster Tldt
R—bFETNTULEHEA,

R a—L7OESaZ>JRONY I Iy RiERA T3>

FT7#ILE

smb-share

LWz

INSDATLareEERALT. OT 74 ETOED aZ VI ZHIEITE LT defaults RED LIS 3
Yo PUCDOWVTIE. UTOREFAZBRL TIZT L,

NTA—=H

spaceAllocation

spaceReserve

snapshotPolicy

Bz
space-allocation for LUN @ O~ >
FziEELEFT

AR—RAN)HFR—=2g>EF—FR
lmonel () Fflx T
volume | (v ?)

59 % Snapshot K1) > —

FI7AILE
IELWTY
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NTA—=H

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption

tieringPolicy

unixPermissions

snapshotDir

exportPolicy
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EREL7Tc R a—LICEIDHTS
QoS RU>—=J)I—TF, AL —
DTNy IITU RIS
QOSPolicy F7zI&
adaptiveQosPolicy D WL\ NH % FE
RLEFT

TR TT47 QoS KR >—4)L—
TIERR LR a—LICEID Y
TEdo ANL—=UTF=ILINY D
I > RZ&iZ QOSPolicy £7zld
adaptiveQosPolicy D WL\ N h % 15
IRLFT,

RBEMICEET D ONTAP-NAS T
lFtrR—rEhEtA

Snapshot 0) BICUH—TENT
WBR) a—LDEIE

ERBSICoO—>EHHNBRTY
whkLET

#FLLAR 22— L TNetApp
Volume Encryption (NVE) %HB%)
ICLEJ, 774 MITY
falseo CDA T a>aEERT
BIclFE. VS AXATNVEDZ 11
YADEREIN. BB >TW
BZRENHBDET,

NAEDNY I LY RTEMICHK >
TW3EEE. Astra TridentTO
ESa3=> TNz RTORY
a—LDNAEICEMICED £9,
SMEICDOWVWTIE. UTEEBBLT
{2& LY, "Astra TridentE NVE$H
S UNAEDHEHEERM"

lnonel ZERAT 3EELR) S

2 LOWARY 2 —LODE—FR

ORTEPERTZHELEFT
.snapshot 74 L2 k1

FERITAIIAR—FR) S —

FI7#ILE
M

IR snapshotPolicy i& T
nonel « ENUMNE T1 T,
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INTX—A 5rEH T4k
securityStyle FLOWAY 2—LDEFXaUTqs NFSDT T A MIETY unixe
HZI\O
SMBDT 7 #JL b ntfso
NFSOHR— bk mixed XY
unix TxX a5+

SMBIZZEHR—FLEXJ mixed &
XU ntts EFa TR

Trident H' Astra T QoS 7R > —FIL—TZFEHET 3ICIE. ONTAP 9.8 LUIEHNHKNETYT, HE

@ INHBV QoS R = —TF=FERBLT. EAVATaFaITy MIERICR) =T IL—
TEBEBRATRICEHELET, HEE QS RUI—JIL—FICLD, TRTOT—270—KD
BEFRIL—TFy MR L TERAERINE T,

RYa—L7OES3Z>T0H)

TI7AIEDRERSNTUVWBHIZRICTLET,

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

MDi5ZE ontap-nas H &V ontap-nas-flexgroups TridentHDFIICFHREEZFERAL T, Flexvol DA
AH'snapshotReserveDE|GEPVCTIELSRESNTWVWBR L ZHERIT DL DICHRD FL 1o I—HH
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PVC ZEKT B Y. Astra Trident (& FILLWEAEZFEHRAL T SDZBZLDAR—XZHFDOTD
FlexVol Z{ERLE T, COFEICED. I—HFIFEREINTz pvc ROEZAAAERAR—IZZE
L. BREINIEZAR—ZAEDHDBVRAR—IAZHERTELRT, v21.07 £DFION— 3> TE. 21—
H pvc ZEERIZE ( 56iB HR¥) . snapshotReserve D 50% ICRESNTWVWBIFEE. EFIAAA
BERAR—XIF 2.5GiB DHAICHEDET, CHiFE. A—UHEBERLIR) 2 —LL2EKENRTHD-HTT
‘snapshotReserve ICI&. EDENEZIBEL £, Trident 21.07TlE. A—HHNEKRLTzHDHETIAAHT
BB AR—XTHD. Astra Tridenth'E&E L £9 snapshotReserve R a—LALEKICH T REGE L TR
INET, ICIFBERAINEEA ontap-nas—economy, _ DMEBEDTHEAICDWVWTIE. RDFIZEHEL TL
720,

ABRIIRDEEDTY,

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

snapshotReserve = 50% . PVC E3XR =5GiB D& K 2 —LDEEHT 1 XL 2/0.5=10GB THO. fF
FrIget 1 Xd 5GIB THHD. CNH PVC BERTERINT A XTI, o volume show RDBDEK S
BRERPRTEINF T,

Vserver Volume Aggregate State Available Used%
_pvec_89f1cl156_3801_4ded4 _9f9d_034d54c395T4
online RW 18GB 5.88G3 2%
_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

LEIOA A =L SDBFED /Ny I T Rid. Astra Trident D7 74 L — REFICEDRD K SICRD a
—LE7OES3Z>ILET. 7Y FIL—RENZER LAY 2—LICDVWTIE. ZEENRMENE LS
ICAR) 2a—LDY A XEZBEITINELHD FT, e ziE. HMBEINTWLWS2GBPVCHETY
snapshotReserve=50 MUFIlE. EFAAAERIAR—IDGBDR) a—LHMEREEINTWE LT ok
ZE R a—LDHYAX%Z 3GBICEETD L. 7IV7r—2 3> DETAHATEER AR—IH 6GIB DR
Ja2—LT3GBICHDXxd,

=/ RDOFRESH

ROBNE IFEAEDNTRA=FZT T A FDFRICTEIEANLGREZTLTVWET, Chid. NvoIT
VREERIBIROLBEERFETT,

@ % k7w ONTAP T Trident 2 L TW335&IF. IP 7 FL X TIZ%< LIF D DNS &
ZIRETBCEHRELET,
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&/\BRD#EM <code>ontap-nas-economy</code>

version: 1

storageDriverName: ontap-nas-economy

managementLIF: 10.0
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

-0od

5RO <code>ontap-nas-flexgroup</code>

version: 1
storageDriverName:
managementLIF: 10.0
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

SMBR ! 22— LDR/NRDERE

version: 1
backendName: Exampl
storageDriverName:
managementLIF: 10.0
nasType: smb
securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

ontap-nas-flexgroup
.0.1

eBackend
ontap-nas
.0.1
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FEEAEN— X DERE

hiEe NI TV RDRNBEDHFEHF TYo clientCertificate. clientPrivateKey LY
‘trustedCACertificate (BEINICAZFEEL TWAHRIIA T aY) BICAHTNET
backend.json BLWIE. 7 T4 7> MEAE. WER. EFEINI-CATEHE Dbase64T > 11— R1E
EENENRELEFT,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

B#IT I RR— RIS —

COBE. BRIV RAR— RIS —ZFRALTIVRAR— MRS —=2BE8NICERE L UVEIET
3 & 51 Astra Trident ICI8 RT3 AEZ "L TVWET, Chld. THRERBRICHEREL £ ontap-nas-
economy 8 & ontap-nas-flexgroup FZF1/\,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPV67 RL XEFEHRALTWS

CDHFE. ZRLTWE Y managementLIF IPv6 7 RL X ZERAL TL 3,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

SMB7R ) 12— L% {EHA L 7=Amazon FSx for ONTAP

o smbShare SMB/RU 21— L% ERH T BFSx for ONTAPDIZE. /NTX—RIIMHBETTI,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

RET—ILzERITENY I FOA

UTICRSH Y TILDODNY VI RERT 7AILTIE. RDESBHEDT 7AILEDBIRTORI L=
—JLICRESINTUVWETY, spaceReserve 72L1 DIFHIE. spaceAllocation EMDFRND encryption
KITEINFET, RET—IIIE. AAL—2EI23VTEERLET,

Astra Tridentld. [Comments]7 « =L RICTAOES 3 ZV I IRIVZRELF T, X2 MMEIRDFlexVollZ
BRESINTWETY © ontap-nas F7cldFlexGroup for ontap-nas-flexgroup. Astra Tridentld. 7OE Y
AZVTRHIRE T —IILEICHZ TR TOINILEZZA ML —=UR) a—ALICOAE—LEY, A NL—UEESE
IE RET=ILCICTRILZEEEZLTED. R a—LZIRILTITIL—FLLIEDTEET,
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N5DHTIE. —BEDRA L= F—)LHDMBED spaceReserve. spaceAllocation X
‘encryption fB. BKrUV—BDT—ILIET 7HIL MELDBHEBEINE T,

86



ONTAP NASOD

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup Dl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NAST O/ = —Dfl

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

N\ I R% StorageClasses IC¥ Vv EVT LET

JRDStorageClassEREIE. ZBBL TSV, [(RET—IzERTEZNVv I RDH, ZERT3
parameters.selector 71 —JL R Tl&. FStorageClassh'h) 2 —LDKRAMIERATEZRES—IL%
MUOHLEFT. R a—Lilid. BRLIEERBT-ILATERSINLERZDHD £,

* . protection-gold StorageClassld. ontap-nas-flexgroup /AW I IV R ! J—JLRLARILDR
EZRETIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: netapp.io/trident
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassid. NDIHFH L4BHDORES—ILICIVvEYITENET,
ontap-nas-flexgroup N\w 7 IV R ! SBUNDREZELANILZRIETEZIHE—DTF—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: netapp.io/trident
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysgldb StorageClassidRDAFBDRE T —ILICR v E>Y I ENET, ontap-nas /Ny I T
YR INE mysqldoBZ A FTF TURDRA L= F— LM ZIRET 2HE—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: app-mysqgldb
provisioner: netapp.io/trident
parameters:
selector: "app=mysgldb"
fsType: "ext4d"

* [l protection-silver-creditpoints-20k StorageClassid. ontap-nas-flexgroup /\WwI IV
RIILN—=LARILDREE200007 Ly bRA Y bR TZH—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: netapp.io/trident
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassld. ontap-nas NV I IV READ2EFEBDREF—IL ontap-
nas-economy /N\WZ IR I IN5IE 50000 L2y hRA Y N EFDOM—DOS—ILAT 7 )T T
ER

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: netapp.io/trident
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenth'. EDRET—IILZBIRTZHZHBIL. AL —CBHZERICHLIELSICLET,

F# datalIF FIEARER

HIRERICT —ZLIFEZEE T BICIE. ROOAY Y RERITLT, EBFcNT—42LFEFHFLLNYIIY

RIJSONT 71 JLICEEEL £ T,
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCHMDULEDRY RICEFH SN TULBERIE. WHTA3ITARTORY REEFEIELTHS. #F
LWTF—HLIFEBMICT R ODICBREREICREITHELRHD T,

NetApp ONTAP XI/5®MD Amazon FSX

Amazon FSX for NetApp ONTAP T Astra Trident % {8

"NetApp ONTAP XJi&5®MD Amazon FSX" [, NetApp ONTAP AL—=—OARL—FTa >
GIORTLEERBE T2 T 71 AT LORECETEIREICT S, JILIYRX—I R
DAWSH—E X T, FSX for ONTAP Z{ERT 3 L. @L\'I Ny 7w FOREE.
INT =X R, BEEEZZALAEN S, AWSICT—2ZRRINT D00 V7L

&, BlISM. EFaUTFa. IR ZFATE XY, FSX for ONTAP [&. ONTAP 7 7
1LY AT LDKRE Y BIBAPIZHR— L TWETD,

B

T7AIVATLIE. 2 TL I XD ONTAP 75 XA Amazon FSX DTS4V UY =TT,
B2SVMAICIE. TF7AINETA2NRZT AN AT LICINT 32T —X2A>TFTH3 12U LEDRY 2
— L%{E TE £9 . Amazon FSX for NetApp ONTAP %9 % . Data ONTAP (&7 5 RRDEIENT
RITF7FANWSATLELTIRESNET, FILLW I 7TILYRTLDEA T * NetApp ONTAP * T,

Amazon Elastic Kubernetes Service (EKS) TE{TTMN TUL\3 Astra Trident £ Amazon FSX for NetApp
ONTAP Z{Ed 5. ONTAP W R—hr9370v IR a—LET7AILkER) 2—LEERICTO
E2azZ>JTEET,

NetApp ONTAP F® Amazon FSX Tld. Z{ERA L £7 "FabricPool" A AL —JREBZEELE T, 74N
D77 ABEEICEDVWTHEBICT —RZi8NT 5N TEEXT,

* SMBRa—L:
° SMBARU a—Lid. ZFEALTHR—FENZET ontap-nas FZ1/N—DdH,

° Astra Tridenti&. Windows./ — R TETEINTWVWBRY RICIY T Y FENSMBARY) 2 —LDH%EH
R—b
s BEINY O T TIHEMICE > TWAAmazon FSXT7 71 IILY AT LATER I NTzAR ) 2 — LiETrident T
BB TE £HA. PVC ZHIBR T BICIE. PV & ONTAP 7R 2—L®D FSX #FEITHIBR T 2HNENBH D
£9, COME ZERYT B3ICIE. ROFIE

° ONTAP 771l « X7 LEBE®D FSX Z{ER T 3B &3 'Quick create ZFEA L BWVWTLL T WO A
IR T —2 70—Tld. BEINY I 7y IHEMIED, AT O RA T avidHhb FH
Ao

° Standard create # AT 25X, HBEIN VI T v TEEMLTLET WV, BNV IT v T%
ENICT B . Trident (TFEFRIEL L THRY 2a—LEEEICHIBRTETEY,
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v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled
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describe-file-systemso

4. ROFICTRT LI, SFFAEZ BB LIF O DNS &2 FAHAL TNV I IV RI 71 IIL21ERL T,

YAML

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm—XXXXXXXXXXXXXXKXXX.FS—XXXXXXXXXXXKXXXXKXX .fsx.us~—
east-2.aws.internal

svm: svm01l

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2

clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz

JSON
{
"version": 1,
"storageDriverName": "ontap-san",
"backendName": "customBackendName",
"managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-
XXXXXKXKXKXKXXKXKXKXKXKXKXX . fsx.us-east-2.aws.internal",
"svm": "svmO1l",
"clientCertificate": "ZXROZXJIwYXB...ICMgJ3BhcGVyc2",
"clientPrivateKey": "vciwKIyAgZG...OcnksIGRlc2NyaX",
"trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"
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* Linuxd> brO—5/—R D EH1DDWindowsT —H— ./ — R TWindows Server 20192 £{T7L T
LB Kubernetes? 5 X%, Astra Tridentld. Windows./ — R TETINTWVWARRY RICYIV RSN
7=SMB7R!) 2 — LD HEHR—k

* Active Directory®D 7 L 7> > ¥ )LZ G L Astra TridentD > — 27 Ly kHD B EH1DHRETY, —T L
whZEHL XY smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* WindowsF—E X & L TEREINLCSIZTOF >, ZFREL XY ‘csi-proxy’ ZEH L T ZT L) "GitHub:
CSI7Oa " £7z1F "GitHub: Windows[al17CSI 7 E# 2" Windows T3RIT I T L) B Kubernetes / — K D

=PAN
Ho

FIE

1. SMBEEZIEFHSMBEIEHEIE. OWITNHDAEETIER TE X9 "Microsoft B2V —)L"HE T =+
WA RFw T > FET-IXZONTAP CLIZEAL £9, ONTAP CLIZ{ER L TSMBHEE#EK T B ICIE. X
DFEHEERITLET

a BEICIGLT. HFEOT A LI MINBEZER L E T,

o vserver cifs share create AN Y Fid. HEDIEMEIC-pathd F> 3 > THEESNATWLWS
NZAZHRLET, BELLNZINEFELARWESE. OV RIFEKBMLET,

b. 87 L 7=SVMICEE[ T 5N TWBSMBHREZ=ER L £ 9,

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C HEMMERENIC =ML E T,

vserver cifs share show -share-name share name
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YRS A—FT 1) T4 % FERAETIC. Kubernetes CLIZERL TN Y I Iy REEZEER. BIETE3 &
S D F L7 (tridentctl) o

ZYERR L7c ¥ & TridentBackendConfig 7V T FDBZEIIRDELSICHED X,

* NI IV RIE IBELIAERICE D UVLT Astra Trident ICk > TEEBIMICIER SN E T, ZNld. RERH
ICIFE L TREINET TridentBackend (tbe. tridentbackend) CRo

* s TridentBackendConfig IFIC—EIC/NA > FEINZFXT TridentBackend Astra TridentiZ & > TIERK
INDTT,

% TridentBackendConfig Tld. 1M1DY v EV T ZFIFL XY TridentBackend, BIBIF/NY I LY
ROFETCEBRZ I —FICIRET 2122 —T 14 X T, BEIE Trident " REONY I IV RATO I b
ZRIHAETT,

TridentBackend CRSIZAstra TridentiC &k > TEEMIC/ERRESNE T, CNHIE*ZEELAL
TLET W, NIV RZBEFHITZ5EIF. 2ZELTEHLET
TridentBackendConfig 7 7T ko

DERICDOVTIE. TDFHZBRL T LTIV TridentBackendConfig CR :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

DHZHERTDEHTITEXEY "Trident 1 VA F—Z"BHOASL—CTF Ty b T 4—L 1 H—EXDHRE
Blzrnd T Lo MU,

o spec NYIIYVREBDRENTA—FZFERALET, COBITIF. NvIIVFREZERALEY
ontap-san storage driver& K U Tl ICRIBHENSX—2ZFHALET, FAITSZIX ML= RSA4N1AD
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3

BREA T a>D—EBIZDOWTIE. #8BLTLKIETVW'ARL—=IURSANDO/NY Iy RETEBER"

K

o spec I3 UICIE. BEENET credentials BLXUW deletionPolicy 74 —IL RiE. THIZICE
AENF LT TridentBackendConfig CR :

* credentials : CONTA—RIFINBET4—ILET. ANL—=UORTLIY—ERCDOFREICERIN
29LFTovILDEENTVWET, 2—HYER L 7= Kubernetes Secret ICERESNE T, LTV
vILETL—VTFFRNTEIZLIFTERV D, TS5—ICBDET,

* deletionPolicy:Cc D7« —JLRIF. NESLZH%ZEEL XY TridentBackendConfig HHIFREN
FlLTco RD2ODEOWVWTNAZIRETET T,

° delete:CDFER. MADNHIBREMNEX T TridentBackendConfig CRE FNICEEERMITSNT=/Nw
JIVER, INHT T4 METT,

° retain:Ff TridentBackendConfig CRAHIFREN. Ny I IV RERIFEISHEESHFEL. TEE
TEFTJ tridentctlo HIRRU S —ZICRELTWET retain MEIOU ) —2X (21.04K D &))
AT L—RL. BRCNTIENY VIV RERFETHCCHNTEE T, DT+ —ILRDEIR.
DHEINCEF TEEXT TridentBackendConfig BMERSINE T,

Ny IV RDAFENIF. ZFEAL TERESNET spec.backendName, IEE LAWVEF. /\
@ VI TIY ROAFNIOEHICERESMNE T TridentBackendConfig A7 T b
(metadata.name) » ZFERAL TNV I IV REEBRONICHET A #HERLET

spec.backendNameo

TIERSNTZ/NY I IR tridentetl D' EHEMITENTUVEEA
TridentBackendConfig Z 7TV b COKDIBNYIIYROEEIF. TEIRTEXT

kubectl ZERL L £9 TridentBackendConfig CR, E—DERE/NTX—4 (AY) %IEE
TBLDICEFRTBIHUENDHD XY spec.backendName. spec.storagePrefix.
spec.storageDriverName R¥) o L <{EREL7-Tridenth'astrall BEIIC/NA VR
3MN3 ‘TridentBackendConfig BEFDONY I I Y REFEHALET,

FIEDEE
EZEALTHLWNAY I I REER L X T kubectl Tld. XDIREZRITITIRENDHD 7,

1. Z{ER L £ 9 "Kubernetes Secret"s —2ZLw MMZld. A L= 5B I H—ERCEET B0
Trident hSRBRILTUOVILDAESENTUVWET,

2. #1ER L £9 TridentBackendConfig A7V TV b A ML =Y U5 XE [H—EXDEFEMEIEE
L. BIOFIBETER LT=>—2 Ly hEBRLEY,

NYIITVRZERLTES. ZHFEALTEDODRT—RA%ZHER TE XY kubectl get tbc <tbc-name>
-n <trident-namespace> BINDFFMHIBHREZUINEL X7,

FlE1 : Kubernetes Secret #{EfR L £ ¢

NYIIVRDTIECRILT YOV EEGLY—U Ly bEERLET, ANL—JH—EX/ TSV kT
F—LTCICEBBEBDHET I RICHZRLET,
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https://kubernetes.io/docs/concepts/configuration/secret/

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:
username:

password: password

cluster-admin

RDORICC BRAMNL—TFS5w T 4— LD Secret ICEHBRINENDHDZ T4 —ILRZFEHFET,

AbL=2T 5y b T =L —
Ly b7 —IL FDERA

Azure NetApp Files D&

Cloud Volumes Service for GCP

Cloud Volumes Service for GCP

Element ( NetApp HCI / SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ClientID

private_key id T

private_key Z@HHL XY

IVRARAV b

d—H4

clientPrivateKey

chapUsername O Y >

Fieldstil &

A,
7

WEZEOID, CVS BIEEO—)L
ZEDGCPH—ERT7HIY LD
APl F—D—%p

WwEECVS BIEEO—-IL%#EFD
GCPH—ERXRT7HI> D API F
—ER

TFOEDILTUIvILZER
9 % SolidFire 7 5 X Z M MVIP

IS5 2% [ SVM ICIER T BT-0D
A—%4%, VLTV vILR—2X
DEREEICEFERAINET

OS5 SVM ICERT 20D
/\"2'7 Ko LTIy ILR—
DFEEICERINET

7547 NHERHED Base64 T
>1— I"flEo DIEEEE/\ Za)nn..\u
ICERENET

14>V N\T Y R1I—H4%, useCHAP
=true DIHZEIFNE, DIHFE
ontap-san & U ontap-san-
economy
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ARL=CTFSy N Tr—LY—  WE FieldsHl &

Ly k74 —I)LRDEH

ONTAP chaplnitiatorSecret CHAP 1 Z>IT—4a>—20ULw
ko useCHAP = true DIHE I
‘Bo DIHE ontap-san KV
ontap-san-economy

ONTAP chapTargetUsername O IX >V R &Z—4w I —H4%, useCHAP =
true DHZEIENE, DFE
ontap-san B&U ontap-san-
economy

ONTAP chapTargetinitiatorSecret CHAP #—4'vw kA ZS T —RS
—2 L ko useCHAP = true D5
Bl3WE, DIHFH ontap-san H
& U ontap-san-economy

CORTYTTIER N> —T Ly bME. TEBREINEXT spec.credentials D71 —JLR
TridentBackendConfig KD AT v T TYERSNIcA TV TV ko

FlE2 : Z1ERL L £ 9 TridentBackendConfig CR

NT. ZERT 2% /NTET X L7 TridentBackendConfig CR, CDHTIE. ZERTZI/NYvIIVR
ontap-san RS /NI&. ZERAL TEMINET TridentBackendConfig A TDA T I b ¢

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret
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FIE3 : DRT—R A%z L £9 TridentBackendConfig CR

Z{ER L £ L7z TridentBackendConfig CRTIE. AT —XXAZMHERTETET, XDHEBREL TS
(AW

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

NY DIV RHPEBICERIN. ICN1Y RENE LT TridentBackendConfig CRo
T —XIFRDVWTNHODEZIRETETE I,

* Bound: TridentBackendConfig CRIZFNY I IV RICEE[ITSENTED. ZONY I IV RIZIEDE
FNTUVWET configRef ZIZREL £ TridentBackendConfig CRMDuids

* Unbound: =R L TRINET " o TridentBackendConfig AT TV MHANYIITY RIZNA
YRENTLWERA FILLIERESNIIARTDT 7 )L TridentBackendConfig CRSIET 7 # /L k
TIDT7I—RICBH2>TVWEY, 7T —IANEEINTE. BE Unbound ICRT Z&IFTET XA,

* Deleting: TridentBackendConfig CR deletionPolicy DHIBRNRICERESNE LT Z0 Vv D
L ¥ 9 TridentBackendConfig CRHOHEIBREN. HIFRIRREICRITLE I,

c NI IV RIZKEERY 2a—LER (PVC) WEELAVEEIE. ZHIBRLET
TridentBackendConfig € DHER. Astra TridentiCk > TNV I T REDHIBRINE T
TridentBackendConfig CRe

e Ny TITYRIC1 DULED PVC HFET 35513 HIFRREICZDET, o
TridentBackendConfig CRIZZD#E. HIF 7z —XICBADFET, NvIIVRL
TridentBackendConfig ld. TRTOPVCHEIFRENI=H EICDOAHIBRENE T,

* Lost:UCEEEMITSENTWA /NI IR TridentBackendConfig CRHAER - THIBRE Nfch. EIC
HIBR T M7z TridentBackendConfig CRICIFHIBRENIENY I T Y RADBERAHD £7, »
TridentBackendConfig CRI&. ICEARAGCHIBRTE XY deletionPolicy ffif,

* Unknown : Astra Tridentid. ICEERTENTWVWRNYIITY ROREFIIFEEEZRETIELEA
TridentBackendConfig CR, 7=& ZIE. APIT—/N\HIEE L TULAWVEER. DRSS L TULEWNSER
¥ T9 tridentbackends.trident.netapp.io CRDA'HD FtH A, ZHIZIE. I—HFDONADINRE
BEEHNHD £,

COERETIE. NI IV RDPEEICERINET, . WS ODDIREZBIMTUIBTZ N TEET
"Ny I LIYROEFHFE/NYIIY ROHIBR"

(FTF>ay) FlE4 : FH=ZEELET
Ny O IV RICEAT25FMIBEREMER T SICIE. XOOATY VY REEITLED,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide
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NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699%e6ab8 Bound Success ontap-san delete

TH5IC. DYAMLJSONA > TJZBR 25 & HTF XY TridentBackendConfige

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo & EXMNF T backendName H KU backenduUID ICHE L TEERESNTNY I IV RO
TridentBackendConfig CRe o lastOperationStatus 74 —JLRII. OERBDRIEDAT—R I %R
L %9 TridentBackendConfig CR, A—H—MNrUAHTZeATEXYT BIXIE. I—HF—HTHaHL%Z
TELIIBERY) spec) ZEHAT 3D, AstraTridentick > TR UH—NZ 9 (Astra TridentD BFCENRF
BE) o Success £7cld Failed DWIFNHDTTY, phase ld. BOBERDORIT—2XZRLET
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TridentBackendConfig CRENY I IV R, EFEDHITIE. phase fBIFNATYRFENTWET, C
. ZEKL £9 TridentBackendConfig CRIF/Nw I I Y RICEEMITENTUVWET,

HZETTEFEXI kubectl -n trident describe tbc <tbc-cr-name> 1TANY MOY DFFMHl%=EEIRT S
TC@@:V\/ I\“_t“_g-o

BEMITONTUVEIDETENTVWEINYIITY RIGEFHEISHFTETEFEA
@ TridentBackendConfig Z{FHE T34 T2 T b tridentctl, YIDBXICEET S F|E%R
B2 9 B tridentctl KU TridentBackendConfig. "CHELHZEEL T LY,

kubectl =R L CT/N\wv oI REEZEGFTLET
HERALTNYIIY REBUIBZEITIBAHZEICDOVWTEHBL £ kubectlo

Ny IV RZHIBRLET

ZHIPR 9D TridentBackendConfig Z{HHAL T, Astra TridentiZ/N\w I I ROHIBREFRIFEZIETL
F9 (R—XIETY) ‘deletionPolicy) o NVIIVRZHIFRTZICIF. ZHERELET
deletionPolicy IFHIFRICERESINTWVWE T, DAZHIFRL £9 TridentBackendConfig ZBHBL TK
72EL “deletionPolicy ldretainlCREINTUVE T, THUCKD Ny II Y RAXRFEL. Z2ER
LTEETESELSICHDET tridentetlo

RDOAXYRZEERITLET,
kubectl delete tbc <tbc—-name> -n trident

Astra Tridentid. HER L TUL\/zKubernetes>>—2 L w FZHIBRL £t A TridentBackendConfig
o Kubermnetes 1—Hid. >—2IL v bDO =27y TZ2BHLET, >—JL v bZHIRT 2 STIFER
PRETYT, >—JLvbE. NyIITYRTHERINTULRWESICOAHIFRL TEEL,

BEONYIIVREZRRLET
RDOOARXY REERITLET,

kubectl get tbc -n trident

HRITIBEHTEET tridentctl get backend -n trident H7clE tridentctl get backend
-0 yaml -n trident FEIBIIARTONYIIVRFDU A MZEELEFT, COURMIIE. TERSIN
TENYIIVRHEFENFET tridentetlo

NIV REEHRLET
Ny o Ty REBEHTIERIZVODBDET,

CAML=PPRTLDILTUIYIDEEINTWS, VLTV ILEEHT3HBE. CERIN
%Kubernetes Secret TridentBackendConfig 772 TV hZEH T IMNENH D £, Astra Trident
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M. BESNERFOILT U VYILTNAYIIY REBFNICEHRXAOIAT Y REETL T,
Kubernetes Secret # B L £9,

kubectl apply -f <updated-secret-file.yaml> -n trident

* NTAX—R ((FHT S ONTAP SVM DERIRY) ZB#HITI2HBELNHD XTI,
CDHE. TridentBackendConfig A 7Y 17 MIKubernetesZ{FEB L TEHEEH TETET,

kubectl apply -f <updated-backend-file.yaml>
£l BIFEOICEEZMA XY TridentBackendConfig CRICIFRD AT REEITLE T,
kubectl edit tbc <tbc-name> -n trident

NYIDITYROEFHICKHMLIEGE. NI IV REREBOBNORED L FEDFT, #1195, O
#RLLTRRE ZHETETF £ kubectl get tbc <tbc-name> -o yaml -n trident £7:l&
kubectl describe tbc <tbc-name> -n tridento

W7 7ML CTHEEZREL TBIELS, update ANV RZHERITTETE Y,

tridentctl Z{FEFRAL TNV I IV REEBZETLET
ZERALTNYIIY REBUNBZREITISZHEICDVWTERAL XY tridentetlo

NYIITVREERLET
EERLES "Ny o Ty RER 7 71 L' 2@ELT. XOIATY REEFTLES,

tridentctl create backend -f <backend-file> -n trident

Ny IV ROERICKBMLIEZSIF. Ny I IV FOREICAMNEENR DD £T, ROAXV FZ2ERITTS
& OJ2RRLTERZRETE Y,

tridentctl logs -n trident

BT 71 CRIEZRELTEBLELES. #7937 TY create AV REHS—EERTLE T,

NIV RZHIFRLET
Astra Trident "5 /\Nw I T REHIRT 31215 XROFIEEZETLET,

LNy ITVRBEBELED,
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tridentctl get backend -n trident

2 Ny IV RZHIBRLET,

tridentctl delete backend <backend-name> -n trident

Astra Trident T. £/EFEELTVWARZONYIIYRDSR) a—LERFYToaybhaEDS
OEY 3= LTWBBE. Ny IV RZHIFTS . HiLLWRYa—Lz7OESY 3=

C> VOTEBRKAEDET, Ny IITURIE TR REOFFICAD. Trdent IFHIBREN S %
TENSDR) a—LERFTY T3y b ZEEBLEITET,

BIFEONYIIVRERRLET
Trident B'E8 L TWABNY I IV REZRTTBICIE. XOFIEEZERTLET,

*BEZEIST3ICIE. ROOAX VY RZERITLET,
tridentctl get backend -n trident
C IRTOFMAZHERTBICIE. ROAT Y RERTLET,

tridentctl get backend -o json -n trident

NYIITYRZEHLET
FLONY TV R 7 A VEMER L5, ROIYY RERTLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T RFOEHRHIRBLIGE. NvIIY FOREICHED BB BENLEHZHTLE L. RD
ARV PFZ2RTIBE. OV 2RRLTRERRZRETEXT,

tridentctl logs -n trident

B 7 7ML THEZRELTEELLS. ZRITIBEITTY update ANV RZEDHSI—ERITLET,

NYIIYRZFERTBIRA M —JISRZR/ELET

UTFIE. EZ TTEFBISONFEROBERIDOFTY tridentctl NI IV RATS o COEH, ThiciE
HEEALEXY jqA—Ta VT4 E2A VA M=ILTBIRERHD X,

115



tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

ZEALTERINIENY VI RIZHFZHE L F T TridentBackendConfigo

NYIITYREEBA T g EEBELET

Astra Trident TNw I IV R ZBEITZ XTI TRHEZT CHEELEI L,

Ny IITVRZEEBTEZODT T 3>

#EA L % L7 TridentBackendConfig BIEEIFIRE. NV I IV RZ2DDHETEEBTESLSICH LT
WET, ChICIE. ROLSHBERAHBD £,

s ZFEALTNYIIY RE/ERAIEE tridentctl TEIETEF XY TridentBackendConfig?

c ZERALTNYIIY RZEMAIEE TridentBackendConfig ZFEA L TEEL XY tridentctl?

BIE tridentctl ZEAL TNV Y IV R% TridentBackendConfig

CDEIarTIE. BERALTERLIENY I IV R EZEBIEB TR OICHEBERFIEBICOWVWTEHBELET
tridentctl Z1ERL L. Kubernetesf > X —7 1 AH' 5BEEREIT TridentBackendConfig 7TV
ko

CHUE. RO FIFICEELET,

cBIEONY I RICIENH D £ A TridentBackendConfig ZEAL TERIN/I/HTT
tridentctlo

s TERENTFHLWANY I IV R tridentctl. DR TridentBackendConfig 7 7Y U MHETE
LET,

550586, Trdent TR 2a—L%EZ XS a—1)>T0L, MBETo-TWANY I IV RIFF|IESHSEE
ELET, BEEICIIRD 2 DOFBIRELAHD 7,

* DERZHITLEY tridentetl ZHEHAL TERSININY I IV REBEELE T,

s BERLTIER LNV I RE/NA VR tridentcetl LU TridentBackendConfig A7 T
bo CHUSED N IIVRIFZEFEALTEEINETT kubectl TEIEH D FHA tridentctlo

ZEALT. BBIFONY I TV R ZEIEL T T kubectl ZEH T 2HENHD T

‘TridentBackendConfig CHUIBIEDNY I IV RICNA VY RLET, TOHEADOBEZUTICRL F
ER

1. Kubernetes Secret Z{ERLF T >—2IL W bhICIZ. ARL—JOSRE | H—EREBETD-HIC
Trident hSRBRI LTIV ILDAEENTUVET,

2. #{ER L £9 TridentBackendConfig # 7P TV ke AL =05 XF 1 H—EXDEEZIEE
L. BIOFIETIER LT —O Ly b ZBRLET, A—DOHRE/NTX—F (RY) ZIBETBILDISF
BEI3MNENHD T spec.backendName. spec.storagePrefix. spec.storageDriverName"
BE) o “spec.backendName BEfFD/NY I I ROAFICRET IHNELHD £,
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FIEo : NvIIVRERELEFT

Z{ER L £ 9 TridentBackendConfig BIEDNY I IV RIINA YV RTBFRIF. Ny I IV REEZE
BII3HNELRHDEFT, ZOHITIE. Ny IITYRHRD JSON EEZFAL TERSINTWBELET,

tridentctl get backend ontap-nas-backend -n trident

fems=mssssessssosa==== fosss===========a
e e fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fom e

fessmsmess e s ss s oses s s s e=s fremem==== fromsmm==== ¥

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fressseseemess o= === fosssmsmmm=ssas=s
fesssssssssscsesessosssassssassssasmaaa femmm==== fommsm==a= 4

cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {
"spaceReserve": '"none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [
{

"labels": {"app":"msoffice", "cost":"100"},

"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"
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"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

FJE1 : Kubernetes Secret Z{Efi L £
KOBNCTRTESIC. NYIIVRDILTFOOvILEESES—oLy FEERLET,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

FlE2 : #{EB L £ 9 TridentBackendConfig CR

RDFIETIE. ZER L £9 TridentBackendConfig BAFFDICHERIC/NA > FENSBCR ontap-nas-
backend (CODFIDLSICD) o ROBHHHLINTVS CZHERBLET,

BNy I TV REDEEINTUVET spec.backendNameo
CRENTA—=RIFTONYIITYRERLTY,

cRET—IL (FETZHE) & TONY I IV REBILIEFRTHZBENHD £7,

c LTI vILIE. TL—2TFXMTIFAR <. Kubernetes Secret Zi@ L TRt SN 7,

ZDHEIFE. ZERL T EV TridentBackendConfig DK DIZED £,
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FlE3 : DRAT—RA%ZHBZL £9 TridentBackendConfig CR

DHLIZANILET TridentBackendConfig BMERINTVWBIHRENH D £9 Bounds F7o. BEFED/NY

JIVRERLENY I IV RABL UUID BARIBENTWVWBHRELRHD £,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

NT. Ny IIVRIEEFERALTELICEEINE T tbec-ontap-nas-backend
TridentBackendConfig Z 7T ko

‘EBIF TridentBackendConfig ZEAL T/NY IV R%Z tridentctl

‘tridentctl” ZHHALT. ZHEHAL TERSNINY I IV RERRCTEET
‘TridentBackendConfig e Ffow BIEEIF. ZHFERALTIDLSBNYIIY RERL2ICEIER
TBELHTEFEXT “tridentctl” HIBRLZX T "TridentBackendConfig®
Z L THEHN®DAREL “spec.deletionPolicy’ DICERESINEXT ‘retain’o

FIEO - NI IVRERELET
fcezld. RONY I R ZFERAL TEREINTIE LEX T TridentBackendConfig -
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HADBIEFDZ EHHHD £F TridentBackendConfig IFIERICIERR SN, Ny I IV RICNA VRS
NTLWEIINYIIYROUUIDZRESEL T IV,

FlE1 : ESEL £ 9 deletionPolicy MICEREIMNE T retain
TlE. OfifEZRTHEL &S deletionPolicye CHUIICERET DIHENH D £9 retain, cfUCK

D, PEXRICEITINET TridentBackendConfig CRHOEIFREN. Nwv I I RE&RIFFISHEIFEL.
TEETEFXT tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D FNLUANDFZEIF. KROFIBISEXHRWVTLEE LV deletionPolicy BICREINET

retaine

FlB2 : ZHIPRL £ 9 TridentBackendConfig CR

=EDOFIBEIX. ZHIFRT S Z ¥ TY TridentBackendConfig CRo FEERM'TE T L7=5 deletionPolicy H'
ICRESNET retainz v o338, RDELSICHIBREINE T,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

frossscsscssssassaa== frosssssassmssme=s
fess===s=s=sssesessososassssssssssssa=s fremm====== foms====== ¥

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fosssssssssss=a===== foss=============

et et fomm - fomm - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

Fom e Fomm e
St pemmm=m== i I

HHIFR I N7 F TridentBackendConfig Astra Tridentld. EEIC/Nv I T RBEZHIRTZ R
<O BIATDS I b 2HIBRLES,

AbL—=Y05X2EET S

AbL=20F %2 LTIcD. A ML= 05 XZHIBRLEED. BIEOX ML =25
SRERRLIEDTEFT Y,

AML—=CUSR%KETT S
EERBLTLLKIETWVW'CESHZ BTV AN L—CO SR EFDOERTERAEDEFEMICOWVWTIE. #&28BL

TLRETE L,

Z l\ l/_\\/“aax%{/ﬁﬁjzjéo
ARL=0ZRT77AIIDMER SN, ROORY Y RZRITLET,

kubectl create -f <storage-class-file>

<storage-class-file>|d. AL =IO SRADT7AILBICEZTELZATLIZEU,
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AML—=C U0 S A%HIBRT S
Kubernetes "5 X L —J 0 5 X %ZHIBRT 2ICIE. XOOAT Y REEITLET,

kubectl delete storageclass <storage-class>

<storage-class> &« AL =0 SATEZBRIZIMBENHD XY,

CDRAML—2O S RATIER SN ETR Y 2 —LICIZEEIZ A AstraTrident ICK > T THTEED
nx7J,

Astra Trident CIZZEE D EEI SN B £sType ZEM L £, iISCSINY I I RDFEIF. EH
(D TR EHEWRELE T parameters. fsType AL —U 05 R, BIFEORANL—U U5 %
HIBRL T. THBEMTIHVENDH D £ parameters. fsType IBE I N7

BEOANL—ISXERRLET
* B Kubernetes A AL —J 0S5 X%ERRTBICIE. ROOAT Y RZETLET,

kubectl get storageclass

* Kubernetes A AL —2 U S XDFMZERTI BICIE. ROIXY FZ2RITLET,

kubectl get storageclass <storage-class> -o json

* Astra Trident DEIEASNIEA ML —U 0 S5 XZRRTBICIF ROAT Y REZEITLET,
tridentctl get storageclass

* Astra Trident DREEIS NI L =P 0 S5 XOFMZRTT BICIE. ROAXY FZRITLET,

tridentctl get storageclass <storage-class> -0 json

TIHAINEDAML—=—DISX%ZHRET D

Kubernetes 1.6 Tld. T 7AIEDRA ML —J ISR %HRETDIEEENEBMINTWVWET, kiR 2 —LE
K (PVC) 12k a—LAEESNTVARWERIZ. KR 2a—L07OES 3 Z > JICERT SR
|‘|/—°/“75Z'C"§-o

cTI)T=a EHRELTTIAIMNDRAMNL—CO0SREEEHZLET

storageclass.kubernetes.io/is-default-class ZtruellBREL TR ML =05 ADERICE
MLET, ARRICIEC T, ENUADERT / T—> a3 DR VGG false CFEREINE T,
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*ROOAVYRFZFEALT BIFEOX ML=V ISR ETTAIL MDA L =205 RE L TRETEF
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ERRIC. ROOAYYRZFALT. TIAILIMDRMNL—SOS5RT7 /77— a3V =HIBRTEET,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"

Fl-. TOF/T—2a>ohEEFNTWVS Trident T > XA =SSN\ RILICHBEIDBH D 7,
IS RARICIE. BIC1DDTITAI R ML =205 7B %EFBELTLIET L, Kubernetes

() ik BENICEROZ FL—VEERT A LTSI FIALFOIL—DT
ADES K BVWHE CRKICEEL T,

ARL=SO5RONY I IV RERELET

MUTFIE. BEZ& TTEBRISONFEROBERDHITY tridentctl Astra Trident/ A\ I TV RA T FOH
AN EFERALET jg2—Ta4 )T a0 RICAVAM=ILTIRELRDHZHBEDNHD £,

tridentctl get storageclass -o json | jgq '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

R 2—LFexR179 3
cSl MROVEBALET

Astra Trident Tld. Z{EHL T. Kubernetes VS XAXANICH D/ — RICAKR) 2 —L%xE
IRAGICERL L TIESE TS £ 9 "CSI RO #EEE",

BE

CSI bROYH#RERFRA T2 . BB LU TRAISEY T —VICETDWVWT, R a—LANDT7IER%
J—RoH Ty MCEPBETEET, IRE. 757 R7ONTHIE. Kubernetes BEIEEMNY —>R—XD /
—RZERTETBRLEDICE > TVE T, /—RiFE. V=3 ICE o TERBITRASEY TV —VICEE

TRZEH, V=3 IlEoTRHRETRCEHTEEY, VILFYV—>7—FTIF ¥ TI—20—RAD
RY)a—LEFOES 3 =>4 9357=HIC. AstraTrident & CSI RO ZFERAL X I,

(@ oSl MEOUHEOREIOVTIE. EBRL TRV CE5ECHCEELY,

Kubernetes ICIE. 2 DDEBEBEDR) a—LNA Y RE—RHLEHDET,
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* % {EF volumeBindingMode Z ICREL £ 9 Immediate FAROADZERB TR BRLA) a—L%E
BMTEEXT, Aa—LNA>To 78N 7OES 3= >J1E. pve DMERENS & SICNIBES
F9, cNHT T FILMTY “VolumeBindingMode £7o. FROZ OGN EBERLAEWVWI S XAZICH
BLTWET, Kkisth) a—LAld. BXREIARY ROXT D a—ILEBHICKEFEETICERINE T,

* #{FF VvolumeBindingMode % IZERE L £ 9 "WaitForFirstConsumer PVC Dk HIR 1) 2 — LDYERK &
NAVTa>T1E. PVCEFERTZ3RY RDRR TP a—ILENTERINZ EFTEESNE T, CNICK
D FROCOEBEHICIEL AT a— L0 E R T LDICAR) a—LDMERINE T,

(D o WaitForFirstConsumer N1 VT4 YFJE—RTIE. FAROAZSISRNILISHNEDH D £t Ao
CHUE CSI FARODHEEEC ITEBRICERTEEY,

MEBRHD
CSI bROSHEFERTZICIE. ROHDOHHURETY,

* #E179 DKubernetes? 5 XX "HiK— k ET1EKubernetes/\— 3 2"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49272",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

CUSRAARD/ —RIZIE. bROSZERHBTZHDIRILHARETT
(topology.kubernetes.io/region $KX U topology.kubernetes.io/zone) o CDIANJL*
I&. Astra Trident % FARODHBE LTA YA M=ILT BRI, ITRAZAD /) — RICEET ZHEHLDH
DET,
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FiE 1

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

D hARODHENY I Y REVERT S

AstraTrident A AL—INY I ITYV R, PRAZE) T4V —=VICEDVWTRY a—LZBERNICTOEY
AZVITBESICEKRETEE T, FENVIIVRIFA TSI TIEETEFEXT supportedTopologies

R—bTB3RENDHZY —VBLUVRFEDI R ZRT IOV I AL—CIZABEDESBNYITY

RzEATIHE. R)a—Lld R—FENTWVWEN -3 V=V TRTZPa—ILENTWVWBET S
T=2arhoBEREINIBEICOAMEREINET T,

NY T ITYREEDHIZRICELET,
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies &« NV I IV RZED) = 3> —>DO) A MNEiRET 371
@ DICFERINET, CchbD)—T 3>y —2ld. StorageClass TIEETI ZHBMD ) X

FeRLET, NYIIVRTREINZU—2a>ey—200 72y b 280

StorageClasses MIHE. Astra Trident BN\ I TV RICARY 2 —LZERLF T,

HEHZCTF XY supportedTopologies AL ==L CIERR TR CEHTET XTI, XOFIZEEL
TLEEL,
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version:
storageDriverName:
backendName:
managementLIF:

1

ontap
nas-backend
172.16.23

svm: nfs svm

username:

admin

password: password

supportedTopologies:

topology. kubernetes.io

topology. kubernetes.io
topology.kubernetes.io

topology. kubernetes.io

storage:
- labels:

CDHITIE. ZFEELTWVWET region BLU zone FRNIIIEA ML= F=ILDBAAERLE T,
topology.kubernetes.io/region & U topology.kubernetes.io/zone XA ML —F—LDER

workload: production
region: Iowa-DC
Iowa-DC-A
supportedTopologies:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
region: Iowa-DC
Iowa-DC-B
supportedTopologies:

zone:

- topology.kubernetes
topology.kubernetes.

GFREEEL X9,

-nas
-us-centrall
8.5

/region: us-centrall

/zone: us-centrall-a
/region: us-centrall
/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

.1o0/region: us-centrall

io/zone: us-centrall-b

FIEg2 : FAROCERHBITBZIANL—CIUSXEZEERTD

S RZRD/ — RICIRHETNS MAROSSRILICEDVWT, MROJERZ S H S &L 5 I StorageClasses
ZEETTET, CHIZKD. FERRESNT PVC BERDZEHLRDZ AL —CF =)L BELU Trident IZ& -
TFOEY 3z enfch) a—LZFERATES / — RO T2y bHVRED XY,

ROBZBRL TS L,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

L+E2dDStorageClassFEF&E T+ volumeBindingMode MICEREINE T WaitForFirstConsumero
StorageClass TEXRIN/ PVC &, Ry RTERINZ I TUEINEEA. LU
allowedTopologies TRV -2 =3 ZRMELET, o netapp-san-us-eastl
StorageClasshICPVCZ{ER L £ 9 san-backend-us-eastl E CEELINYII VR,

27w 73 PVC Z{ER L TERYTS
StorageClass Z{ER L TNV I TV RICYwvEY T T3, PVCZIERTE L DICHBD F LT

5% B8 spec &L ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CORZTTRALZERALTPVC ZELT D L. RDKSBHERICED X,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z MpodSpecic & D, Kubernetesid. IC$H3 ./ —RICPODERXT P a—ILd35ELSICEREINET us-
eastl U= a3 %FERL. ICHBIEERED/ —RHS5FERL £F9 us-eastl-a £7ld us-eastl-b VY —
2o

RO EBRLTLEE L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny UL RZzE#H L TEM supportedTopologies

BEONYIIVRZBHLT. DU FEEMTSZENTEFXT supportedTopologies ZFEAL XY
tridentctl backend update. CHUI. TTICTAEDIZIEINTWVWBRRD a—LICITHELT. U
D PVC ICOAERINE T,

M -SWNTIE. CBE5E BRI
C"AVTFFDIY —RAEEE"

v —RELOR
C"TIAZTA T T4 T "

* "EREE L UE"

AFTwToay b EBELET

KA 2—L (PVS) DKubernetesih ') 2 —/LSnapshot (7K' 2 —/LSnapshot) % {E
B LT, Astra Trident’R!) 2 —LDRA Y bV RALIE—ERIFTCEET, .
BEZD 7R 1) 12— LSnapshoth* 5. clone EWSERIOF LWARY 2 —LEEHRT 3 C
EHTEFEZXI, A a—LSnapshotid. THR—FEINZET ontap-nas. ontap-
nas-flexgroup. ontap-san. ontap-san-economy. solidfire-san. gcp-
cvs BELTV “azure-netapp-files FZ-1/\,

EE%RAY 380IC
NER >y Foay b bO—FCHRARL)Y —REE (CRD) "URETY, Kubernetest—47 X kL
—>3>Y—JL (5] : Kubeadm. GKE. OpenShift) D1&E|%B->TWET,

KubernetesT4 A R Ea2a—>3 VIl RFy o3y b2 FO—FECRDAEENTUVAWVGEIE. &8
BLTLEETWVWARY 2—LSnapshotI> FO—Z %28 AT 3,

GKERIBTAHYTIYVRAR)a—LRF v T ay b 2ERT 568 XF+vyFoaybd

(D) > rO-SEERLBVTREE L. GKETIR. NEOEERROZFyFoay ba>bo—
SEFALET,
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X7 w1 VolumeSnapshotClass

ROBE. R 2—LSnapshoty 5 XA EER L £,

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

o driver Astra Trident CSIR S 4 /N\%Z$8L £ J, deletionPolicy l&. TY Delete £7-ld Retaino I
RET DL Retain ZFEATRE. A NL—UOSRAZDOEB R ZYESnapshoth. DBETHHRIFS
NET ‘VolumeSnapshot 77T FHHIBRE 7o

FHRIC DWW TIZE. link : /trident-reference/objects.htmi#Kubernetes -volumesnapshotclass-objects % &8 L T
<72& V) [VolumeSnapshotClass]o

Flg2 :BIFDOPVC DRy Foay bERLET
RIC. BIFEOPVCOR v T3y bztElkd 30lzmLE T,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

CDFITIE. CWSHBIDPVCICH L TR Fy o3y FAMERR SN E T pvel SnapshotDHEIIKICERTE &
NE T pvecl-snapo

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s

CNTHERR I N E L7 volumeSnapshot 7Y b K1) 2—LSnapshotidPVCIZEITEHE D (CEEE
[FF5NTWVWET VvolumeSnapshotContent EED X+ v gy haRIAF T I M,
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Z A TE XY volumeSnapshotContent DA T T ¥ b pvcl-snap R 2 —LSnapshot, R 21—
LSnapshotDFF iz E&ZL £,

kubectl describe volumesnapshots pvcl-snap
Name : pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap

Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-525400£3£660
Source:

API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

o Snapshot Content Name _ DSnapshot% gt 9 % VolumeSnapshotContent4 7t FZ4FEL £
o o Ready To Use /NTX—HR(E, SnapshotZz AL THLUVWPVCEERTEZ e ERLET,

FIE 3 : 7R 2—L Snapshot h*5 PVC Z1ER L £
COFITIFE. Ry T3y b zFERALTPVCZERLEF Y,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

dataSource IZ. EWSHFIDAR) 12— LSnapshotz#H L TPVCZER T AMENH S & ZmLFxT
pvcl-snap 7—HXDY—R¥E L To COIOAXY Y RZRITT S L. Astra Trident H* Snapshot H*5 PVC = 1E
RT3 EDICHETRLET. ERNINI-PVC IE. Ry FICEHKL T, 1D PVC LERICERATE XY,

@ PVCIE. ERLR—LRAR—=RIIEHT DIHELH D £9 dataSourceo

SnapshotZ ST PVEHIFRL TWET

2Ty T gy bHEEMITENTWVWEKEIR) 2a—L%HIBRT 3. XHd S Trident AR 2 —LHY THIER
REE) ICEFHTSINZE T, K1) a—LSnapshotz BBk L TAstra Trident/R 1) 2 —L%ZHIFRL £,

A1) a—LSnapshotd> FO—S%EATS

KubernetesT4 A R Ea2a—>3ICRFy o3y b2 FO—FECRDAEENTUVARWVGEIE. XD
FOICEBATEXY,

FIE
1. 7R1) 2 — LD Snapshot{ER
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 27wy by rO—-S%ERKLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MEIZIG LT, ZF T £ 9 deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml XUV ZEH L £9 namespace ICBEL F T,

SnapshotzfEAA L 7=R) 2a—LFT—2D H/\1)

SnapshotT« LZ kU, ZEALTOEY 3 =>J3N3R) a—LOEBRMEZEARICED 570,
T 7 A FTIFIERRICHE>TWE Y, ontap-nas LU ontap-nas-economy RS0 /\, ZBMICLE
9 .snapshot A+ w3y bhor—2%EH)ANITZT0LI KN,

R 2 —LZLEIDSnapshotiCEEER TN TWLWBIRREIC) X 7T BICIE. R1) 2 —LSnapshot!) X
7ONTAP CLIZfERL £9,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ SnapshotAE—%Z X7 F3L. BBEDR) 2a—LRENLEEZTENE T, SnapshotIE—
DIERRICR) 2a— LT —RIIMRFEBIFRDbNE T,

136



BEE!) > o
* "/R1) 22— L\ Snapshot"
* "/R1) 2—/LSnapshoty 5 X"

RN)a—LzERRALEY

Astra Trident IC& D . Kubernetes 1 —HFII1ERKERICAR) 2 —L%ZIRTEEFT, CZT
&, iSCSIRU a—LE NFSHKR 2—LDILERICHERFRTEICDOWTHALE T,

iSCSI R a—L%=RBELEXT
CSI ZOE 3= > o %{EB L T, iSCSI Persistent Volume (PV) ZiBRCTE X7,

@ iSCSIAN) 2 —L¥LsRIE. THR—MIMNET ontap-san. ontap-san-economys
solidfire-san FZ 4 /\&IZIdKubernetes 1. 16 AENRE T,

e
iISCSI PV DILEEICIE. ROFIEMEENE T,

* StorageClassE&EZfREL CTZHEL X7 allowvolumeExpansion 71 — /LR SICBHILET

trueo

* PVCEERXREL TEEHL X T spec.resources.requests.storage FICBBE R >4 %
KRR BICIF. TTOH A XEDHKRKELTEIBEDRHD FT,

* A XZEETBICIE. PV ERY RICERTIVENHD FJ, iISCSIPV DY A XEEICIE. RD 2
DO FIARBD EJ,

° PV ARy RICEHRINTWVWBIES. AstraTrident IR ML — N O ITY ROKRY 2 — LEILEE
Le TNAREBRXTX vV L. 77MINYRTFLOYA X EZETELE T,

o RIEFHID PV DHAXZZTELLDETBYE. AstraTrident "X ML= NI IV RORY a—L4
ZIEELFEFT, PVCHRY RICNA > RENZ &, Trident igTF/NA RAEBIXXv> L. 771l
ATLDY A X EZEBELET, BRBENEEICTET I3, Kubernetes | PVC 1 XZE#H L £
ER

RDOBIE. iSCSIPVS DHEHAZRLTVET,

FIE1 1R a—LDIERETR—bTB3ELIICAML—CISRZRET D
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

BEOZARL—JUZZADFEIE. BEL TZEMLET allowvolumeExpansion /N T X—4&

FIE 2 : ¥ERL L 7= StorageClass %{£FA L T PVC Z{ER L £ ¢

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident H', k&R 2—L (PV) ZERL. COXERAR) 2—LER (PVC) ICEEMITE

ERS

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82f2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s
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FIE3 : PVC z¥Eiid 2RV RZzEELET

CDFITIE. ZFERATEIRY RAMERINEX T san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ATvr4 PVZREREALEY

1GIDS2GICTER S NIPVOY A X ZZEE T BICIE. PVCOEHRZREL TZEHMLEY

spec.resources.requests.storage 2GiN,
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FlES : HRZIRLET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X%=HRT ST, ILEHNELLEELTLERIHESHE
MAETETET,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

NFS R a—L%=ZIELET

Astra Tridentld. TOES 3 =>4 L7NFS PVSDAR) a—LHREHR— M LTWE T ontap-nas.
ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs B “azure-netapp-files /NPT
N

FIE1 : R a—LDIRETR—FITBELIICAML—CUSRZRET D

NFSPVODOH A X%ZZEET3ICIF. BEEIFET. 2REL TR 2a—LZIEKRTIFZELSICA L=
AT D2RENHD £J allowvolumeExpansion 74 —ILRDSICEEIL X T true !

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

COFTLIaVEEEETICA ML =P S R2fliAHDHZEIR. Z2ERLTEIFEOX L -0 5 X 2R
£9371TTY kubectl edit storageclass A a—LAZILETETERLIICTSH,
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FIlE 2 : ERL L 7= StorageClass % {fFH L T PVC Z{ER L £9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident A%, C® PVC (X LT 20MiB O NFS PV Z{EF T 2 HENH D X7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

XTw 3. PV=IERT 3
#FTL <1ERL L 7220MIBOPVODH 1 X% 1GBICEE T 3ICI%. FOPVCEREL TEZRELET

spec.resources.requests.storage 1 GBICRET D%5E .
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FllE4 : HRZIREET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X%=HET BT, YA XZEHNELLERELTULEIHYE
SHZERIETETET,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R a—L%EA2VR—FbF
ZEALT. BIFOX ML —2RY a—L%Kubernetes PVE L TA Y R— b TEET
tridentctl importe
BErZEEE
Astra TridentiC/ R 2 —L%EZA VR—FTB 8. XD EHRIREICHED 9,
TV —=avEIAVTHEL. BBEOT 42ty CEBRATS
s —BR T IV —>avilid T2ty bovO—> & EH
s BENARLE LKubernetesZ S A X E=BIEEL T
CTAYRRZYANVBICT TV r—o 3057 —2%817

EEEHE
R a—L%EAVR—bF3E1IC. ROERFBEZHERL TLEEL,

* Astra Trident T V7 R— F TE3DIERW GRABD/EZIAA) X1 TDONTAPR!) 2 —LDHATY, DP
(T—21RE) 241 7DHR) 2—LiESnapMirrorT A7« %2—> 3 >R 2a—LTY, R a—L%Astra
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TridentiC 1 > 7R— b9 3R1IC. =5 —BREMIRTIVELNHD XTI,

*TOTa T REHRDBRVWR) a— LAY R— IR ETHRELET, 7U/T« TICERAINTULSR
Ja—LZzAVR=—rF3IC1F RYa—LO7O-2ZERLTHSAM Y R—bZ2RITLET,

Kubernetesld AR DR i xR B I 7970 TR a—L%ZRy RICEHEICERTSE
(D 3r®. chizvnysRUa—LTHICEETY, tORR. F—XHHIET 55
KHD X,

* TH1d storageClass PVCICX L TIEE T 2WENH D £, Astra Tridentld 1 > R— FRHZZD/NZ
X—=BZFERALFEFLEA ANL—U0FRUE R 2 —LOEMRFC. A ML —FEICEDWTERR
BER T —ILDSEIRT B7OICERINE T, A a—LIETTICFEET DD, 1 VR—MFIIT—IL
TERTDVEIIHD FHA. TDTe®H. PVCTIERESNIA LU R—HLBWNYII VR
FRET=IITR) 2a—LHEFEELTHA VAR— MEIKBLEFE A

c BEFEOR) 2a—LHY 1 XIEPVCTRESN. RENE T, ARL=URZANICE TR 2a—LDA
ViIR—KkTNBE. PVIZClaimRef #fEB LT PVC ICERENE T,

e BRIAAR O —IF. BHUCICICICERESNTWVWETY retain PVICH D £, Kubernetes h* PVC &
PVZIEEICNT YR TBE. BRARIS—DIML—2C0 S X0BFBR) O —ICE&hbE TEHE
nxJ,

c AL =0 S ROBRIAR) S —HD5E delete’ ICT B . PVAHIBRENZ R ML —URU 2
—LHHIBRENE T,

* 77 #4I)L hTIE. Astra Tridenth'PVCZEIEL. /NI I R TFlexVolL LUNDORFIZZEEL £, ZE
FTEDTEFEXY --no-manage BENRADR) a—LEAVR—E B3T3, 2ERT3BE -
no-manage’Astra Tridentid, Z 7Y TV DS54 7H 414 UL %ZEL TPVCRPVICH L TEMDMIE%
7932 ciEdHh FHA PVAHIBRESNTHRA ML —UR ) a—LAIGHIKREINT . A a—L0ovO0—>
PR 2a—LDY A XEBREDZTDMBOUIBLHLERINE T,

DA T avid. AT HEINI=T—20O— KIZ Kubernetes ZfERT 3
Kubernetes UA TR ML =R a—LDSA T7H AU EEEBTIIERICENTY,

*PVC Y PVICT7/T—>avhEmenEsd, CO7/7—3a>vidk. R)a—LhAVR—rEniC
e BLUPVC L PVHEERBEINTVWE I EZRI _EOBNZRILET, COT7/T—>avidE
BELEIFHIBRLBEVWTLIEEL,

AR)a—LZEzAVHR—bLET
HERATEEXY tridentctl import ZI Uy I L TR a—LEAVR—FLET,

FIE

1. Persistent Volume Claim (PVC ; k#BR ) 2 —LER) 770 %ZERLET (B pve.yaml) Z 7
w2 L%xd, PVCT7AILICIE. DEENTVWBIHNEDHD £9 name. namespace.
accessModes B & U ‘storageClassNameo, BEICIGL T, ZIBETET X T unixPermissions &
EINTLET,

R/MEROBIZRICRL E T,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2. #fEALEY tridentctl import AX Y RZEMHAL T, R a—L%ZETAstra Trident/\y I TV R
DEEIE. ANL—= DR a— L% —EICHR T 5%87 (ONTAP FlexVol. Element/R!) 12—
L. Cloud Volumes Service/NX7%RY) ZIBEL X T, o ~fPVCT 7T ILAD/INIEZIBET BICI1E. 51
NRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

ll
PR—FINTVBRIANIZDWVWT, ROR) a— LA VR—DOFIZEEEL TLEE W,

ONTAP NAS$ & TFONTAP NAS FlexGroup

Astra TridentTld. ZFEBL7AY 2 —L1VHR— MDY R—FENZET ontap-nas KV ontap-nas-
flexgroup R Z1/\,

* . ontap-nas-economy R Z-4/\Tqtreezx 1 VY R—cELUVEETEAL,
(D * -, ontap-nas $LU ontap-nas-flexgroup RTA/NTHR) 2a—LBDEEHNFAIE
nNTLWFEtA.

AL TEM LB R 22— L ontap-nas driverldONTAP 7 5 XX EDFlexVol TY ., %Zf#HH L TFlexVol
A4 VR—b93 ontap-nas FTANBRILESICENMEL£T. ONTAP U 5 XX IZ9 TICIFTET SFlexVol
&, ELTAYR—bTE XY ontap-nas PVC, [EFKIC. FlexGroup R a—LIFE LTAYR—bFTEX
9 ontap-nas-flexgroup PVC

ONTAP NASOD
ROFE. BEFNRA) 2a—LEBENRAR) 2a—LOAVHR—rERLTVWET,
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BIENRAR) 2—L4
ROFE. EWSERIORY 2a—L%EA>VHKR—FLZET managed volume EWVWSHFID/NY I IV R

C ontap_nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm fom e
fomm o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e tomm - pom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fomm fom -
fomm o fomm - fomm - +

BENRADRY 12— L
#ERAY BB E --no-manage 5I1EUTIBE L £9 - Astra TridentldR) 2 —LDEFEZEEL FH A

I, 214 Y R—b+33F%RLEFT unmanaged volume 27w LFXTJ ontap nas Ny I IV
[

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fo—m fom -
e it o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - e it
fomm o o fomm fomm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491al4a22 | online | false |
o fomm fom -
fomm o fomm - e +

ONTAP SAN

Astra Trident Tld. ZFERA LR 2 — LA VA= DY R—FINET ontap-san FZ1/\
Astra Trident Tl&. BEB—OLUNZZLONTAP SAN FlexVolz 1 > R—hTEF X9, CNIFERLTY ontap-

san RS 1/\ FlexVol HDZPVCH & TULUNICFlexVol Z1Ef L £ 9, Astra Tridenth'FlexVol%Z 1 > 7R— k
L. PVCOEZEICBEEMITET,
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ONTAP SAN®D
ROFNE. BEWNRA) 2a—LEBENRNR) 2a—LOAVR—rERLTUVLWET,

BIEWRARY 2—L4

BIEWRA) 12— LDIHE. Astra TridentiZFlexVolDZHIZ ICZEE L £9 pve-<uuid> & & UFlexVol
AOLUNZEDSICT +#—< vy ELET 1unl,

RDFE. ZA > R—bLFT ontap-san-managed IC&H BFlexVol ontap san default /Ny I IV
Ko

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e femmm==== fosssmssmssaaaa
o e e e e e e fro— e i
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

frosssscesme s m e e oo s e a e e e e s e e frocssesssemeea==
fre=s====m==s e et fe======s e +
| pvc-dbeedf54-4e40-4454-92fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
R Fem=m==== fossseesmema====
fmmmmmmm==a R fmmmmm==e femememaae +

EEMNRADRY 2— L

RIC. Z24YR—bF36%RLFT unmanaged example volume 22w %Y L %Y ontap san
Ny TITUR:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage

i e L Fromcooomo= Froccoemoomoomoe
Pomscosmem= Femcoososoosoooososoosoooosossosooo oo o s Pemsocsos= T+
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Pomccosoososoososoososoososoos oo oos oo oS oss Pemsmcsos= Pomcoccosoosoeos
e e Pomcmmmms R +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |

Pomeros oo oe e E s e e e SRS e S e SRS S S ES s R roococomssossmms
Pommmosmmm= ittt et e Pemsmosos= +

ROFUZTRT &SI Kubernetes/ — FDIQNEIQNZHE T BigrouplcLUNZY v EY T T2 T5—H
RIARENET, LUN already mapped to initiator(s) in this groupe AU a—L%ZAVHR—FT
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BICIE. 1= I —XZHIBRTBHD. LUNDR Y EV T ZRIRT 2HENDHD £7,

Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-05.com.redhat:4c2elcf35e0

E% (Element)

Astra TridentTld. % fEMA L 7=NetApp ElementY/ 7 k7 = 7 ¥ NetApp HCIZR ) 2 — L DA >V R— b HHFR—
FENZEXT solidfire-san RF1/\

Element RS54 /N\TIER) 2 —LADEEN Y R—FINET, L. R a—LEBHEE
(D) LTuaigadasiaTidenth 5T5—MESNET, EREL L TR a—LESO—Z>
JL. —BORY 2—LAEEELT, FO— VKU a—LES VK~ b LET,

EZROBH
RIS, 24V R—bT30%ZRLET element-managed NV I IV FDORI a—L element defaults

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e R Frommmmom= Fommmmmcemoomo=s
Fommmmmmm=s it Fommmmm=e Pommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmmmeessesessse s s s s s s e P fommmmmmemememe=
Pommmmmmm== e et Fommmmm== o= +

Google Cloud Platform ® 1 DTY

Astra Trident Tld. ZFEB LAY 2a—LA VR— DY R—FINET gep-cvs RT1/\,
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NetApp Cloud Volumes Serviceh* 5 ER T 7=7R 1) 2 — L% Google Cloud Platform|Z - > 7R—
(D I BICIE R 2—LNRATR)2a—LZRHELEFT. AU a—LNRIE RJa—LDI

PDRAR—=ENZADDICKLSEBRTY /o T2 RIE TV RAR—ENZADDFERETY

10.0.0.1:/adroit-jolly-swift. R 2 —LD/NAIETT adroit-jolly-swifto

Google Cloud Platform D%

RIS, ZAVR—b33F%ZRLET gep-cvs NI IV RDRY) 12— L gepevs YEppr ZIEEL T
adroit-jolly-swifte

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

o e it fom -
Pommmmmmm== Sttt Pommmmm== Fommmmmm== +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmmmoe e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e R Frommmmom= Fommmmmcemoomo=s
Fommmmmmm=s it Fommmmm=e Pommmmmme= +

Azure NetApp Files DR

Astra TridentTld. ZFEBLTAY 2 —L1VR— MDY R—FENEXT azure-netapp-files BLY

azure-netapp-files-subvolume K Z4/\,

Azure NetApp Files?R!) 2 —L%E A VR— b F3I21F R a—LNATRY 2a—LZRELF
@ Fo RUa—LNRIF RV2—LDIIZAR—bENADDICHEL A TY /o ERIF T
T2 MNRADDGZERETY 10.0.0.2: /importvoll, R a—LD/NRIFTY

importvolle

Azure NetApp FilesD

RIC, BAVR—bT3H0%RLET azure-netapp-files NI IV RDAR 2 —LA
azurenetappfiles 40517 ZIBEL 9 importvolls
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s e ittt R remmmeme== +F
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |
fossssssssss s e se s s oses oo sssssss s s e fremmmmmeee e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

F—LAR—XBTNFSHR) 2a—LZHBLET

TridentZFHET 2. T5AT)R—LAR—RIZAR) a—LEERL. 1DULEDEH

VRN FEZ—LAR—ATHETEET,

Fae

Astra TridentVolumeReference CRZfER 3 % & . 1 DL EDKubernetes % — s X XR— X [l TReadWriteMany
(RWX) NFSARU 2a—LZtEFa7ICHBETEEXT, ZDKubernetes-1 7+ THERE IZIF. KD K57 X

Jw bDBD FT,

XAV TAERRITBEHIC. BHOLANILDT € AFEHHARIEET S
* TARTDTrident NFSR) 2 —L RS /NTEE
* tridentct > Z DD IER 1 T 1 T DKubernetestBEICKTZEL T A

C DK, 2DDKubernetes r—LAR—IABTONFSH) 2a—LOHEBFXRLTWVWET,
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TridentVolumeReference

primary/pvci
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----------------- - Storage B e
Volume

T4V I ARA— K~

NFSRY 2 —LHEBIFVWK DD DFIETHRETET X I,

o R)a—LEHETELSICY —APVCERELET
V—=RZARZ—=LAR—ZADFEEIEZ. V—APVCOTF—RICT IR TR3EREZHELET,

9 FRATFAFZ—2a YR —LAR—XICCRZER T 21ERZMELET

PS5 AFAEBEN., TRT 4 F—> 32— LAR—IADFABEEICTridentVolumeReference CR%= {Ef 3 2 1&
[RE[AELX,

FRATF A %— 3 Y R— L AR— R |ZTridentVolumeReferencez Ef L £ ¢
BAEBAIZEEDOFREEIZ. EETPVCE BB Y 3 7= TridentVolumeReference CRZ1ERL L £ 9

ot

SESB AN ZEEIC TMUPVCZERL L &9
EEBRIZEEOMBEE IF. EETPVCHSDT—4Y — X%z AT 5 TIPVCZER L T,

i

ey
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V=R —=LAR—RAETRATAX—= I VR LAR—REZHBELET

X2V ToZHERTDEHIC. F—LAR—ABHETIE. V—XRX—LIAR—IADAEE. V7 XAXEE
E. BLUVBEXR—LAR—ADOFABEEICEDZIASKRL—2a3 e 7o a>yhHRETY, 1—HO—ILIF&
FIETHEEL XTI,

FlE

1.V —XEZRERBORESE | PVCEERLET (pvcl) #Y—XAR—LAR—XIZEBML. TAT1X%—>
AVR—LAR—REDHEEMERZ[NE L £9 (namespace2)® AL £9 shareToNamespace 7./ T
—>3r

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Tridenth’PVE /N I T2 RONFSR b L —U R 2 — L= VER

cAVIRXEYIDUR bERL T, ERORAZEBICPVCZHBETEE I, A :
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced,

() - EEALT IARTOF—LIR—IICHETEET = fi:

trident.netapp.io/shareToNamespace: *

cPVCZEH L TZEDZZENTEFEY shareToNamespace 77/ T— 3 VIEL\D
THERTEET,

2. * S RREEBE *HRXRZLO— )L tkubeconfigZER L T. TAT 4 %—> 3 YR —LAR—IXDFAE
#|ZTridentVolumeReference CRZ{ERL T D1ERZ[5 L £ T,

B TFRTAX—2 I VR—LAR—ZAFABE (V—RR—LAR—ZAEBRIBTRAT A RX—> 33—
L X R— R |ZTridentVolumeReference CREER L £ pvclo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. SEELFZEROMESE | PVCEERLET (pve2) ZTRATA R —2 3 VR —LAR—RICEBHRALET
(namespace2)Z AL ¥ shareFromPvC X{ETTPVCZIEE T 2 7F R,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

(D) sEEPVCOT 1 Xid. BRIETPVCDY A XU T THHUENH D £ 7,

&R

Astra Tridenth'Z 5t H#EYD shareFromPVC T AT 4 *—>3a>YPVCICT7 /57— 3> xR EL. V—APV%E
BBITZANL—UY —XEFHLEBRVWMMIOR) 2a—LE LTTF AT R2—>3 PVEER L. YV —XPV
ARL=2D)Y—X=HBLET, BHEPVCEPVIE. BEESDODNAVYREINTWVWEELSICREZET,

HERY 21— L=xHIR
BEORZ—LIAR—IATHEINTWVWSARY 2—LIIHIBRTE X9, Tridenth'. V—XR—LIAR—IDR)

A—LANDT7I7EX%ZHIBRL. R a—LEZHETEHIMDR—LAR—ZANDT7 I X %=HIF LET, R
—LEBBITEIIRTDOR—LAR—IDEIFRIND &, Astra Tridentic &k > TR a—LDHIBRSNE T,

A tridentctl get MUDKRJa—L%ZBETS

ZERAY B[tridentctl A—T o VT ZEHTRE. 2T TEXT get AV REMFEHL TTMMIOARY
a—LEEREBLET, EFEMICOLTIE. > 2. /trident-reference/tridentctl.htmlZ S L TL 723 L)
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[tridentctl ARV REA T a V]

Usage:
tridentctl get [option]

739
* -h, --help:ARUa—LDOAN)LT,
* -—parentOfSubordinate string: I Z MIDY—RR)a—LIZHIRELFzT,
* —-subordinateOf string:Z TV %K) a—LDOTFAICHEL XY,

HllER

* Astra TridentTlE. TAT A X—2 3 VR —LAR—IADPHEFRY 2 —LICETAFNZIOEHS I EIE
TEFEtFA HAERV 2 —LDT—2DEEZTE[LETZICIE. 77OV IRED IO EFERT
BPRENHD £,

* ZHIBRL TH. EETPVCADT I RAEZEWMDET I TEXEA shareToNamespace 7l
shareFromNamespace FMR £ 7=IFZHIPR L £9 TridentVolumeReference CRo 77T XZHIDETY
ICIE. TPVCZHEIRRY 2HEHNDHD X9,

* Snapshot. 70— BLXVIF—UVJIEFMIDR) 2a—LTIFEITTETEFE A

HERBLTLEETL,
F—LAR—=ZABDOR) 2a—LT7 7L ZADFMICOVTIE. XROEBERZBEBL TV,

CICTIOERLFT "ZR—LAR—IABTOR) a—LOHE | F—LAR—IABDOR) 2a—LT7 It %
Hul 925, E81% THelloy EAALET"

*DTEZCELLLRETV " RY Ty TTV

Astra Trident = E5¢8

Astra TridentiE. Astra Trident® /N7 #—< > XRERIC{ER TZ % PrometheustEiZEL >
RR1A>VbDty bEIBEHLE T,

BE

Astra Trident DM I 2 EEZFERIT D . RO EHFREICAED X7,
* Astra Trident DfEFE M & SREX RIFUIBHRINLfcAHEE. BEEEDICNYI IV REBETEZINE
SHEFARBZZENTEET,

c NYIITY ROFEARADOBHREZFANT, Ny IIVRTFOES 3 Z > 3INTVWBRD 12— LOEP
HEBINTWARAR—ABEERERLEF T,

s FARREANYIIVRICTOES 3= ENzR) a—LDEDIY Vv E VI ##HIELE T,
* NT A=V RA%ZBET B, Astra Trident Ny I TV REBEL TUEBEZERTITIDICENLS BLDEF
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@ T 7 #)L b TlE. TridentDIBIZIEZ —4w F7R— F TRBAINTWE Y 8001 T /metrics T
VRIRA Y b TNESDIBEIE. Trident DA VA M—=ILEICT 7 4L ET*BHICED T,

MEBRHD
* Astra Trident B'f > X k—JL &7z Kubernetes 7 5 XA X

* Prometheus 1 VY XAA2 >R, Childa THBIGEEDLH S "> T FH S/ Prometheus IRiE" 713,
Prometheus Z ¥ LTERITIBeHTEEXT "%A 70T 7TV r—2300%

FlE1 : Prometheus ¥—4 v b EE&KT D

Prometheus #—#4'w b EE&Z L TIEEEEINE L. Astra Trident "EIET B3NV I IV R, fET BRI 21—
LREDEREIETINELNHD T, N "J O Prometheus & Grafana % Astra Trident & & HICfE
BLTEIEZEERE IR AEICDOVWTEHALE Y, 7O TiE. Kubermnetes 75 XA TARL—RZE LT
Prometheus #2179 3 A& L. Astra Trident D X k1) w2 % B89 % ServiceMonitor Z{E T B HiEICD
WTEBELTWET,

F|iE2 : Prometheus ServiceMonitor Z{ER L £ 9

TridentDIEtE%FFHT 31213, = EEfR 9 3 Prometheus ServiceMonitorZ{Ef T 2 HENH D £ 9 trident-
csi H—EXHELVPU W XY metrics 78— b : ServiceMonitor DY > FILIZRD LS ICHD £,

apiVersion: monitoring.coreos.com/v1l
kind: ServiceMonitor
metadata:
name: trident-sm
namespace: monitoring
labels:
release: prom-operator

spec:
jobLabel: trident
selector:
matchLabels:

app: controller.csi.trident.netapp.io
namespaceSelector:
matchNames:
- trident
endpoints:
- port: metrics
interval: 15s

Z DServiceMonitorE& . DOIRINIEA M) wIZEIELE T trident-csi Y—E R & IE. EHICEL
F9 metrics U—EXDIVRRA Y b ZDFHER. PrometheusldAstra Trident®

B

Astra Tridenth' 5 E#EES T Z 2381ZICINX T kubeletidZ < DIEIZE NB L TWE T kubelet volume *
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27w 73 . PrompQL Zf#H L T Trident I5i2Z2B27 3
PrompQL (&, BRI T—RFIIRT—FZRIAZERTIDISEL TWLWET,

RIC. PrompQL 7T —DW Q' ZERLET,

Trident DEE 4 EHR =S

* Astra Trident 7*5® HTTP 2XX [5ZDEIE

(sum (trident rest ops seconds_ total count{status code=~"2.."} OR on()

vector (0)) / sum (trident rest ops seconds total count)) * 100

* Astra Trident 5D X F—H X J1— RIiZ &3 REST BDEE

(sum (trident rest ops seconds total count) by (status code) / scalar

(sum (trident rest ops seconds_total count))) * 100
* Astra Trident IC & > TETIN/AIBOFER (S UM)

sum by (operation)
(trident operation duration milliseconds_sum{success="true"}) / sum by

(operation)
(trident operation duration milliseconds count{success="true"})

Astra Trident DFERKRICEAT 2188z AF
s EHEEFEFET 1 X

trident volume allocated bytes/trident volume count
cBNYVIIVRICE-TIOEY 3=V y SN/ R 12— LA

sum (trident volume allocated bytes) by (backend uuid)

El% DR 12— LOERRRZEIFT S

(D chis kubelet EELIES NIIFAIOBEMI LD 7,
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* BR) a—LDOFEREHIAR—IDEE

kubelet volume stats used bytes / kubelet volume stats capacity bytes *
100

Astra Trident AutoSupport O 5— %

T 7 # )L TlE. Astra Trident |& Prometheus Ef2 X EARN v U T Y RIEHREBHTEHEMICR Y 7w FIC
EELET,

* Astra Trident* 5 PrometheustSiZEAR/N Y I TV RIGEHRAR Y b7 v FITEKETNEVWLSICTBIC
3. #ELEXT --silence-autosupport Astra Trident® 1 > X b — LRI T ST %= FF 3,

* Tridenth 5%y b7y FHR—MIOVTFOJZFVYTIVRTERET S EHTEEXY tridentetl
send autosupport. AstraTridentZ F)A—LTOJZ7yv7O—RITIMRELRHD £, Oz
BI2HIC. 2V T Y TDICRBRTIRELNHD XY
"TSANT—RI =",

*FBELARLE., AstraTrident [338E 24 BRSO ZBIF L X J.

* OJ DOFRFEARIE. TIEETE X T --since 757, il | tridentctl send autosupport
--since=1h, CODEHRIF. ZNLTRESLVEFEEINFT trident-autosupport AV TF
CNUdAstra TridentE —#EICA VA b—ILENE T, AT FAX—JF TEIFTET X7 "Trident
AutoSupport DE&",

* Trident AutoSupport (&, BABR (PIl) PEABRENEZIFEEL A TridentI>TF 1 X —
JEEICITERTNBVANEBLT 'EULA" WET, T—20EFa )71 LEEICHTEIRY hT7v T
OEDHEAICOVWTEHLLIF. TE5ZEBE"'ChHoz BTV KT,

Astra Trident B SEEINBZIRTIO—ROFIZRICTLE T,

items:
- backendUUID: £ff3852el-18a5-4df4-b2d3-£59£829627ed
protocol: file
config:
version: 1
storageDriverName: ontap-nas
debug: false
debugTraceFlags:
disableDelete: false
serialNumbers:
- nwkvzfanek SN
limitVolumeSize: "'
state: online

online: true

* AutoSupport X vt —J 1% R k7w 7D AutoSupport TV KRR > MIZEESNF T, AVTFHA X
—JORMNICTSAR=— LA MIZFEALTVWREEIE. Z2FEHATEXY --image-registry 73
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T

*AYVRAM=IYAML 7 71 ILZERLTFOFXF> URLZHRETIZIEHTEFET, Tl =#FALT

FITTEFZXTY tridentctl install --generate-custom-yaml YAMLZ 71 ILZ{ER L. ZENML

£9 --proxy-url D5 trident-autosupport ICAVTFHHD £F trident-
deployment.yamlo

Astra Trident D3512% #Exh1t

XMV IR LR=bENBVKIICTBICIE. ZEBLTHRZLYAMLZER T 2HBEDHD T

--generate-custom-yaml 7 7 Z T TREL. ZHIFRLE T --metrics ICHTIHEULHLITHASD
772% trident-main

D7 kv e
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