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バックエンドを設定

バックエンドを設定

バックエンドは、 Astra Trident とストレージシステムの関係を定義します。Trident がス
トレージシステムとの通信方法を Trident から指示し、 Astra Trident がボリュームをプ
ロビジョニングする方法も解説します。

Astra Tridentは、ストレージクラスによって定義された要件に一致するストレージプールをバックエンドから
自動的に提供します。ストレージシステムにバックエンドを設定する方法について説明します。

• "Azure NetApp Files バックエンドを設定します"

• "Cloud Volumes Service for Google Cloud Platform バックエンドを設定します"

• "NetApp HCI または SolidFire バックエンドを設定します"

• "ONTAPまたはCloud Volumes ONTAP NASドライバを使用したバックエンドの設定"

• "バックエンドに ONTAP または Cloud Volumes ONTAP SAN ドライバを設定します"

• "Amazon FSX for NetApp ONTAP で Astra Trident を使用"

Azure NetApp Files の特長

Azure NetApp Files バックエンドを設定します

Azure NetApp Files （ANF）をAstra Tridentのバックエンドとして設定できます。ANFバ
ックエンドを使用してNFSボリュームとSMBボリュームを接続できます。

考慮事項

• Azure NetApp Files サービスでは、100GB未満のボリュームはサポートされません。100 GB のボリュー
ムが小さい場合は、 Trident が自動的に作成します。

• Astra Tridentは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみをサポー
ト

Azure NetApp Files バックエンドを設定する準備をします

Azure NetApp Files バックエンドを設定する前に、次の要件を満たしていることを確認
する必要があります。

NFSボリュームとSMBボリュームの前提条件

Azure NetApp Files を初めてまたは新しい場所で使用する場合は、Azure NetApp Files をセッ
トアップしてNFSボリュームを作成するためにいくつかの初期設定が必要です。を参照してく
ださい "Azure：Azure NetApp Files をセットアップし、NFSボリュームを作成します"。

を設定して使用します "Azure NetApp Files の特長" バックエンドには次のものが必要です。
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• 容量プール。を参照してください "Microsoft：Azure NetApp Files 用の容量プールを作成します"。

• Azure NetApp Files に委任されたサブネット。を参照してください "Microsoft：サブネットをAzure

NetApp Files に委任します"。

• subscriptionID Azure NetApp Files を有効にしたAzureサブスクリプションから選択します。

• tenantID、 clientID`および `clientSecret から "アプリケーション登録" Azure Active Directory

で、 Azure NetApp Files サービスに対する十分な権限がある。アプリケーション登録では、次のいずれか
を使用します。

◦ オーナーまたは寄与者のロール "Azureで事前定義"。

◦ A "カスタム投稿者ロール" をサブスクリプションレベルで選択します (assignableScopes)以下のア
クセス許可は、Astra Tridentが必要とするものに限定されます。カスタムロールを作成したあと、
"Azureポータルを使用してロールを割り当てます"。

{

    "id": "/subscriptions/<subscription-

id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition-id>",

    "properties": {

        "roleName": "custom-role-with-limited-perms",

        "description": "custom role providing limited permissions",

        "assignableScopes": [

            "/subscriptions/<subscription-id>"

        ],

        "permissions": [

            {

                "actions": [

 

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/read

",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/writ

e",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/dele

te",
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"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/rea

d",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/wri

te",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/del

ete",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/subvolumes/Get

Metadata/action",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTargets/r

ead",

                    "Microsoft.Network/virtualNetworks/read",

                    "Microsoft.Network/virtualNetworks/subnets/read",

 

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/read",

 

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/write",

 

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrations

/delete",

                    "Microsoft.Features/features/read",

                    "Microsoft.Features/operations/read",

                    "Microsoft.Features/providers/features/read",

 

"Microsoft.Features/providers/features/register/action",

 

"Microsoft.Features/providers/features/unregister/action",

 

"Microsoft.Features/subscriptionFeatureRegistrations/read"

                ],

                "notActions": [],

                "dataActions": [],

                "notDataActions": []

            }

        ]

    }

}

• Azureがサポートされます location を1つ以上含むデータセンターを展開します "委任されたサブネッ

ト"。Trident 22.01の時点では location パラメータは、バックエンド構成ファイルの最上位にある必須
フィールドです。仮想プールで指定された場所の値は無視されます。
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SMBボリュームに関するその他の要件

SMBボリュームを作成するには、以下が必要です。

• Active Directoryが設定され、Azure NetApp Files に接続されています。を参照してください "Microsoft

：Azure NetApp Files のActive Directory接続を作成および管理します"。

• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2019を実行して
いるKubernetesクラスタ。Astra Tridentは、Windowsノードで実行されているポッドにマウントされ
たSMBボリュームのみをサポート

• Azure NetApp Files がActive Directoryに対して認証できるように、Active Directoryクレデンシャルを含

むAstra Tridentのシークレットが少なくとも1つ含まれています。シークレットを生成します smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

• Windowsサービスとして設定されたCSIプロキシ。を設定します `csi-proxy`を参照してください "GitHub:

CSIプロキシ" または "GitHub: Windows向けCSIプロキシ" Windowsで実行されているKubernetesノードの
場合。

Azure NetApp Files バックエンド構成のオプションと例

ANF用のNFSとSMBのバックエンド構成オプションについて説明し、設定例を確認して
ください。

バックエンド構成オプション

Astra Tridentは、バックエンド構成（サブネット、仮想ネットワーク、サービスレベル、場所）を使用して、
要求された場所で利用可能で、要求されたサービスレベルとサブネットに一致する容量プールにANFボリュー
ムを作成します。

Astra Trident は、手動 QoS 容量プールをサポートしていません。

ANFバックエンドには次の設定オプションがあります。

パラメータ 説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 「 azure-NetApp-files 」

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + ランダムな文字

subscriptionID Azure サブスクリプションのサブス
クリプション ID

tenantID アプリケーション登録からのテナ
ント ID

clientID アプリケーション登録からのクラ
イアント ID
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パラメータ 説明 デフォルト

clientSecret アプリケーション登録からのクラ
イアントシークレット

serviceLevel の1つ Standard、 Premium`また

は `Ultra

"" （ランダム）

location 新しいボリュームを作成する Azure

の場所の名前

resourceGroups 検出されたリソースをフィルタリ
ングするためのリソースグループ
のリスト

"[]" （フィルタなし）

netappAccounts 検出されたリソースをフィルタリ
ングするためのネットアップアカ
ウントのリスト

"[]" （フィルタなし）

capacityPools 検出されたリソースをフィルタリ
ングする容量プールのリスト

"[]" （フィルタなし、ランダム）

virtualNetwork 委任されたサブネットを持つ仮想
ネットワークの名前

""

subnet に委任されたサブネットの名前

Microsoft.Netapp/volumes

""

networkFeatures ボリューム用のVNet機能のセット

です。の場合もあります Basic ま

たは Standard。

ネットワーク機能は一部の地域で
は使用できず、サブスクリプショ
ンで有効にする必要がある場合が
あります。を指定します

networkFeatures この機能を有
効にしないと、ボリュームのプロ
ビジョニングが失敗します。

""

nfsMountOptions NFS マウントオプションのきめ細
かな制御。

SMBボリュームでは無視されま
す。

NFSバージョン4.1を使用してボリ
ュームをマウントするには、を参

照してください nfsvers=4 カン
マで区切って複数のマウントオプ
ションリストを指定し、NFS v4.1

を選択します。

ストレージクラス定義で設定され
たマウントオプションは、バック
エンド構成で設定されたマウント
オプションよりも優先されます。

"nfsvers=3 "
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パラメータ 説明 デフォルト

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合はプロビジ
ョニングが失敗します

"" （デフォルトでは適用されませ
ん）

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例：

\{"api": false, "method":

true, "discovery": true}。
トラブルシューティングを行って
詳細なログダンプが必要な場合を
除き、このオプションは使用しな
いでください。

null

nasType NFSボリュームまたはSMBボリュ
ームの作成を設定

オプションはです nfs、 smb また
はnull。nullに設定すると、デフォ
ルトでNFSボリュームが使用され
ます。

nfs

ネットワーク機能の詳細については、を参照してください "Azure NetApp Files ボリュームのネ
ットワーク機能を設定します"。

必要な権限とリソース

PVCの作成時に「No capacity pools found」エラーが発生した場合、アプリケーション登録に必要な権限とリ
ソース（サブネット、仮想ネットワーク、容量プール）が関連付けられていない可能性があります。デバッグ
が有効になっている場合、Astra Tridentはバックエンドの作成時に検出されたAzureリソースをログに記録し
ます。適切なロールが使用されていることを確認します。

の値 resourceGroups、 netappAccounts、 capacityPools、 virtualNetwork`および `subnet 短
縮名または完全修飾名を使用して指定できます。ほとんどの場合、短縮名は同じ名前の複数のリソースに一致
する可能性があるため、完全修飾名を使用することを推奨します。

。 resourceGroups、 netappAccounts`および `capacityPools 値は、検出されたリソースのセット
をこのストレージバックエンドで使用可能なリソースに制限するフィルタであり、任意の組み合わせで指定で
きます。完全修飾名の形式は次のとおりです。

を入力します の形式で入力し

リソースグループ < リソースグループ >

ネットアップアカウント < リソースグループ >/< ネットアップアカウント >

容量プール < リソースグループ >/< ネットアップアカウント >/<

容量プール >

仮想ネットワーク < リソースグループ >/< 仮想ネットワーク >

サブネット <resource group>/< 仮想ネットワーク >/< サブネット
>
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ボリュームのプロビジョニング

構成ファイルの特別なセクションで次のオプションを指定することで、デフォルトのボリュームプロビジョニ
ングを制御できます。を参照してください [構成例] を参照してください。

パラメータ 説明 デフォルト

exportRule 新しいボリュームに対するエクス
ポートルール

exportRule CIDR表記のIPv4アド
レスまたはIPv4サブネットの任意
の組み合わせをカンマで区切って
指定する必要があります。

SMBボリュームでは無視されま
す。

"0.0.0.0/0 "

snapshotDir .snapshot ディレクトリの表示を制
御します

いいえ

size 新しいボリュームのデフォルトサ
イズ

" 100G "

unixPermissions 新しいボリュームのUNIX権限（8

進数の4桁）。

SMBボリュームでは無視されま
す。

"" （プレビュー機能、サブスクリ
プションでホワイトリスト登録が
必要）

構成例

例 1 ：最小限の構成

これは、バックエンドの絶対的な最小構成です。この構成では、 ANF に委譲されたネットアップアカウ
ント、容量プール、サブネットがすべて検出され、それらのプールまたはサブネットの 1 つに新しいボ

リュームがランダムに配置されます。理由 nasType は省略されています nfs デフォルトが適用され、
バックエンドがNFSボリュームにプロビジョニングされます。

この構成は、 ANF の利用を開始して何を試してみるときに理想的ですが、実際には、プロビジョニング
するボリュームの範囲をさらに設定することを検討しています。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus
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例 2 ：容量プールフィルタを使用した特定のサービスレベル設定

このバックエンド構成では、Azureにボリュームが配置されます eastus の場所 Ultra 容量プール
：Astra Trident は、 ANF に委譲されたすべてのサブネットをその場所で自動的に検出し、いずれかのサ
ブネットに新しいボリュームをランダムに配置します。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

serviceLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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例 3 ：高度な設定

このバックエンド構成は、ボリュームの配置を単一のサブネットにまで適用する手間をさらに削減し、
一部のボリュームプロビジョニングのデフォルト設定も変更します。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

serviceLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

virtualNetwork: my-virtual-network

subnet: my-subnet

networkFeatures: Standard

nfsMountOptions: vers=3,proto=tcp,timeo=600

limitVolumeSize: 500Gi

defaults:

  exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

  snapshotDir: 'true'

  size: 200Gi

  unixPermissions: '0777'
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例4：仮想プールの構成

このバックエンド構成では、 1 つのファイルに複数のストレージプールを定義します。これは、異なる
サービスレベルをサポートする複数の容量プールがあり、それらを表すストレージクラスを Kubernetes

で作成する場合に便利です。プールを区別するために、仮想プールのラベルを使用しました

performance。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

resourceGroups:

- application-group-1

networkFeatures: Basic

nfsMountOptions: vers=3,proto=tcp,timeo=600

labels:

  cloud: azure

storage:

- labels:

    performance: gold

  serviceLevel: Ultra

  capacityPools:

  - ultra-1

  - ultra-2

  networkFeatures: Standard

- labels:

    performance: silver

  serviceLevel: Premium

  capacityPools:

  - premium-1

- labels:

    performance: bronze

  serviceLevel: Standard

  capacityPools:

  - standard-1

  - standard-2

ストレージクラスの定義

次のようになります StorageClass 定義は、上記のストレージプールを参照してください。
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を使用した定義の例 parameter.selector フィールド

を使用します parameter.selector を指定できます StorageClass ボリュームをホストするために使用
される仮想プール。ボリュームには、選択したプールで定義された要素があります。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=gold"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: silver

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: bronze

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=bronze"

allowVolumeExpansion: true

SMBボリュームの定義例

を使用します nasType、 `node-stage-secret-name`および `node-stage-secret-namespace`を使用して、SMB

ボリュームを指定し、必要なActive Directoryクレデンシャルを指定できます。
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例1：デフォルトネームスペースの基本設定

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: "default"

例2：ネームスペースごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

例3：ボリュームごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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nasType: `smb SMBボリュームをサポートするプールでフィルタリングします。 nasType:

`nfs または nasType: `null NFSプールに対してフィルタを適用します。

バックエンドを作成します

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

tridentctl create backend -f <backend-file>

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。次のコマンドを実行する
と、ログを表示して原因を特定できます。

tridentctl logs

構成ファイルで問題を特定して修正したら、 create コマンドを再度実行できます。

Google Cloudバックエンド用にCloud Volumes Service を設
定します

ネットアップCloud Volumes Service for Google CloudをAstra Tridentのバックエンドと
して構成する方法を、提供されている構成例を使用して説明します。

Cloud Volumes Service for Google Cloudに対するAstra Tridentサポートの詳細をご確
認ください

TridentがCloud Volumes Service ボリュームを作成できるのは、2つのうちの1つです "サービスタイプ"：

• * CVS - Performance *：デフォルトのAstra Tridentサービスタイプ。パフォーマンスが最適化されたこの
サービスタイプは、パフォーマンスを重視する本番環境のワークロードに最適です。CVS -パフォーマン
スサービスタイプは、サイズが100GiB以上のボリュームをサポートするハードウェアオプションです。の
いずれかを選択できます "3つのサービスレベル"：

◦ standard

◦ premium

◦ extreme

• * CVS *：CVSサービスタイプは、中程度のパフォーマンスレベルに制限された高レベルの可用性を提供
します。CVSサービスタイプは、ストレージプールを使用して1GiB未満のボリュームをサポートするソフ
トウェアオプションです。ストレージプールには最大50個のボリュームを含めることができ、すべてのボ
リュームでプールの容量とパフォーマンスを共有できます。のいずれかを選択できます "2つのサービスレ
ベル"：

◦ standardsw

◦ zoneredundantstandardsw

必要なもの
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を設定して使用します "Cloud Volumes Service for Google Cloud" バックエンドには次のものが必要です。

• NetApp Cloud Volumes Service で設定されたGoogle Cloudアカウント

• Google Cloud アカウントのプロジェクト番号

• を使用するGoogle Cloudサービスアカウント netappcloudvolumes.admin ロール

• Cloud Volumes Service アカウントのAPIキーファイル

バックエンド構成オプション

各バックエンドは、 1 つの Google Cloud リージョンにボリュームをプロビジョニングします。他のリージョ
ンにボリュームを作成する場合は、バックエンドを追加で定義します。

パラメータ 説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 "GCP-cvs"

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + API キーの一部

storageClass CVSサービスタイプを指定するた
めのオプションのパラメータ。

使用 software をクリックし
てCVSサービスタイプを選択しま
す。それ以外の場合は、Astra

TridentがCVSパフォーマンスサー
ビスのタイプを引き継ぎます

(hardware）。

storagePools CVSサービスタイプのみ。ボリュ
ーム作成用のストレージプールを
指定するオプションのパラメー
タ。

projectNumber Google Cloud アカウントのプロジ
ェクト番号。この値は、Google

Cloudポータルのホームページにあ
ります。

hostProjectNumber 共有VPCネットワークを使用する
場合は必須です。このシナリオで

は、 projectNumber は、サービ
スプロジェクトです

hostProjectNumber は、ホスト
プロジェクトです。
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パラメータ 説明 デフォルト

apiRegion Astra TridentがCloud Volumes

Service ボリュームを作成す
るGoogle Cloudリージョン。複数
リージョンのKubernetesクラスタ
を作成する場合は、に作成された

ボリューム apiRegion 複数
のGoogle Cloudリージョンのノー
ドでスケジュールされたワークロ
ードで使用できます。

リージョン間トラフィックは追加
コストを発生させます。

apiKey を使用したGoogle Cloudサービス
アカウントのAPIキー

netappcloudvolumes.admin ロ
ール。

このレポートには、 Google Cloud

サービスアカウントの秘密鍵ファ
イルの JSON 形式のコンテンツが
含まれています（バックエンド構
成ファイルにそのままコピーされ
ます）。

proxyURL CVSアカウントへの接続にプロキ
シサーバが必要な場合は、プロキ
シURLを指定します。プロキシサ
ーバには、 HTTP プロキシまたは
HTTPS プロキシを使用できます。

HTTPS プロキシの場合、プロキシ
サーバで自己署名証明書を使用す
るために証明書の検証はスキップ
されます。

認証が有効になっているプロキシ
サーバはサポートされていませ
ん。

nfsMountOptions NFS マウントオプションのきめ細
かな制御。

"nfsvers=3 "

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合はプロビジ
ョニングが失敗します。

"" （デフォルトでは適用されませ
ん）
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パラメータ 説明 デフォルト

serviceLevel 新しいボリュームのCVS -パフォー
マンスレベルまたはCVSサービス
レベル。

CVS -パフォーマンスの値はです

standard、 premium`または

`extreme。

CVSの値はです standardsw また
は

zoneredundantstandardsw。

CVS -パフォーマンスのデフォルト
は「Standard」です。

CVSのデフォルトは"standardsw"で
す。

network Cloud Volumes Service ボリューム
に使用するGoogle Cloudネットワ
ーク。

デフォルト

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例：

\{"api":false,

"method":true}。

トラブルシューティングを行って
詳細なログダンプが必要な場合を
除き、このオプションは使用しな
いでください。

null

allowedTopologies クロスリージョンアクセスを有効
にするには、のStorageClass定義
を使用します

allowedTopologies すべてのリ
ージョンを含める必要がありま
す。

例：

- key:

topology.kubernetes.io/reg

ion

values:

- us-east1

- europe-west1

ボリュームのプロビジョニングオプション

では、デフォルトのボリュームプロビジョニングを制御できます defaults 構成ファイルのセクション。

パラメータ 説明 デフォルト

exportRule 新しいボリュームのエクスポート
ルール。CIDR 表記の IPv4 アドレ
スまたは IPv4 サブネットの任意の
組み合わせをカンマで区切って指
定する必要があります。

"0.0.0.0/0 "
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パラメータ 説明 デフォルト

snapshotDir にアクセスします .snapshot デ
ィレクトリ

いいえ

snapshotReserve Snapshot 用にリザーブされている
ボリュームの割合

"" （ CVS のデフォルト値をそのま
ま使用）

size 新しいボリュームのサイズ。

CVS -パフォーマンス最小値
は100GiBです。

CVS最小値は1GiBです。

CVS -パフォーマンスサービスのタ
イプはデフォルトで「100GiB」で
す。

CVSサービスのタイプではデフォ
ルトが設定されませんが、1GiB以
上が必要です。

CVS -パフォーマンスサービスの種類の例

次の例は、CVS -パフォーマンスサービスタイプの設定例を示しています。
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例 1 ：最小限の構成

これは、デフォルトの「標準」サービスレベルでデフォルトのCVSパフォーマンスサービスタイプを使
用する最小バックエンド構成です。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'
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  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

19



例2：サービスレベルの設定

この例は、サービスレベルやボリュームのデフォルトなど、バックエンド構成オプションを示していま
す。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'
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  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

proxyURL: http://proxy-server-hostname/

nfsMountOptions: vers=3,proto=tcp,timeo=600

limitVolumeSize: 10Ti

serviceLevel: premium

defaults:

  snapshotDir: 'true'

  snapshotReserve: '5'

  exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

  size: 5Ti
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例3：仮想プールの構成

この例では、を使用します storage 仮想プールおよびを設定します StorageClasses それはそれらを
再度参照する。を参照してください [ストレージクラスの定義] をクリックして、ストレージクラスの定
義方法を確認します。

ここでは、すべての仮想プールに対して特定のデフォルトが設定され、すべての仮想プールに対してが

設定されます snapshotReserve 5%およびである exportRule を0.0.0.0/0に設定します。仮想プール

は、で定義されます storage セクション。個 々 の仮想プールにはそれぞれ独自の定義があります

serviceLevel`をクリックすると、一部のプールでデフォルト値が上書きされます。プールを区別する

ために、仮想プールのラベルを使用しました `performance および protection。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m
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    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

nfsMountOptions: vers=3,proto=tcp,timeo=600

defaults:

  snapshotReserve: '5'

  exportRule: 0.0.0.0/0

labels:

  cloud: gcp

region: us-west2

storage:

- labels:

    performance: extreme

    protection: extra

  serviceLevel: extreme

  defaults:

    snapshotDir: 'true'

    snapshotReserve: '10'

    exportRule: 10.0.0.0/24

- labels:

    performance: extreme

    protection: standard

  serviceLevel: extreme

- labels:

    performance: premium

    protection: extra

  serviceLevel: premium

  defaults:

    snapshotDir: 'true'

    snapshotReserve: '10'

- labels:

    performance: premium

    protection: standard

  serviceLevel: premium

- labels:

    performance: standard
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  serviceLevel: standard

ストレージクラスの定義

次のStorageClass定義は、仮想プールの構成例に適用されます。を使用します `parameters.selector`では、ボ
リュームのホストに使用する仮想プールをストレージクラスごとに指定できます。ボリュームには、選択した
プールで定義された要素があります。
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ストレージクラスの例

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extreme-extra-protection

provisioner: netapp.io/trident

parameters:

  selector: "performance=extreme; protection=extra"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extreme-standard-protection

provisioner: netapp.io/trident

parameters:

  selector: "performance=premium; protection=standard"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-premium-extra-protection

provisioner: netapp.io/trident

parameters:

  selector: "performance=premium; protection=extra"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-premium

provisioner: netapp.io/trident

parameters:

  selector: "performance=premium; protection=standard"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-standard

provisioner: netapp.io/trident

parameters:

  selector: "performance=standard"
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allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extra-protection

provisioner: netapp.io/trident

parameters:

  selector: "protection=extra"

allowVolumeExpansion: true

• 最初のストレージクラス (cvs-extreme-extra-protection）を最初の仮想プールにマッピングしま
す。スナップショット予約が 10% の非常に高いパフォーマンスを提供する唯一のプールです。

• 最後のストレージクラス (cvs-extra-protection）スナップショット予約が10%のストレージプール
を呼び出します。Tridentが、どの仮想プールを選択するかを決定し、スナップショット予約の要件が満た
されていることを確認します。

CVSサービスタイプの例

次の例は、CVSサービスタイプの設定例を示しています。
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例1：最小構成

これは、を使用するバックエンドの最小構成です storageClass CVSサービスタイプとデフォルトを指

定するには standardsw サービスレベル：

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

storageClass: software

apiRegion: us-east4

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com
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  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

serviceLevel: standardsw
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例2：ストレージプールの構成

このバックエンド設定の例では、を使用して storagePools ストレージプールを設定します。

---

version: 1

storageDriverName: gcp-cvs

backendName: gcp-std-so-with-pool

projectNumber: '531265380079'

apiRegion: europe-west1

apiKey:

  type: service_account

  project_id: cloud-native-data

  private_key_id: "<id_value>"

  private_key: |-

    -----BEGIN PRIVATE KEY-----

    MIIEvAIBADANBgkqhkiG9w0BAQEFAASCBKYwggSiAgEAAoIBAQDaT+Oui9FBAw19

    L1AGEkrYU5xd9K5NlO5jMkIFND5wCD+Nv+jd1GvtFRLaLK5RvXyF5wzvztmODNS+

    qtScpQ+5cFpQkuGtv9U9+N6qtuVYYO3b504Kp5CtqVPJCgMJaK2j8pZTIqUiMum/

    5/Y9oTbZrjAHSMgJm2nHzFq2X0rqVMaHghI6ATm4DOuWx8XGWKTGIPlc0qPqJlqS

    LLaWOH4VIZQZCAyW5IUp9CAmwqHgdG0uhFNfCgMmED6PBUvVLsLvcq86X+QSWR9k

    ETqElj/sGCenPF7ti1DhGBFafd9hPnxg9PZY29ArEZwY9G/ZjZQX7WPgs0VvxiNR

    DxZRC3GXAgMBAAECggEACn5c59bG/qnVEVI1CwMAalM5M2z09JFhlLlljKwntNPj

    Vilw2eTW2+UE7HbJru/S7KQgA5Dnn9kvCraEahPRuddUMrD0vG4kTl/IODV6uFuk

    Y0sZfbqd4jMUQ21smvGsqFzwloYWS5qzO1W83ivXH/HW/iqkmY2eW+EPRS/hwSSu

    SscR+SojI7PB0BWSJhlV4yqYf3vcD/D95el2CVHfRCkL85DKumeZ+yHEnpiXGZAE

    t8xSs4a5OOPm6NHhevCw2a/UQ95/foXNUR450HtbjieJo5o+FF6EYZQGfU2ZHZO8

    37FBKuaJkdGW5xqaI9TL7aqkGkFMF4F2qvOZM+vy8QKBgQD4oVuOkJDlhkTHP86W

    esFlw1kpWyJR9ZA7LI0g/rVpslnX+XdDq0WQf4umdLNau5hYEH9LU6ZSGs1Xk3/B

    NHwR6OXFuqEKNiu83d0zSlHhTy7PZpOZdj5a/vVvQfPDMz7OvsqLRd7YCAbdzuQ0

    +Ahq0Ztwvg0HQ64hdW0ukpYRRwKBgQDgyHj98oqswoYuIa+pP1yS0pPwLmjwKyNm

    /HayzCp+Qjiyy7Tzg8AUqlH1Ou83XbV428jvg7kDhO7PCCKFq+mMmfqHmTpb0Maq

    KpKnZg4ipsqP1yHNNEoRmcailXbwIhCLewMqMrggUiLOmCw4PscL5nK+4GKu2XE1

    jLqjWAZFMQKBgFHkQ9XXRAJ1kR3XpGHoGN890pZOkCVSrqju6aUef/5KYlFCt8ew

    F/+aIxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PjHMkLXa2uaZs4

    WR17sLduj62RqXRLX0c0QkwBiNFyHbRcpdkZJQujbYMhBa+7j7SxT4BtAoGAWMWT

    UucocRXZm/pdvz9wteNH3YDWnJLMxm1KC06qMXbBoYrliY4sm3ywJWMC+iCd/H8A

    Gecxd/xVu5mA2L2N3KMq18Zhz8Th0G5DwKyDRJgOQ0Q46yuNXOoYEjlo4Wjyk8Me

    +tlQ8iK98E0UmZnhTgfSpSNElbz2AqnzQ3MN9uECgYAqdvdVPnKGfvdtZ2DjyMoJ

    E89UIC41WjjJGmHsd8W65+3X0RwMzKMT6aZc5tK9J5dHvmWIETnbM+lTImdBBFga

    NWOC6f3r2xbGXHhaWSl+nobpTuvlo56ZRJVvVk7lFMsiddzMuHH8pxfgNJemwA4P

    ThDHCejv035NNV6KyoO0tA==

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@cloud-native-

data.iam.gserviceaccount.com

  client_id: '107071413297115343396'
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  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40cloud-native-data.iam.gserviceaccount.com

storageClass: software

zone: europe-west1-b

network: default

storagePools:

- 1bc7f380-3314-6005-45e9-c7dc8c2d7509

serviceLevel: Standardsw

次の手順

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

tridentctl create backend -f <backend-file>

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。次のコマンドを実行する
と、ログを表示して原因を特定できます。

tridentctl logs

構成ファイルで問題を特定して修正したら、 create コマンドを再度実行できます。

NetApp HCI または SolidFire バックエンドを設定します

ネットアップが提供する Trident インストールで Element バックエンドを作成して使用
する方法をご確認ください。

作業を開始する前に

Elementバックエンドを作成する前に、次の情報が必要になります。

• Element ソフトウェアを実行する、サポート対象のストレージシステム。

• NetApp HCI / SolidFire クラスタ管理者またはボリュームを管理できるテナントユーザのクレデンシャル。

• すべての Kubernetes ワーカーノードに適切な iSCSI ツールをインストールする必要があります。を参照
してください "ワーカーノードの準備情報"。
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ボリュームモード

。 solidfire-san ストレージドライバは、ボリュームモード（fileとblock）の両方をサポートしています。

をクリックします Filesystem volumeMode、Astra Tridentがボリュームを作成し、ファイルシステムを作成
ファイルシステムのタイプは StorageClass で指定されます。

ドライバ プロトコル ボリュームモード サポートされている
アクセスモード

サポートされるファ
イルシステム

solidfire-san iSCSI ブロック RWO 、 ROX 、
RWX

ファイルシステムが
ありません。raw ブ
ロックデバイスで
す。

solidfire-san iSCSI ブロック RWO 、 ROX 、
RWX

ファイルシステムが
ありません。raw ブ
ロックデバイスで
す。

solidfire-san iSCSI ファイルシステム RWO 、 ROX xfs、 ext3、 ext4

solidfire-san iSCSI ファイルシステム RWO 、 ROX xfs、 ext3、 ext4

Astra Trident は強化された CSI プロビジョニング担当者として機能する場合、 CHAP を使用し
ます。CSI のデフォルトである CHAP を使用している場合は、これ以上の準備は必要ありませ

ん。を明示的に設定することを推奨します UseCHAP CSI以外のTridentでCHAPを使用するオプ
ション。それ以外は、を参照してください "こちらをご覧ください"。

ボリュームアクセスグループは、従来の非 CSI フレームワークである Astra Trident でのみサポ
ートされています。CSI モードで動作するように設定されている場合、 Astra Trident は CHAP

を使用します。

どちらでもない場合 AccessGroups または UseCHAP が設定され、次のいずれかのルールが適用されます。

• デフォルトの場合は trident アクセスグループが検出され、アクセスグループが使用されます。

• アクセスグループが検出されず、 Kubernetes バージョンが 1.7 以降の場合は、 CHAP が使用されます。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 常に「 solidfire-san-」

backendName カスタム名またはストレージバッ
クエンド

「 iSCSI_ 」 + ストレージ（ iSCSI

） IP アドレス SolidFire
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パラメータ 説明 デフォルト

Endpoint テナントのクレデンシャルを使用
する SolidFire クラスタの MVIP

SVIP ストレージ（ iSCSI ）の IP アドレ
スとポート

labels ボリュームに適用する任意の
JSON 形式のラベルのセット。

「」

TenantName 使用するテナント名（見つからな
い場合に作成）

InitiatorIFace iSCSI トラフィックを特定のホスト
インターフェイスに制限します

デフォルト

UseCHAP CHAP を使用して iSCSI を認証し
ます

正しいです

AccessGroups 使用するアクセスグループ ID のリ
スト

「 trident 」という名前のアクセス
グループの ID を検索します。

Types QoS の仕様

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します

“”（デフォルトでは適用されません
）

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： {"API"

： false 、 "method" ： true}

null

使用しないでください debugTraceFlags トラブルシューティングを実行していて、詳細なロ
グダンプが必要な場合を除きます。

例1：のバックエンド構成 solidfire-san 3種類のボリュームを備えたドライバ

次の例は、 CHAP 認証を使用するバックエンドファイルと、特定の QoS 保証を適用した 3 つのボリュームタ
イプのモデリングを示しています。その場合は、を使用して各ストレージクラスを使用するように定義します

IOPS ストレージクラスのパラメータ。
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---

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0

SVIP: "<svip>:3260"

TenantName: "<tenant>"

labels:

  k8scluster: dev1

  backend: dev1-element-cluster

UseCHAP: true

Types:

- Type: Bronze

  Qos:

    minIOPS: 1000

    maxIOPS: 2000

    burstIOPS: 4000

- Type: Silver

  Qos:

    minIOPS: 4000

    maxIOPS: 6000

    burstIOPS: 8000

- Type: Gold

  Qos:

    minIOPS: 6000

    maxIOPS: 8000

    burstIOPS: 10000

例2：のバックエンドとストレージクラスの設定 solidfire-san 仮想プールを備えた
ドライバ

この例は、仮想プールとともに、それらを参照するStorageClassesとともに構成されているバックエンド定義
ファイルを示しています。

Astra Tridentは、ストレージプール上にあるラベルを、プロビジョニング時にバックエンドストレージLUNに
コピーします。ストレージ管理者は、仮想プールごとにラベルを定義したり、ボリュームをラベルでグループ
化したりできます。

以下に示すバックエンド定義ファイルの例では、すべてのストレージプールに対して特定のデフォルトが設定

されています。これにより、が設定されます type シルバー。仮想プールは、で定義されます storage セク
ション。この例では、一部のストレージプールが独自のタイプを設定し、一部のプールが上記のデフォルト値
を上書きします。

---

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP: "<svip>:3260"

TenantName: "<tenant>"

UseCHAP: true

Types:

- Type: Bronze

  Qos:

    minIOPS: 1000

    maxIOPS: 2000

    burstIOPS: 4000

- Type: Silver

  Qos:

    minIOPS: 4000

    maxIOPS: 6000

    burstIOPS: 8000

- Type: Gold

  Qos:

    minIOPS: 6000

    maxIOPS: 8000

    burstIOPS: 10000

type: Silver

labels:

  store: solidfire

  k8scluster: dev-1-cluster

region: us-east-1

storage:

- labels:

    performance: gold

    cost: '4'

  zone: us-east-1a

  type: Gold

- labels:

    performance: silver

    cost: '3'

  zone: us-east-1b

  type: Silver

- labels:

    performance: bronze

    cost: '2'

  zone: us-east-1c

  type: Bronze

- labels:

    performance: silver

    cost: '1'

  zone: us-east-1d

次のStorageClass定義は、上記の仮想プールを参照しています。を使用する parameters.selector 各スト
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レージクラスは、ボリュームのホストに使用できる仮想プールを呼び出します。ボリュームには、選択した仮
想プール内で定義された要素があります。

最初のストレージクラス (solidfire-gold-four）を選択すると、最初の仮想プールにマッピングされま

す。ゴールドのパフォーマンスを提供する唯一のプール Volume Type QoS 金の。最後のストレージクラス

(solidfire-silver）Silverパフォーマンスを提供するストレージプールをすべて特定します。Tridentが、
どの仮想プールを選択するかを判断し、ストレージ要件を確実に満たすようにします。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-gold-four

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=gold; cost=4"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver-three

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver; cost=3"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-bronze-two

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=bronze; cost=2"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver-one

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver; cost=1"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver"

  fsType: "ext4"
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詳細については、こちらをご覧ください

• "ボリュームアクセスグループ"

ONTAP SANドライバ

ONTAP SANドライバの概要

ONTAP および Cloud Volumes ONTAP SAN ドライバを使用した ONTAP バックエンド
の設定について説明します。

ONTAP SANドライバに関する重要な情報

Astra Controlは、で作成したボリュームに対して、シームレスな保護、ディザスタリカバリ、および移動

（Kubernetesクラスタ間でボリュームを移動）を提供します ontap-nas、 ontap-nas-flexgroup`および

`ontap-san ドライバ。を参照してください "Astra Controlレプリケーションの前提条件" を参照してくださ
い。

• を使用する必要があります ontap-nas データ保護、ディザスタリカバリ、モビリティを必要とする本番
環境のワークロード向けのサービスです。

• 使用 ontap-san-economy 想定されるボリューム使用量がONTAP でサポートされる量よりも大幅に多
い場合

• 使用 ontap-nas-economy 想定されるボリューム使用量が、ONTAP でサポートされるおよびよりも大

幅に多い場合にのみ該当します ontap-san-economy ドライバは使用できません。

• 使用しないでください ontap-nas-economy データ保護、ディザスタリカバリ、モビリティのニーズが
予想される場合。

ユーザ権限

Tridentは、通常はを使用して、ONTAP 管理者またはSVM管理者のどちらかとして実行される必要があります

admin クラスタユーザまたはです vsadmin SVMユーザ、または同じロールを持つ別の名前のユー
ザ。Amazon FSX for NetApp ONTAP 環境では、Astra Tridentは、クラスタを使用して、ONTAP 管理者また

はSVM管理者のどちらかとして実行されるものと想定しています fsxadmin ユーザまたはです vsadmin

SVMユーザ、または同じロールを持つ別の名前のユーザ。。 fsxadmin このユーザは、クラスタ管理者ユー
ザを限定的に置き換えるものです。

を使用する場合 limitAggregateUsage クラスタ管理者権限が必要です。Amazon FSX for

NetApp ONTAP をAstra Tridentとともに使用している場合は、を参照してください

limitAggregateUsage パラメータはでは機能しません vsadmin および fsxadmin ユーザ
アカウント：このパラメータを指定すると設定処理は失敗します。

ONTAP 内では、 Trident ドライバが使用できるより制限的な役割を作成することもできますが、推奨しませ
ん。Trident の新リリースでは、多くの場合、考慮すべき API が追加で必要になるため、アップグレードが難
しく、エラーも起こりやすくなります。

バックエンドにONTAP SANドライバを設定する準備をします

ONTAP SANドライバでONTAPバックエンドを構成するための要件と認証オプションを
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理解します。

要件

ONTAP バックエンドすべてに対して、 Astra Trident が SVM に少なくとも 1 つのアグリゲートを割り当てて
おく必要があります。

複数のドライバを実行し、 1 つまたは複数のドライバを参照するストレージクラスを作成することもできま

す。たとえば、を設定できます san-dev を使用するクラス ontap-san ドライバおよびA san-default を

使用するクラス ontap-san-economy 1つ。

すべてのKubernetesワーカーノードに適切なiSCSIツールをインストールしておく必要があります。を参照し
てください "ワーカーノードを準備します" を参照してください。

ONTAPバックエンドの認証

Astra Trident には、 ONTAP バックエンドを認証する 2 つのモードがあります。

• credential based ：必要な権限を持つ ONTAP ユーザのユーザ名とパスワード。など、事前定義されたセ

キュリティログインロールを使用することを推奨します admin または vsadmin ONTAP のバージョンと
の互換性を最大限に高めるため。

• 証明書ベース： Astra Trident は、バックエンドにインストールされた証明書を使用して ONTAP クラスタ
と通信することもできます。この場合、バックエンド定義には、 Base64 でエンコードされたクライアン
ト証明書、キー、および信頼された CA 証明書（推奨）が含まれている必要があります。

既存のバックエンドを更新して、クレデンシャルベースの方式と証明書ベースの方式を切り替えることができ
ます。ただし、一度にサポートされる認証方法は1つだけです。別の認証方式に切り替えるには、バックエン
ド設定から既存の方式を削除する必要があります。

クレデンシャルと証明書の両方を*指定しようとすると、バックエンドの作成が失敗し、構成フ
ァイルに複数の認証方法が指定されているというエラーが表示されます。

クレデンシャルベースの認証を有効にします

Trident が ONTAP バックエンドと通信するには、 SVM を対象とした管理者またはクラスタを対象とした管理

者のクレデンシャルが必要です。などの標準の事前定義されたロールを使用することを推奨します admin ま

たは vsadmin。これにより、今後のリリースの ONTAP との互換性が今後のリリースの Astra Trident で使用
される機能 API が公開される可能性があります。カスタムのセキュリティログインロールは Astra Trident で
作成して使用できますが、推奨されません。

バックエンド定義の例は次のようになります。
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YAML

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: password

JSON

{

  "version": 1,

  "backendName": "ExampleBackend",

  "storageDriverName": "ontap-san",

  "managementLIF": "10.0.0.1",

  "svm": "svm_nfs",

  "username": "vsadmin",

  "password": "password"

}

バックエンド定義は、クレデンシャルがプレーンテキストで保存される唯一の場所であることに注意してくだ
さい。バックエンドが作成されると、ユーザ名とパスワードが Base64 でエンコードされ、 Kubernetes シー
クレットとして格納されます。クレデンシャルの知識が必要なのは、バックエンドの作成または更新だけで
す。この処理は管理者専用で、 Kubernetes / ストレージ管理者が実行します。

証明書ベースの認証を有効にします

新規または既存のバックエンドは証明書を使用して ONTAP バックエンドと通信できます。バックエンド定義
には 3 つのパラメータが必要です。

• clientCertificate ： Base64 でエンコードされたクライアント証明書の値。

• clientPrivateKey ： Base64 でエンコードされた、関連付けられた秘密鍵の値。

• trustedCACertifate: 信頼された CA 証明書の Base64 エンコード値。信頼された CA を使用する場合は、
このパラメータを指定する必要があります。信頼された CA が使用されていない場合は無視してかまいま
せん。

一般的なワークフローは次の手順で構成されます。

手順

1. クライアント証明書とキーを生成します。生成時に、 ONTAP ユーザとして認証するように Common

Name （ CN ；共通名）を設定します。
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openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key

-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. 信頼された CA 証明書を ONTAP クラスタに追加します。この処理は、ストレージ管理者がすでに行って
いる可能性があります。信頼できる CA が使用されていない場合は無視します。

security certificate install -type server -cert-name <trusted-ca-cert-

name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled

true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP クラスタにクライアント証明書とキーをインストールします（手順 1 ）。

security certificate install -type client-ca -cert-name <certificate-

name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP セキュリティログインロールでサポートされていることを確認する cert 認証方式。

security login create -user-or-group-name admin -application ontapi

-authentication-method cert

security login create -user-or-group-name admin -application http

-authentication-method cert

5. 生成された証明書を使用して認証をテストONTAP 管理 LIF > と <vserver name> は、管理 LIF の IP アド
レスおよび SVM 名に置き換えてください。

curl -X POST -Lk https://<ONTAP-Management-

LIF>/servlets/netapp.servlets.admin.XMLrequest_filer --key k8senv.key

--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp

xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 で証明書、キー、および信頼された CA 証明書をエンコードする。

base64 -w 0 k8senv.pem >> cert_base64

base64 -w 0 k8senv.key >> key_base64

base64 -w 0 trustedca.pem >> trustedca_base64
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7. 前の手順で得た値を使用してバックエンドを作成します。

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver_test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",

"clientPrivateKey": "LS0tFaKE...0VaLuES0tLS0K",

"trustedCACertificate": "QNFinfO...SiqOyN",

"storagePrefix": "myPrefix_"

}

tridentctl create backend -f cert-backend.json -n trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| SanBackend | ontap-san      | 586b1cd5-8cf8-428d-a76c-2872713612c1 |

online |       0 |

+------------+----------------+--------------------------------------

+--------+---------+

認証方法を更新するか、クレデンシャルをローテーションして

既存のバックエンドを更新して、別の認証方法を使用したり、クレデンシャルをローテーションしたりできま
す。これはどちらの方法でも機能します。ユーザ名とパスワードを使用するバックエンドは証明書を使用する
ように更新できますが、証明書を使用するバックエンドはユーザ名とパスワードに基づいて更新できます。こ
れを行うには、既存の認証方法を削除して、新しい認証方法を追加する必要があります。次に、更新され

たbackend.jsonファイルに必要なパラメータが含まれたものを使用して実行します tridentctl backend

update。

41



cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver_test",

"username": "vsadmin",

"password": "password",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend SanBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| SanBackend | ontap-san      | 586b1cd5-8cf8-428d-a76c-2872713612c1 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

パスワードのローテーションを実行する際には、ストレージ管理者が最初に ONTAP でユーザ
のパスワードを更新する必要があります。この後にバックエンドアップデートが続きます。証
明書のローテーションを実行する際に、複数の証明書をユーザに追加することができます。そ
の後、バックエンドが更新されて新しい証明書が使用されるようになります。この証明書に続
く古い証明書は、 ONTAP クラスタから削除できます。

バックエンドを更新しても、すでに作成されているボリュームへのアクセスは中断されず、その後のボリュー
ム接続にも影響しません。バックエンドの更新が成功した場合、 Astra Trident が ONTAP バックエンドと通
信し、以降のボリューム処理を処理できることを示しています。

双方向 CHAP を使用して接続を認証します

Astra Tridentは、に対して双方向CHAPを使用してiSCSIセッションを認証できます ontap-san および

ontap-san-economy ドライバ。これには、を有効にする必要があり useCHAP バックエンド定義のオプシ

ョン。に設定すると true、Astra Tridentは、SVMのデフォルトのイニシエータセキュリティを双方向CHAP

に設定し、バックエンドファイルからのユーザ名とシークレットを設定します。接続の認証には双方向 CHAP

を使用することを推奨します。次の設定例を参照してください。
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---

version: 1

storageDriverName: ontap-san

backendName: ontap_san_chap

managementLIF: 192.168.0.135

svm: ontap_iscsi_svm

useCHAP: true

username: vsadmin

password: password

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

。 useCHAP パラメータは、1回だけ設定できるブール値のオプションです。デフォルトでは
false に設定されています。true に設定したあとで、 false に設定することはできません。

に加えて useCHAP=true、 chapInitiatorSecret、 chapTargetInitiatorSecret、

chapTargetUsername`および `chapUsername フィールドはバックエンド定義に含める必要があります。

を実行すると、バックエンドが作成されたあとでシークレットを変更できます tridentctl update。

動作の仕組み

を設定します useCHAP trueに設定すると、ストレージ管理者は、ストレージバックエンドでCHAPを設定す
るようにAstra Tridentに指示します。これには次のものが含まれます。

• SVM で CHAP をセットアップします。

◦ SVMのデフォルトのイニシエータセキュリティタイプがnone（デフォルトで設定）*で、ボリューム

に既存のLUNがない場合、Astra Tridentはデフォルトのセキュリティタイプをに設定します CHAP

CHAPイニシエータとターゲットのユーザ名およびシークレットの設定に進みます。

◦ SVM に LUN が含まれている場合、 Trident は SVM で CHAP を有効にしません。これにより、 SVM

にすでに存在する LUN へのアクセスが制限されることはありません。

• CHAP イニシエータとターゲットのユーザ名とシークレットを設定します。これらのオプションは、バッ
クエンド構成で指定する必要があります（上記を参照）。

バックエンドが作成されると、対応するがAstra Tridentによって作成されます tridentbackend CRDを実行
し、CHAPシークレットとユーザ名をKubernetesシークレットとして保存します。このバックエンドの Astra

Trident によって作成されたすべての PVS がマウントされ、 CHAP 経由で接続されます。

クレデンシャルをローテーションし、バックエンドを更新

CHAPクレデンシャルを更新するには、でCHAPパラメータを更新します backend.json ファイル。CHAPシ

ークレットを更新し、を使用する必要があります tridentctl update 変更を反映するためのコマンドで
す。
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バックエンドのCHAPシークレットを更新する場合は、を使用する必要があります

tridentctl バックエンドを更新します。Astra Trident では変更を取得できないため、 CLI /

ONTAP UI からストレージクラスタのクレデンシャルを更新しないでください。

cat backend-san.json

{

    "version": 1,

    "storageDriverName": "ontap-san",

    "backendName": "ontap_san_chap",

    "managementLIF": "192.168.0.135",

    "svm": "ontap_iscsi_svm",

    "useCHAP": true,

    "username": "vsadmin",

    "password": "password",

    "chapInitiatorSecret": "cl9qxUpDaTeD",

    "chapTargetInitiatorSecret": "rqxigXgkeUpDaTeD",

    "chapTargetUsername": "iJF4heBRT0TCwxyz",

    "chapUsername": "uh2aNCLSd6cNwxyz",

}

./tridentctl update backend ontap_san_chap -f backend-san.json -n trident

+----------------+----------------+--------------------------------------

+--------+---------+

|   NAME         | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+----------------+----------------+--------------------------------------

+--------+---------+

| ontap_san_chap | ontap-san      | aa458f3b-ad2d-4378-8a33-1a472ffbeb5c |

online |       7 |

+----------------+----------------+--------------------------------------

+--------+---------+

既存の接続は影響を受けません。 SVM の Astra Trident でクレデンシャルが更新されても、引き続きアクティ
ブです。新しい接続では更新されたクレデンシャルが使用され、既存の接続は引き続きアクティブです。古い
PVS を切断して再接続すると、更新されたクレデンシャルが使用されます。

ONTAP のSAN構成オプションと例

ONTAP SAN ドライバを作成して Astra Trident インストールで使用する方法をご確認く
ださい。このセクションでは、バックエンド構成の例と、バックエンドをストレージク
ラスにマッピングする方法を詳しく説明します。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。
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パラメータ 説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 ontap-nas、 ontap-nas-

economy、 ontap-nas-

flexgroup、 ontap-san、

ontap-san-economy

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + データ LIF

managementLIF クラスタ管理 LIF または SVM 管理
LIF の IP アドレス

MetroClusterのシームレスなスイッ
チオーバーを実現するには、SVM

管理LIFを指定する必要がありま
す。

Fully Qualified Domain Name

（FQDN；完全修飾ドメイン名）を
指定できます。

を使用してAstra Tridentをインスト
ールした場合、IPv6アドレスを使
用するようにを設定できます

--use-ipv6 フラグ。IPv6アドレ
スは、[28e8：d9fb：a825：b7bf

：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」

dataLIF プロトコル LIF の IP アドレス。

* iSCSIには指定しないでくださ
い。* Astra Tridentが使用します
"ONTAP の選択的LUNマップ"

iSCSI LIFを検出するには、マルチ
パスセッションを確立する必要が
あります。の場合は警告が生成さ

れます dataLIF は明示的に定義さ
れます。

SVMの派生物です

useCHAP CHAPを使用してONTAP SANドラ
イバのiSCSIを認証します（ブーリ
アン）。

をに設定します true Astra Trident

では、バックエンドで指定され
たSVMのデフォルト認証として双
方向CHAPを設定して使用します。
を参照してください "バックエンド
にONTAP SANドライバを設定する
準備をします" を参照してくださ
い。

false
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パラメータ 説明 デフォルト

chapInitiatorSecret CHAP イニシエータシークレッ
ト。の場合は必須です

useCHAP=true

「」

labels ボリュームに適用する任意の
JSON 形式のラベルのセット

「」

chapTargetInitiatorSecret CHAP ターゲットイニシエータシ
ークレット。の場合は必須です

useCHAP=true

「」

chapUsername インバウンドユーザ名。の場合は

必須です useCHAP=true

「」

chapTargetUsername ターゲットユーザ名。の場合は必

須です useCHAP=true

「」

clientCertificate クライアント証明書の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

「」

clientPrivateKey クライアント秘密鍵の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

「」

trustedCACertificate 信頼された CA 証明書の Base64 エ
ンコード値。任意。証明書ベース
の認証に使用されます。

「」

username ONTAP クラスタとの通信に必要な
ユーザ名。クレデンシャルベース
の認証に使用されます。

「」

password ONTAP クラスタとの通信にパスワ
ードが必要です。クレデンシャル
ベースの認証に使用されます。

「」

svm 使用する Storage Virtual Machine SVMの場合に生成されます

managementLIF を指定します

storagePrefix SVM で新しいボリュームをプロビ
ジョニングする際に使用するプレ
フィックスを指定します。

あとから変更することはできませ
ん。このパラメータを更新するに
は、新しいバックエンドを作成す
る必要があります。

trident
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パラメータ 説明 デフォルト

limitAggregateUsage 使用率がこの割合を超えている場
合は、プロビジョニングが失敗し
ます。

NetApp ONTAP バックエンド
にAmazon FSXを使用している場合
は、指定しないでください

limitAggregateUsage。提供さ

れた fsxadmin および vsadmin

アグリゲートの使用状況を取得
し、Astra Tridentを使用して制限す
るために必要な権限が含まれてい
ない。

“”（デフォルトでは適用されません
）

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します。

また、qtreeおよびLUNに対して管
理するボリュームの最大サイズを
制限します。

""（デフォルトでは適用されません
）

lunsPerFlexvol FlexVol あたりの最大 LUN 数。有
効な範囲は 50 、 200 です

100

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： {"API"

： false 、 "method" ： true}

トラブルシューティングを行い、
詳細なログダンプが必要な場合を
除き、は使用しないでください。

null
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パラメータ 説明 デフォルト

useREST ONTAP REST API を使用するため
のブーリアンパラメータ。* テクニ
カルプレビュー *

useREST は、テクニカルプレビュ
ーとして提供されています。テス
ト環境では、本番環境のワークロ
ードでは推奨されません。に設定

すると true`Astra Trident

は、ONTAP REST APIを使用して
バックエンドと通信します。この

機能にはONTAP 9.11.1以降が必

要です。また、使用するONTAP ロ
グインロールにはへのアクセス権

が必要です `ontap アプリケーシ
ョン：これは事前定義されたによ

って満たされます vsadmin および

cluster-admin ロール。

useREST は、MetroCluster ではサ
ポートされていません。

false

ボリュームのプロビジョニング用のバックエンド構成オプション

これらのオプションを使用して、のデフォルトプロビジョニングを制御できます defaults 設定のセクショ
ン。例については、以下の設定例を参照してください。

パラメータ 説明 デフォルト

spaceAllocation space-allocation for LUN のコマン
ドを指定します

正しいです

spaceReserve スペースリザベーションモード
：「 none 」（シン）または「
volume 」（シック）

なし

snapshotPolicy 使用する Snapshot ポリシー なし
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パラメータ 説明 デフォルト

qosPolicy 作成したボリュームに割り当てる
QoS ポリシーグループ。ストレー
ジプール / バックエンドごとに
QOSPolicy または
adaptiveQosPolicy のいずれかを選
択します。

Trident が Astra で QoS ポリシーグ
ループを使用するには、 ONTAP

9.8 以降が必要です。非共有のQoS

ポリシーグループを使用して、各
コンスティチュエントに個別にポ
リシーグループを適用することを
推奨します。共有 QoS ポリシーグ
ループにより、すべてのワークロ
ードの合計スループットに対して
上限が適用されます。

「」

adaptiveQosPolicy アダプティブ QoS ポリシーグルー
プ：作成したボリュームに割り当
てます。ストレージプール / バック
エンドごとに QOSPolicy または
adaptiveQosPolicy のいずれかを選
択します

「」

snapshotReserve Snapshot「0」用にリザーブされて
いるボリュームの割合

状況 snapshotPolicy は「
none」、それ以外は「」です。

splitOnClone 作成時にクローンを親からスプリ
ットします

いいえ

encryption 新しいボリュームでNetApp

Volume Encryption（NVE）を有効
にします。デフォルトはです

false。このオプションを使用す
るには、クラスタで NVE のライセ
ンスが設定され、有効になってい
る必要があります。

NAEがバックエンドで有効になっ
ている場合は、Astra Tridentでプロ
ビジョニングされたすべてのボリ
ュームがNAEに有効になります。

詳細については、以下を参照して
ください。 "Astra TridentとNVEお
よびNAEの相互運用性"。

いいえ

luksEncryption LUKS暗号化を有効にします。を参
照してください "Linux Unified Key

Setup（LUKS；統合キーセットア
ップ）を使用"。

""

securityStyle 新しいボリュームのセキュリティ
形式

unix
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パラメータ 説明 デフォルト

tieringPolicy 「none」を使用する階層化ポリシ
ー

ONTAP 9.5 よりも前の SVM-DR 構
成の「スナップショットのみ」

ボリュームプロビジョニングの例

デフォルトが定義されている例を次に示します。

---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: trident_svm

username: admin

password: <password>

labels:

  k8scluster: dev2

  backend: dev2-sanbackend

storagePrefix: alternate-trident

debugTraceFlags:

  api: false

  method: true

defaults:

  spaceReserve: volume

  qosPolicy: standard

  spaceAllocation: 'false'

  snapshotPolicy: default

  snapshotReserve: '10'

を使用して作成したすべてのボリューム ontap-san ドライバであるAstra Tridentが、FlexVol

のメタデータに対応するために、さらに10%の容量を追加LUN は、ユーザが PVC で要求した
サイズとまったく同じサイズでプロビジョニングされます。Astra Trident が FlexVol に 10% を
追加（ ONTAP で利用可能なサイズとして表示）ユーザには、要求した使用可能容量が割り当
てられます。また、利用可能なスペースがフルに活用されていないかぎり、 LUN が読み取り専
用になることもありません。これは、 ONTAP と SAN の経済性には該当しません。

を定義するバックエンドの場合 `snapshotReserve`Tridentは、次のようにボリュームサイズを計算します。

Total volume size = [(PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

1.1 は、 Astra Trident の 10% の追加料金で、 FlexVol のメタデータに対応します。の場合

snapshotReserve = 5%、PVC要求= 5GiB、ボリュームの合計サイズは5.79GiB、使用可能なサイズ

は5.5GiBです。。 volume show 次の例のような結果が表示されます。
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現在、既存のボリュームに対して新しい計算を行うには、サイズ変更だけを使用します。

最小限の設定例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。

Amazon FSx on NetApp ONTAPとAstra Tridentを使用している場合は、IPアドレスではな
く、LIFのDNS名を指定することを推奨します。

ONTAP SANの最小構成の例

これは、 ontap-san ドライバ。

---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

labels:

  k8scluster: test-cluster-1

  backend: testcluster1-sanbackend

username: vsadmin

password: <password>

ONTAP SANエコノミーの最小構成の例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

username: vsadmin

password: <password>
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証明書ベースの認証の例

この基本的な設定例では、 clientCertificate、 clientPrivateKey`および

`trustedCACertificate （信頼されたCAを使用している場合はオプション）がに入力されます

backend.json およびは、クライアント証明書、秘密鍵、信頼されたCA証明書のbase64エンコード値
をそれぞれ取得します。

---

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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双方向CHAPの例

次の例では、 useCHAP をに設定します true。

ONTAP SAN CHAPの例

---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

labels:

  k8scluster: test-cluster-1

  backend: testcluster1-sanbackend

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

ONTAP SANエコノミーCHAPの例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

仮想プールを使用するバックエンドの例

これらのサンプルバックエンド定義ファイルでは、次のような特定のデフォルトがすべてのストレージプール

に設定されています。 spaceReserve 「なし」の場合は、 spaceAllocation との誤り encryption 実行
されます。仮想プールは、ストレージセクションで定義します。

Astra Tridentは、[Comments]フィールドにプロビジョニングラベルを設定します。FlexVol にコメントが設定
されます。Astra Tridentは、プロビジョニング時に仮想プール上にあるすべてのラベルをストレージボリュー
ムにコピーします。ストレージ管理者は、仮想プールごとにラベルを定義したり、ボリュームをラベルでグル
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ープ化したりできます。

これらの例では、一部のストレージプールが独自の spaceReserve、 spaceAllocation`および

`encryption 値、および一部のプールはデフォルト値よりも優先されます。
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ONTAP SANの例
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---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:

  spaceAllocation: 'false'

  encryption: 'false'

  qosPolicy: standard

labels:

  store: san_store

  kubernetes-cluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    protection: gold

    creditpoints: '40000'

  zone: us_east_1a

  defaults:

    spaceAllocation: 'true'

    encryption: 'true'

    adaptiveQosPolicy: adaptive-extreme

- labels:

    protection: silver

    creditpoints: '20000'

  zone: us_east_1b

  defaults:

    spaceAllocation: 'false'

    encryption: 'true'

    qosPolicy: premium

- labels:

    protection: bronze

    creditpoints: '5000'

  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'
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ONTAP SANの経済性の例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:

  spaceAllocation: 'false'

  encryption: 'false'

labels:

  store: san_economy_store

region: us_east_1

storage:

- labels:

    app: oracledb

    cost: '30'

  zone: us_east_1a

  defaults:

    spaceAllocation: 'true'

    encryption: 'true'

- labels:

    app: postgresdb

    cost: '20'

  zone: us_east_1b

  defaults:

    spaceAllocation: 'false'

    encryption: 'true'

- labels:

    app: mysqldb

    cost: '10'

  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'

- labels:

    department: legal

    creditpoints: '5000'
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  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'

バックエンドを StorageClasses にマッピングします

次のStorageClass定義は、 [仮想プールを使用するバックエンドの例]。を使用する parameters.selector

フィールドでは、各StorageClassがボリュームのホストに使用できる仮想プールを呼び出します。ボリューム
には、選択した仮想プール内で定義された要素があります。

• 。 protection-gold StorageClassは、 ontap-san バックエンド：ゴールドレベルの保護を提供する
唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-gold

provisioner: netapp.io/trident

parameters:

  selector: "protection=gold"

  fsType: "ext4"

• 。 protection-not-gold StorageClassは、内の2番目と3番目の仮想プールにマッピングされます。

ontap-san バックエンド：これらは、ゴールド以外の保護レベルを提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-not-gold

provisioner: netapp.io/trident

parameters:

  selector: "protection!=gold"

  fsType: "ext4"

• 。 app-mysqldb StorageClassは内の3番目の仮想プールにマッピングされます ontap-san-economy

バックエンド：これは、mysqldbタイプアプリケーション用のストレージプール構成を提供する唯一のプ
ールです。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: app-mysqldb

provisioner: netapp.io/trident

parameters:

  selector: "app=mysqldb"

  fsType: "ext4"

• 。 protection-silver-creditpoints-20k StorageClassは内の2番目の仮想プールにマッピングさ

れます ontap-san バックエンド：シルバーレベルの保護と20000クレジットポイントを提供する唯一の
プールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident

parameters:

  selector: "protection=silver; creditpoints=20000"

  fsType: "ext4"

• 。 creditpoints-5k StorageClassは内の3番目の仮想プールにマッピングされます ontap-san バック

エンドと内の4番目の仮想プール ontap-san-economy バックエンド：これらは、5000クレジットポイ
ントを持つ唯一のプールオファリングです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: creditpoints-5k

provisioner: netapp.io/trident

parameters:

  selector: "creditpoints=5000"

  fsType: "ext4"

Tridentが、どの仮想プールを選択するかを判断し、ストレージ要件を確実に満たすようにします。

ONTAP NAS ドライバ

ONTAP NASドライバの概要

ONTAP および Cloud Volumes ONTAP の NAS ドライバを使用した ONTAP バックエン
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ドの設定について説明します。

ONTAP NASドライバに関する重要な情報

Astra Controlは、で作成したボリュームに対して、シームレスな保護、ディザスタリカバリ、および移動

（Kubernetesクラスタ間でボリュームを移動）を提供します ontap-nas、 ontap-nas-flexgroup`および

`ontap-san ドライバ。を参照してください "Astra Controlレプリケーションの前提条件" を参照してくださ
い。

• を使用する必要があります ontap-nas データ保護、ディザスタリカバリ、モビリティを必要とする本番
環境のワークロード向けのサービスです。

• 使用 ontap-san-economy 想定されるボリューム使用量がONTAP でサポートされる量よりも大幅に多
い場合

• 使用 ontap-nas-economy 想定されるボリューム使用量が、ONTAP でサポートされるおよびよりも大

幅に多い場合にのみ該当します ontap-san-economy ドライバは使用できません。

• 使用しないでください ontap-nas-economy データ保護、ディザスタリカバリ、モビリティのニーズが
予想される場合。

ユーザ権限

Tridentは、通常はを使用して、ONTAP 管理者またはSVM管理者のどちらかとして実行される必要があります

admin クラスタユーザまたはです vsadmin SVMユーザ、または同じロールを持つ別の名前のユーザ。

Amazon FSX for NetApp ONTAP 環境では、Astra Tridentは、クラスタを使用して、ONTAP 管理者また

はSVM管理者のどちらかとして実行されるものと想定しています fsxadmin ユーザまたはです vsadmin

SVMユーザ、または同じロールを持つ別の名前のユーザ。。 fsxadmin このユーザは、クラスタ管理者ユー
ザを限定的に置き換えるものです。

を使用する場合 limitAggregateUsage クラスタ管理者権限が必要です。Amazon FSX for

NetApp ONTAP をAstra Tridentとともに使用している場合は、を参照してください

limitAggregateUsage パラメータはでは機能しません vsadmin および fsxadmin ユーザ
アカウント：このパラメータを指定すると設定処理は失敗します。

ONTAP内でTridentドライバが使用できる、より制限の厳しいロールを作成することは可能ですが、推奨しま
せん。Trident の新リリースでは、多くの場合、考慮すべき API が追加で必要になるため、アップグレードが
難しく、エラーも起こりやすくなります。

ONTAP NASドライバを使用してバックエンドを設定する準備をします

ONTAP NASドライバでONTAPバックエンドを設定するための要件、認証オプション、
およびエクスポートポリシーを理解します。

要件

• ONTAP バックエンドすべてに対して、 Astra Trident が SVM に少なくとも 1 つのアグリゲートを割り当
てておく必要があります。

• 複数のドライバを実行し、どちらか一方を参照するストレージクラスを作成できます。たとえば、を使用

するGoldクラスを設定できます ontap-nas ドライバとを使用するBronzeクラス ontap-nas-economy

1つ。
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• すべてのKubernetesワーカーノードに適切なNFSツールをインストールしておく必要があります。を参照
してください "こちらをご覧ください" 詳細：

• Astra Tridentは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみをサポー
トを参照してください SMBボリュームをプロビジョニングする準備をします を参照してください。

ONTAPバックエンドの認証

Astra Trident には、 ONTAP バックエンドを認証する 2 つのモードがあります。

• credential based ：必要な権限を持つ ONTAP ユーザのユーザ名とパスワード。など、事前定義されたセ

キュリティログインロールを使用することを推奨します admin または vsadmin ONTAP のバージョンと
の互換性を最大限に高めるため。

• 証明書ベース： Astra Trident は、バックエンドにインストールされた証明書を使用して ONTAP クラスタ
と通信することもできます。この場合、バックエンド定義には、 Base64 でエンコードされたクライアン
ト証明書、キー、および信頼された CA 証明書（推奨）が含まれている必要があります。

既存のバックエンドを更新して、クレデンシャルベースの方式と証明書ベースの方式を切り替えることができ
ます。ただし、一度にサポートされる認証方法は1つだけです。別の認証方式に切り替えるには、バックエン
ド設定から既存の方式を削除する必要があります。

クレデンシャルと証明書の両方を*指定しようとすると、バックエンドの作成が失敗し、構成フ
ァイルに複数の認証方法が指定されているというエラーが表示されます。

クレデンシャルベースの認証を有効にします

Trident が ONTAP バックエンドと通信するには、 SVM を対象とした管理者またはクラスタを対象とした管理

者のクレデンシャルが必要です。などの標準の事前定義されたロールを使用することを推奨します admin ま

たは vsadmin。これにより、今後のリリースの ONTAP との互換性が今後のリリースの Astra Trident で使用
される機能 API が公開される可能性があります。カスタムのセキュリティログインロールは Astra Trident で
作成して使用できますが、推奨されません。

バックエンド定義の例は次のようになります。
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YAML

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password

JSON

{

  "version": 1,

  "backendName": "ExampleBackend",

  "storageDriverName": "ontap-nas",

  "managementLIF": "10.0.0.1",

  "dataLIF": "10.0.0.2",

  "svm": "svm_nfs",

  "username": "vsadmin",

  "password": "password"

}

バックエンド定義は、クレデンシャルがプレーンテキストで保存される唯一の場所であることに注意してくだ
さい。バックエンドが作成されると、ユーザ名とパスワードが Base64 でエンコードされ、 Kubernetes シー
クレットとして格納されます。クレデンシャルの知識が必要なのは、バックエンドの作成と更新だけです。こ
の処理は管理者専用で、 Kubernetes / ストレージ管理者が実行します。

証明書ベースの認証を有効にします

新規または既存のバックエンドは証明書を使用して ONTAP バックエンドと通信できます。バックエンド定義
には 3 つのパラメータが必要です。

• clientCertificate ： Base64 でエンコードされたクライアント証明書の値。

• clientPrivateKey ： Base64 でエンコードされた、関連付けられた秘密鍵の値。

• trustedCACertifate: 信頼された CA 証明書の Base64 エンコード値。信頼された CA を使用する場合は、
このパラメータを指定する必要があります。信頼された CA が使用されていない場合は無視してかまいま
せん。

一般的なワークフローは次の手順で構成されます。

手順

1. クライアント証明書とキーを生成します。生成時に、 ONTAP ユーザとして認証するように Common
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Name （ CN ；共通名）を設定します。

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key

-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. 信頼された CA 証明書を ONTAP クラスタに追加します。この処理は、ストレージ管理者がすでに行って
いる可能性があります。信頼できる CA が使用されていない場合は無視します。

security certificate install -type server -cert-name <trusted-ca-cert-

name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled

true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP クラスタにクライアント証明書とキーをインストールします（手順 1 ）。

security certificate install -type client-ca -cert-name <certificate-

name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP セキュリティログインロールでサポートされていることを確認する cert 認証方式。

security login create -user-or-group-name vsadmin -application ontapi

-authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http

-authentication-method cert -vserver <vserver-name>

5. 生成された証明書を使用して認証をテストONTAP 管理 LIF > と <vserver name> は、管理 LIF の IP アド
レスおよび SVM 名に置き換えてください。LIFのサービスポリシーがに設定されていることを確認する必

要があります default-data-management。

curl -X POST -Lk https://<ONTAP-Management-

LIF>/servlets/netapp.servlets.admin.XMLrequest_filer --key k8senv.key

--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp

xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 で証明書、キー、および信頼された CA 証明書をエンコードする。
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base64 -w 0 k8senv.pem >> cert_base64

base64 -w 0 k8senv.key >> key_base64

base64 -w 0 trustedca.pem >> trustedca_base64

7. 前の手順で得た値を使用してバックエンドを作成します。

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver_test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",

"clientPrivateKey": "LS0tFaKE...0VaLuES0tLS0K",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| NasBackend | ontap-nas      | 98e19b74-aec7-4a3d-8dcf-128e5033b214 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

認証方法を更新するか、クレデンシャルをローテーションして

既存のバックエンドを更新して、別の認証方法を使用したり、クレデンシャルをローテーションしたりできま
す。これはどちらの方法でも機能します。ユーザ名とパスワードを使用するバックエンドは証明書を使用する
ように更新できますが、証明書を使用するバックエンドはユーザ名とパスワードに基づいて更新できます。こ
れを行うには、既存の認証方法を削除して、新しい認証方法を追加する必要があります。次に、更新され

たbackend.jsonファイルに必要なパラメータが含まれたものを使用して実行します tridentctl update

backend。
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver_test",

"username": "vsadmin",

"password": "password",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| NasBackend | ontap-nas      | 98e19b74-aec7-4a3d-8dcf-128e5033b214 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

パスワードのローテーションを実行する際には、ストレージ管理者が最初に ONTAP でユーザ
のパスワードを更新する必要があります。この後にバックエンドアップデートが続きます。証
明書のローテーションを実行する際に、複数の証明書をユーザに追加することができます。そ
の後、バックエンドが更新されて新しい証明書が使用されるようになります。この証明書に続
く古い証明書は、 ONTAP クラスタから削除できます。

バックエンドを更新しても、すでに作成されているボリュームへのアクセスは中断されず、その後のボリュー
ム接続にも影響しません。バックエンドの更新が成功した場合、 Astra Trident が ONTAP バックエンドと通
信し、以降のボリューム処理を処理できることを示しています。

NFS エクスポートポリシーを管理します

Astra Trident は、 NFS エクスポートポリシーを使用して、プロビジョニングするボリュームへのアクセスを
制御します。

Astra Trident には、エクスポートポリシーを使用する際に次の 2 つのオプションがあります。

• Astra Trident は、エクスポートポリシー自体を動的に管理できます。このモードでは、許容可能な IP ア
ドレスを表す CIDR ブロックのリストをストレージ管理者が指定します。Astra Trident は、この範囲に含
まれるノード IP をエクスポートポリシーに自動的に追加します。または、 CIDRs が指定されていない場
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合は、ノード上で検出されたグローバルスコープのユニキャスト IP がエクスポートポリシーに追加さ
れます。

• ストレージ管理者は、エクスポートポリシーを作成したり、ルールを手動で追加したりできます。構成に
別のエクスポートポリシー名を指定しないと、 Astra Trident はデフォルトのエクスポートポリシーを使用
します。

エクスポートポリシーを動的に管理

CSI Trident の 20.04 リリースでは、 ONTAP バックエンドのエクスポートポリシーを動的に管理できます。
これにより、ストレージ管理者は、明示的なルールを手動で定義するのではなく、ワーカーノードの IP で許
容されるアドレススペースを指定できます。エクスポートポリシーの管理が大幅に簡易化され、エクスポート
ポリシーを変更しても、ストレージクラスタに対する手動の操作は不要になります。さらに、この方法を使用
すると、ストレージクラスタへのアクセスを指定した範囲内のIPを持つワーカーノードだけに制限できるた
め、きめ細かい管理が可能になります。

エクスポートポリシーの動的管理は CSI Trident でのみ使用できます。ワーカーノードが NAT

処理されていないことを確認することが重要です。

例

2 つの設定オプションを使用する必要があります。バックエンド定義の例を次に示します。

---

version: 1

storageDriverName: ontap-nas

backendName: ontap_nas_auto_export

managementLIF: 192.168.0.135

svm: svm1

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

この機能を使用する場合は、SVMのルートジャンクションに、ノードのCIDRブロックを許可す
るエクスポートルール（デフォルトのエクスポートポリシーなど）を含む事前に作成したエク
スポートポリシーがあることを確認する必要があります。ネットアップが推奨する、 Astra

Trident 専用のベストプラクティスを常に守ってください。

ここでは、上記の例を使用してこの機能がどのように動作するかについて説明します。

• autoExportPolicy がに設定されます true。これは、Astra Tridentがのエクスポートポリシーを作成す

ることを示します svm1 SVMで、を使用してルールの追加と削除を処理します autoExportCIDRs アド
レスブロック。たとえば、UUID 403b5326-842-40dB-96d0-d83fb3f4daecのバックエンドです

autoExportPolicy をに設定します true という名前のエクスポートポリシーを作成します trident-

403b5326-8482-40db-96d0-d83fb3f4daec 指定します。

• autoExportCIDRs アドレスブロックのリストが含まれます。このフィールドは省略可能で、デフォルト
値は ["0.0.0.0/0" 、 "::/0" です。定義されていない場合は、 Astra Trident が、ワーカーノードで検出された
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すべてのグローバルにスコープ指定されたユニキャストアドレスを追加します。

この例では、を使用しています 192.168.0.0/24 アドレススペースが指定されています。このアドレス範囲
に含まれる Kubernetes ノードの IP が、 Astra Trident が作成するエクスポートポリシーに追加されることを
示します。Astra Tridentは、実行されているノードを登録すると、ノードのIPアドレスを取得し、で指定され

たアドレスブロックと照合してチェックします autoExportCIDRs。IP をフィルタリングすると、 Trident

が検出したクライアント IP のエクスポートポリシールールを作成し、特定したノードごとに 1 つのルールが
設定されます。

更新できます autoExportPolicy および autoExportCIDRs バックエンドを作成したあとのバックエンド
の場合自動的に管理されるバックエンドに新しい CIDRs を追加したり、既存の CIDRs を削除したりできま
す。CIDRs を削除する際は、既存の接続が切断されないように注意してください。無効にすることもできま

す autoExportPolicy をバックエンドに追加し、手動で作成したエクスポートポリシーに戻します。これ

にはを設定する必要があります exportPolicy バックエンド構成のパラメータ。

Astra Tridentがバックエンドを作成または更新したら、を使用してバックエンドを確認できます tridentctl

または対応する tridentbackend CRD：

./tridentctl get backends ontap_nas_auto_export -n trident -o yaml

items:

- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec

  config:

    aggregate: ""

    autoExportCIDRs:

    - 192.168.0.0/24

    autoExportPolicy: true

    backendName: ontap_nas_auto_export

    chapInitiatorSecret: ""

    chapTargetInitiatorSecret: ""

    chapTargetUsername: ""

    chapUsername: ""

    dataLIF: 192.168.0.135

    debug: false

    debugTraceFlags: null

    defaults:

      encryption: "false"

      exportPolicy: <automatic>

      fileSystemType: ext4

Kubernetesクラスタにノードを追加してAstra Tridentコントローラに登録すると、既存のバックエンドのエク

スポートポリシーが更新されます（に指定されたアドレス範囲に含まれる場合） autoExportCIDRs バック
エンドの場合）をクリックします。

ノードを削除すると、 Astra Trident はオンラインのすべてのバックエンドをチェックして、そのノードのア
クセスルールを削除します。管理対象のバックエンドのエクスポートポリシーからこのノード IP を削除する
ことで、 Astra Trident は、この IP がクラスタ内の新しいノードによって再利用されないかぎり、不正なマウ
ントを防止します。

以前のバックエンドの場合は、を使用してバックエンドを更新します tridentctl update backend で
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は、Astra Tridentがエクスポートポリシーを自動的に管理します。これにより、バックエンドの UUID のあ
とにという名前の新しいエクスポートポリシーが作成され、バックエンドに存在するボリュームは、新しく作
成したエクスポートポリシーを使用して、再びマウントします。

自動管理されたエクスポートポリシーを使用してバックエンドを削除すると、動的に作成され
たエクスポートポリシーが削除されます。バックエンドが再作成されると、そのバックエンド
は新しいバックエンドとして扱われ、新しいエクスポートポリシーが作成されます。

ライブノードの IP アドレスが更新された場合は、ノード上の Astra Trident ポッドを再起動する必要がありま
す。Trident が管理するバックエンドのエクスポートポリシーを更新して、この IP の変更を反映させます。

SMBボリュームをプロビジョニングする準備をします

多少の準備が必要な場合は、次のツールを使用してSMBボリュームをプロビジョニングできます。 ontap-

nas ドライバ。

を作成するには、SVMでNFSプロトコルとSMB / CIFSプロトコルの両方を設定する必要があり

ます ontap-nas-economy オンプレミスのONTAP 用のSMBボリューム。これらのプロトコル
のいずれかを設定しないと、原因 SMBボリュームの作成が失敗します。

作業を開始する前に

SMBボリュームをプロビジョニングする前に、以下を準備しておく必要があります。

• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2019を実行して
いるKubernetesクラスタ。Astra Tridentは、Windowsノードで実行されているポッドにマウントされ
たSMBボリュームのみをサポート

• Active Directoryのクレデンシャルを含むAstra Tridentのシークレットが少なくとも1つ必要です。シークレ

ットを生成します smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

• Windowsサービスとして設定されたCSIプロキシ。を設定します `csi-proxy`を参照してください "GitHub:

CSIプロキシ" または "GitHub: Windows向けCSIプロキシ" Windowsで実行されているKubernetesノードの
場合。

手順

1. オンプレミスのONTAPの場合は、必要に応じてSMB共有を作成するか、Astra TridentでSMB共有を作成で
きます。

Amazon FSx for ONTAPにはSMB共有が必要です。

SMB管理共有は、のいずれかの方法で作成できます "Microsoft管理コンソール" 共有フォルダスナップイ
ンまたはONTAP CLIを使用します。ONTAP CLIを使用してSMB共有を作成するには、次の手順を実行し
ます

a. 必要に応じて、共有のディレクトリパス構造を作成します。
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。 vserver cifs share create コマンドは、共有の作成時に-pathオプションで指定されてい
るパスを確認します。指定したパスが存在しない場合、コマンドは失敗します。

b. 指定したSVMに関連付けられているSMB共有を作成します。

vserver cifs share create -vserver vserver_name -share-name

share_name -path path [-share-properties share_properties,...]

[other_attributes] [-comment text]

c. 共有が作成されたことを確認します。

vserver cifs share show -share-name share_name

を参照してください "SMB 共有を作成" 詳細については、

2. バックエンドを作成する際に、SMBボリュームを指定するように次の項目を設定する必要がありま
す。ONTAP バックエンド構成オプションのすべてのFSXについては、を参照してください "FSX

（ONTAP の構成オプションと例）"。

パラメータ 説明 例

smbShare

Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、Astra Trident

でSMB共有を作成できる名前、ボ
リュームへの共有アクセスを禁止
する場合はパラメータを空白のま
まにすることができます。

オンプレミスのONTAPでは、こ
のパラメータはオプションです。

このパラメータはAmazon FSx for

ONTAPバックエンドで必須であ
り、空にすることはできません。

smb-share nasType

をに設定する必要があります

smb. nullの場合、デフォルトはで

す nfs。

smb securityStyle

新しいボリュームのセキュリティ
形式。

をに設定する必要があります

ntfs または mixed SMBボリュ
ーム

ntfs または mixed SMBボリュ
ームの場合

unixPermissions
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ONTAP NASの設定オプションと例

Astra Tridentのインストール環境でONTAP NASドライバを作成して使用する方法をご確
認ください。このセクションでは、バックエンド構成の例と、バックエンドをストレー
ジクラスにマッピングする方法を詳しく説明します。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 「 ONTAP-NAS 」、「 ONTAP-

NAS-エコノミー 」、「 ONTAP-

NAS-flexgroup 」、「 ONTAP-SAN

」、「 ONTAP-SAN-エコノミー 」

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + データ LIF

managementLIF クラスタ管理 LIF または SVM 管理
LIF の IP アドレス

MetroClusterのシームレスなスイッ
チオーバーを実現するには、SVM

管理LIFを指定する必要がありま
す。

Fully Qualified Domain Name

（FQDN；完全修飾ドメイン名）を
指定できます。

を使用してAstra Tridentをインスト
ールした場合、IPv6アドレスを使
用するようにを設定できます

--use-ipv6 フラグ。IPv6アドレ
スは、[28e8：d9fb：a825：b7bf

：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」

70



パラメータ 説明 デフォルト

dataLIF プロトコル LIF の IP アドレス。

を指定することを推奨します

dataLIF。指定しない場合
は、Astra TridentがSVMからデー
タLIFを取得します。NFSマウント
処理に使用するFully Qualified

Domain Name（FQDN；完全修飾
ドメイン名）を指定して、ラウン
ドロビンDNSを作成して複数のデ
ータLIF間で負荷を分散することが
できます。

初期設定後に変更できます。を参
照してください 。

を使用してAstra Tridentをインスト
ールした場合、IPv6アドレスを使
用するようにを設定できます

--use-ipv6 フラグ。IPv6アドレ
スは、[28e8：d9fb：a825：b7bf

：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。

指定されたアドレス、または指定
されていない場合はSVMから取得
されるアドレス（非推奨）

autoExportPolicy エクスポートポリシーの自動作成
と更新を有効にします[ブーリアン
]。

を使用する autoExportPolicy

および autoExportCIDRs ネット
アップのAstra Tridentなら、エクス
ポートポリシーを自動的に管理で
きます。

いいえ

autoExportCIDRs KubernetesのノードIPをいつから
フィルタリングするかを示
すCIDRsのリスト

autoExportPolicy が有効になり
ます。

を使用する autoExportPolicy

および autoExportCIDRs ネット
アップのAstra Tridentなら、エクス
ポートポリシーを自動的に管理で
きます。

[0.0.0.0/0] 、 [::/0]

labels ボリュームに適用する任意の
JSON 形式のラベルのセット

「」

clientCertificate クライアント証明書の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

「」
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パラメータ 説明 デフォルト

clientPrivateKey クライアント秘密鍵の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

「」

trustedCACertificate 信頼された CA 証明書の Base64 エ
ンコード値。任意。証明書ベース
の認証に使用されます

「」

username クラスタ / SVM に接続するための
ユーザ名。クレデンシャルベース
の認証に使用されます

password クラスタ / SVM に接続するための
パスワード。クレデンシャルベー
スの認証に使用されます

svm 使用する Storage Virtual Machine SVMの場合に生成されます

managementLIF を指定します

storagePrefix SVM で新しいボリュームをプロビ
ジョニングする際に使用するプレ
フィックスを指定します。設定後
に更新することはできません

Trident

limitAggregateUsage 使用率がこの割合を超えている場
合は、プロビジョニングが失敗し
ます。

* Amazon FSX for ONTAP * には適
用されません

“”（デフォルトでは適用されません
）

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します。

""（デフォルトでは適用されません
）

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します。

また、qtreeおよびLUN用に管理す
るボリュームの最大サイズも制限

します qtreesPerFlexvol オプ
ションを使用すると、FlexVol あた
りの最大qtree数をカスタマイズで
きます。

""（デフォルトでは適用されません
）

lunsPerFlexvol FlexVol あたりの最大 LUN 数。有
効な範囲は 50 、 200 です

100
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パラメータ 説明 デフォルト

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： {"API"

： false 、 "method" ： true}

使用しないでください

debugTraceFlags トラブルシュ
ーティングを実行していて、詳細
なログダンプが必要な場合を除き
ます。

null

nasType NFSボリュームまたはSMBボリュ
ームの作成を設定

オプションはです nfs、 smb また
はnull。nullに設定すると、デフォ
ルトでNFSボリュームが使用され
ます。

nfs

nfsMountOptions NFSマウントオプションをカンマ
で区切ったリスト。

Kubernetes永続ボリュームのマウ
ントオプションは通常はストレー
ジクラスで指定されますが、スト
レージクラスでマウントオプショ
ンが指定されていない場合、Astra

Tridentはストレージバックエンド
の構成ファイルで指定されている
マウントオプションを使用しま
す。

ストレージクラスや構成ファイル
にマウントオプションが指定され
ていない場合、Astra Tridentは関連
付けられた永続的ボリュームにマ
ウントオプションを設定しませ
ん。

「」

qtreesPerFlexvol FlexVol あたりの最大 qtree 数。有
効な範囲は [50 、 300] です。

「200」
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パラメータ 説明 デフォルト

smbShare Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、Astra Trident

でSMB共有を作成できる名前、ボ
リュームへの共有アクセスを禁止
する場合はパラメータを空白のま
まにすることができます。

オンプレミスのONTAPでは、この
パラメータはオプションです。

このパラメータはAmazon FSx for

ONTAPバックエンドで必須であ
り、空にすることはできません。

smb-share

useREST ONTAP REST API を使用するため
のブーリアンパラメータ。* テクニ
カルプレビュー *

useREST は、テクニカルプレビュ
ーとして提供されています。テス
ト環境では、本番環境のワークロ
ードでは推奨されません。に設定

すると true`Astra Trident

は、ONTAP REST APIを使用して
バックエンドと通信します。この

機能にはONTAP 9.11.1以降が必

要です。また、使用するONTAP ロ
グインロールにはへのアクセス権

が必要です `ontap アプリケーシ
ョン：これは事前定義されたによ

って満たされます vsadmin および

cluster-admin ロール。

useREST は、MetroCluster ではサ
ポートされていません。

いいえ

ボリュームのプロビジョニング用のバックエンド構成オプション

これらのオプションを使用して、のデフォルトプロビジョニングを制御できます defaults 設定のセクショ
ン。例については、以下の設定例を参照してください。

パラメータ 説明 デフォルト

spaceAllocation space-allocation for LUN のコマン
ドを指定します

正しいです

spaceReserve スペースリザベーションモード
：「 none 」（シン）または「
volume 」（シック）

なし

snapshotPolicy 使用する Snapshot ポリシー なし
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パラメータ 説明 デフォルト

qosPolicy 作成したボリュームに割り当てる
QoS ポリシーグループ。ストレー
ジプール / バックエンドごとに
QOSPolicy または
adaptiveQosPolicy のいずれかを選
択します

「」

adaptiveQosPolicy アダプティブ QoS ポリシーグルー
プ：作成したボリュームに割り当
てます。ストレージプール / バック
エンドごとに QOSPolicy または
adaptiveQosPolicy のいずれかを選
択します。

経済性に影響する ONTAP - NAS で
はサポートされません。

「」

snapshotReserve Snapshot「0」用にリザーブされて
いるボリュームの割合

状況 snapshotPolicy は「
none」、それ以外は「」です。

splitOnClone 作成時にクローンを親からスプリ
ットします

いいえ

encryption 新しいボリュームでNetApp

Volume Encryption（NVE）を有効
にします。デフォルトはです

false。このオプションを使用す
るには、クラスタで NVE のライセ
ンスが設定され、有効になってい
る必要があります。

NAEがバックエンドで有効になっ
ている場合は、Astra Tridentでプロ
ビジョニングされたすべてのボリ
ュームがNAEに有効になります。

詳細については、以下を参照して
ください。 "Astra TridentとNVEお
よびNAEの相互運用性"。

いいえ

tieringPolicy 「none」を使用する階層化ポリシ
ー

ONTAP 9.5 よりも前の SVM-DR 構
成の「スナップショットのみ」

unixPermissions 新しいボリュームのモード NFSボリュームの場合は「777

」、SMBボリュームの場合は空（
該当なし）

snapshotDir の表示/非表示を制御します

.snapshot ディレクトリ

いいえ

exportPolicy 使用するエクスポートポリシー デフォルト
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パラメータ 説明 デフォルト

securityStyle 新しいボリュームのセキュリティ
形式。

NFSのサポート mixed および

unix セキュリティ形式

SMBはをサポートします mixed お

よび ntfs セキュリティ形式

NFSのデフォルトはです unix。

SMBのデフォルト： ntfs。

Trident が Astra で QoS ポリシーグループを使用するには、 ONTAP 9.8 以降が必要です。共有
されない QoS ポリシーグループを使用して、各コンスティチュエントに個別にポリシーグルー
プを適用することを推奨します。共有 QoS ポリシーグループにより、すべてのワークロードの
合計スループットに対して上限が適用されます。

ボリュームプロビジョニングの例

デフォルトが定義されている例を次に示します。

---

version: 1

storageDriverName: ontap-nas

backendName: customBackendName

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:

  k8scluster: dev1

  backend: dev1-nasbackend

svm: trident_svm

username: cluster-admin

password: <password>

limitAggregateUsage: 80%

limitVolumeSize: 50Gi

nfsMountOptions: nfsvers=4

debugTraceFlags:

  api: false

  method: true

defaults:

  spaceReserve: volume

  qosPolicy: premium

  exportPolicy: myk8scluster

  snapshotPolicy: default

  snapshotReserve: '10'

の場合 ontap-nas および ontap-nas-flexgroups`Tridentが新たに計算を使用して、FlexVol のサイ

ズがsnapshotReserveの割合とPVCで正しく設定されていることを確認するようになりました。ユーザが
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PVC を要求すると、 Astra Trident は、新しい計算を使用して、より多くのスペースを持つ元の

FlexVol を作成します。この計算により、ユーザは要求された PVC 内の書き込み可能なスペースを受信

し、要求されたスペースよりも少ないスペースを確保できます。v21.07 より前のバージョンでは、ユーザ

が PVC を要求すると（ 5GiB など）、 snapshotReserve が 50% に設定されている場合、書き込み可

能なスペースは 2.5GiB のみになります。これは、ユーザが要求したボリューム全体とがであるためです

`snapshotReserve には、その割合を指定します。Trident 21.07では、ユーザが要求したものが書き込み可

能なスペースであり、Astra Tridentが定義します snapshotReserve ボリューム全体に対する割合として示

されます。には適用されません ontap-nas-economy。この機能の仕組みについては、次の例を参照してく
ださい。

計算は次のとおりです。

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% 、 PVC 要求 = 5GiB の場合、ボリュームの合計サイズは 2/0.5 = 10GiB であり、使

用可能なサイズは 5GiB であり、これが PVC 要求で要求されたサイズです。。 volume show 次の例のよう
な結果が表示されます。

以前のインストールからの既存のバックエンドは、 Astra Trident のアップグレード時に前述のようにボリュ
ームをプロビジョニングします。アップグレード前に作成したボリュームについては、変更が反映されるよう
にボリュームのサイズを変更する必要があります。たとえば、が搭載されている2GiB PVCなどです

snapshotReserve=50 以前は、書き込み可能なスペースが1GiBのボリュームが作成されていました。たと
えば、ボリュームのサイズを 3GiB に変更すると、アプリケーションの書き込み可能なスペースが 6GiB のボ
リュームで 3GiB になります。

最小限の設定例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。

ネットアップ ONTAP で Trident を使用している場合は、 IP アドレスではなく LIF の DNS 名
を指定することを推奨します。
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最小限の構成 <code>ontap-nas-economy</code>

---

version: 1

storageDriverName: ontap-nas-economy

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password

最小限の構成 <code>ontap-nas-flexgroup</code>

---

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password

SMBボリュームの最小限の設定

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions: ""

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password
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証明書ベースの認証

これは、バックエンドの最小限の設定例です。 clientCertificate、 clientPrivateKey`および

`trustedCACertificate （信頼されたCAを使用している場合はオプション）がに入力されます

backend.json およびは、クライアント証明書、秘密鍵、信頼されたCA証明書のbase64エンコード値
をそれぞれ取得します。

---

version: 1

backendName: DefaultNASBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs_svm

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix_

自動エクスポートポリシー

この例は、動的なエクスポートポリシーを使用してエクスポートポリシーを自動的に作成および管理す

るように Astra Trident に指示する方法を示しています。これは、でも同様に機能します ontap-nas-

economy および ontap-nas-flexgroup ドライバ。

---

version: 1

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

labels:

  k8scluster: test-cluster-east-1a

  backend: test1-nasbackend

autoExportPolicy: true

autoExportCIDRs:

- 10.0.0.0/24

username: admin

password: password

nfsMountOptions: nfsvers=4

79



IPv6アドレスを使用している

この例は、を示しています managementLIF IPv6アドレスを使用している。

---

version: 1

storageDriverName: ontap-nas

backendName: nas_ipv6_backend

managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:

  k8scluster: test-cluster-east-1a

  backend: test1-ontap-ipv6

svm: nas_ipv6_svm

username: vsadmin

password: password

SMBボリュームを使用したAmazon FSx for ONTAP

。 smbShare SMBボリュームを使用するFSx for ONTAPの場合、パラメータは必須です。

---

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqdn.aws.com

nasType: smb

dataLIF: 10.0.0.15

svm: nfs_svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix_

仮想プールを使用するバックエンドの例

以下に示すサンプルのバックエンド定義ファイルでは、次のような特定のデフォルトがすべてのストレージプ

ールに設定されています。 spaceReserve 「なし」の場合は、 spaceAllocation との誤り encryption

実行されます。仮想プールは、ストレージセクションで定義します。

Astra Tridentは、[Comments]フィールドにプロビジョニングラベルを設定します。コメントは次のFlexVolに

設定されています： ontap-nas またはFlexGroup for ontap-nas-flexgroup。Astra Tridentは、プロビジ
ョニング時に仮想プール上にあるすべてのラベルをストレージボリュームにコピーします。ストレージ管理者
は、仮想プールごとにラベルを定義したり、ボリュームをラベルでグループ化したりできます。
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これらの例では、一部のストレージプールが独自の spaceReserve、 spaceAllocation`および

`encryption 値、および一部のプールはデフォルト値よりも優先されます。
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ONTAP NASの例

---

version: 1

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

svm: svm_nfs

username: admin

password: <password>

nfsMountOptions: nfsvers=4

defaults:

  spaceReserve: none

  encryption: 'false'

  qosPolicy: standard

labels:

  store: nas_store

  k8scluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    app: msoffice

    cost: '100'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

    adaptiveQosPolicy: adaptive-premium

- labels:

    app: slack

    cost: '75'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    department: legal

    creditpoints: '5000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:
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    app: wordpress

    cost: '50'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    app: mysqldb

    cost: '25'

  zone: us_east_1d

  defaults:

    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'
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ONTAP NAS FlexGroupの例

---

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: <password>

defaults:

  spaceReserve: none

  encryption: 'false'

labels:

  store: flexgroup_store

  k8scluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    protection: gold

    creditpoints: '50000'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: gold

    creditpoints: '30000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: silver

    creditpoints: '20000'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    protection: bronze

    creditpoints: '10000'

  zone: us_east_1d
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  defaults:

    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'
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ONTAP NASエコノミーの例

---

version: 1

storageDriverName: ontap-nas-economy

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: <password>

defaults:

  spaceReserve: none

  encryption: 'false'

labels:

  store: nas_economy_store

region: us_east_1

storage:

- labels:

    department: finance

    creditpoints: '6000'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: bronze

    creditpoints: '5000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    department: engineering

    creditpoints: '3000'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    department: humanresource

    creditpoints: '2000'

  zone: us_east_1d

  defaults:
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    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'

バックエンドを StorageClasses にマッピングします

次のStorageClass定義は、を参照してください。 [仮想プールを使用するバックエンドの例]。を使用する

parameters.selector フィールドでは、各StorageClassがボリュームのホストに使用できる仮想プールを
呼び出します。ボリュームには、選択した仮想プール内で定義された要素があります。

• 。 protection-gold StorageClassは、 ontap-nas-flexgroup バックエンド：ゴールドレベルの保
護を提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-gold

provisioner: netapp.io/trident

parameters:

  selector: "protection=gold"

  fsType: "ext4"

• 。 protection-not-gold StorageClassは、内の3番目と4番目の仮想プールにマッピングされます。

ontap-nas-flexgroup バックエンド：金色以外の保護レベルを提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-not-gold

provisioner: netapp.io/trident

parameters:

  selector: "protection!=gold"

  fsType: "ext4"

• 。 app-mysqldb StorageClassは内の4番目の仮想プールにマッピングされます。 ontap-nas バックエ
ンド：これは、mysqldbタイプアプリ用のストレージプール構成を提供する唯一のプールです。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: app-mysqldb

provisioner: netapp.io/trident

parameters:

  selector: "app=mysqldb"

  fsType: "ext4"

• [t] protection-silver-creditpoints-20k StorageClassは、 ontap-nas-flexgroup バックエン
ド：シルバーレベルの保護と20000クレジットポイントを提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-silver-creditpoints-20k

provisioner: netapp.io/trident

parameters:

  selector: "protection=silver; creditpoints=20000"

  fsType: "ext4"

• 。 creditpoints-5k StorageClassは、 ontap-nas バックエンドと内の2番目の仮想プール ontap-

nas-economy バックエンド：これらは、5000クレジットポイントを持つ唯一のプールオファリングで
す。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: creditpoints-5k

provisioner: netapp.io/trident

parameters:

  selector: "creditpoints=5000"

  fsType: "ext4"

Tridentが、どの仮想プールを選択するかを判断し、ストレージ要件を確実に満たすようにします。

更新 dataLIF 初期設定後

初期設定後にデータLIFを変更するには、次のコマンドを実行して、更新されたデータLIFを新しいバックエン
ドJSONファイルに指定します。
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

PVCが1つ以上のポッドに接続されている場合は、対応するすべてのポッドを停止してから、新
しいデータLIFを有効にするために稼働状態に戻す必要があります。

NetApp ONTAP 対応の Amazon FSX

Amazon FSX for NetApp ONTAP で Astra Trident を使用

"NetApp ONTAP 対応の Amazon FSX" は、NetApp ONTAP ストレージオペレーティン
グシステムを基盤とするファイルシステムの起動や実行を可能にする、フルマネージド
のAWSサービスです。FSX for ONTAP を使用すると、使い慣れたネットアップの機能、
パフォーマンス、管理機能を活用しながら、AWSにデータを格納するためのシンプル
さ、即応性、セキュリティ、拡張性を活用できます。FSX for ONTAP は、ONTAP ファ
イルシステムの機能と管理APIをサポートしています。

概要

ファイルシステムは、オンプレミスの ONTAP クラスタに似た、 Amazon FSX のプライマリリソースです。
各 SVM 内には、ファイルとフォルダをファイルシステムに格納するデータコンテナである 1 つ以上のボリュ
ームを作成できます。Amazon FSX for NetApp ONTAP を使用すると、 Data ONTAP はクラウド内の管理対
象ファイルシステムとして提供されます。新しいファイルシステムのタイプは * NetApp ONTAP * です。

Amazon Elastic Kubernetes Service （ EKS ）で実行されている Astra Trident と Amazon FSX for NetApp

ONTAP を使用すると、 ONTAP がサポートするブロックボリュームとファイル永続ボリュームを確実にプロ
ビジョニングできます。

NetApp ONTAP 用の Amazon FSX では、を使用します "FabricPool" ストレージ階層を管理します。データへ
のアクセス頻度に基づいて階層にデータを格納することができます。

考慮事項

• SMBボリューム：

◦ SMBボリュームは、を使用してサポートされます ontap-nas ドライバーのみ。

◦ Astra Tridentは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみをサ
ポート

• 自動バックアップが有効になっているAmazon FSXファイルシステムで作成されたボリュームはTridentで
削除できません。PVC を削除するには、 PV と ONTAP ボリュームの FSX を手動で削除する必要があり
ます。この問題 を回避するには、次の手順

◦ ONTAP ファイル・システム用の FSX を作成する場合は 'Quick create を使用しないでくださいクイ
ック作成ワークフローでは、自動バックアップが有効になり、オプトアウトオプションはありませ
ん。

◦ Standard create を使用する場合は、自動バックアップを無効にしてください。自動バックアップを
無効にすると、 Trident は手動操作なしでボリュームを正常に削除できます。
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ドライバ

次のドライバを使用して、Astra TridentをAmazon FSX for NetApp ONTAP と統合できます。

• ontap-san：プロビジョニングされる各PVは、NetApp ONTAP ボリューム用に独自のAmazon FSX内に
あるLUNです。

• ontap-san-economy：プロビジョニングされる各PVは、Amazon FSXあたり、NetApp ONTAP ボリュ
ーム用に構成可能なLUN数を持つLUNです。

• ontap-nas：プロビジョニングされた各PVは、NetApp ONTAP ボリュームのAmazon FSX全体です。

• ontap-nas-economy：プロビジョニングされる各PVはqtreeで、NetApp ONTAP ボリュームのAmazon

FSXごとに設定可能な数のqtreeがあります。

• ontap-nas-flexgroup：プロビジョニングされた各PVは、NetApp ONTAP FlexGroup ボリューム
のAmazon FSX全体です。

ドライバーの詳細については、を参照してください "ONTAP ドライバ"。

認証

Astra Tridentは、2種類の認証モードを提供します。

• 証明書ベース： Astra Trident は、 SVM にインストールされている証明書を使用して、 FSX ファイルシ
ステムの SVM と通信します。

• クレデンシャルベース：を使用できます fsxadmin ユーザが自身のファイルシステムまたはに割り当てら

れます vsadmin ユーザがSVM用に設定します。

Astra Tridentは vsadmin SVMユーザまたは同じロールを持つ別の名前のユーザ。NetApp

ONTAP 対応のAmazon FSXには、が搭載されています fsxadmin ONTAP を限定的に交換

するユーザ admin クラスタユーザ：を使用することを強く推奨します vsadmin ネットア
ップが実現します。

証明書ベースの方法と証明書ベースの方法を切り替えるために、バックエンドを更新できます。ただし、*ク
レデンシャルと*証明書を入力しようとすると、バックエンドの作成に失敗します。別の認証方式に切り替え
るには、バックエンド設定から既存の方式を削除する必要があります。

認証を有効にする方法の詳細については、使用しているドライバタイプの認証を参照してください。
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• "ONTAP NAS認証"

• "ONTAP SAN認証"

詳細については、こちらをご覧ください

• "Amazon FSX for NetApp ONTAP のドキュメント"

• "Amazon FSX for NetApp ONTAP に関するブログ記事です"

NetApp ONTAP 向けAmazon FSXを統合します

Amazon Elastic Kubernetes Service（EKS）で実行されているKubernetesクラスタ
が、ONTAP によってサポートされるブロックおよびファイルの永続ボリュームをプロビ
ジョニングできるように、Amazon ONTAP ファイルシステム用のAmazon FSXをAstra

Tridentに統合することができます。

要件

に加えて "Astra Trident の要件"FSX for ONTAP とAstra Tridentを統合するには、次のものが必要です。

• 既存のAmazon EKSクラスタまたはを使用する自己管理型Kubernetesクラスタ kubectl インストール済
み。

• クラスタのワーカーノードから到達可能な既存のAmazon FSx for NetApp ONTAPファイルシステムおよ
びStorage Virtual Machine（SVM）。

• 準備されているワーカーノード "NFSまたはiSCSI"。

Amazon LinuxおよびUbuntuで必要なノードの準備手順を実行します "Amazon Machine

Images の略" （ AMIS ） EKS の AMI タイプに応じて異なります。

• Astra Tridentは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみをサポー
トを参照してください SMBボリュームをプロビジョニングする準備をします を参照してください。

ONTAP SANとNASドライバの統合

SMBボリュームについて設定する場合は、を参照してください SMBボリュームをプロビジョニ
ングする準備をします バックエンドを作成する前に。

手順

1. のいずれかを使用してAstra Tridentを導入 "導入方法"。

2. SVM管理LIFのDNS名を収集します。たとえば、AWS CLIを使用してを検索します DNSName の下のエン

トリ Endpoints → Management 次のコマンドを実行した後：

aws fsx describe-storage-virtual-machines --region <file system region>

3. 用の証明書を作成してインストールします "NASバックエンド認証" または "SANバックエンド認証"。
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ファイルシステムにアクセスできる任意の場所から SSH を使用して、ファイルシステムに

ログイン（証明書をインストールする場合など）できます。を使用します fsxadmin

user、ファイルシステムの作成時に設定したパスワード、およびの管理DNS名 aws fsx

describe-file-systems。

4. 次の例に示すように、証明書と管理 LIF の DNS 名を使用してバックエンドファイルを作成します。

YAML

---

version: 1

storageDriverName: ontap-san

backendName: customBackendName

managementLIF: svm-XXXXXXXXXXXXXXXXX.fs-XXXXXXXXXXXXXXXXX.fsx.us-

east-2.aws.internal

svm: svm01

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

JSON

{

  "version": 1,

  "storageDriverName": "ontap-san",

  "backendName": "customBackendName",

  "managementLIF": "svm-XXXXXXXXXXXXXXXXX.fs-

XXXXXXXXXXXXXXXXX.fsx.us-east-2.aws.internal",

  "svm": "svm01",

  "clientCertificate": "ZXR0ZXJwYXB...ICMgJ3BhcGVyc2",

  "clientPrivateKey": "vciwKIyAgZG...0cnksIGRlc2NyaX",

  "trustedCACertificate": "zcyBbaG...b3Igb3duIGNsYXNz"

 }

バックエンドの作成については、次のリンクを参照してください。

◦ "ONTAP NASドライバを使用したバックエンドの設定"

◦ "バックエンドに ONTAP SAN ドライバを設定します"

結果

導入後、を作成できます "ストレージクラスを定義してボリュームをプロビジョニングし、ポッドでボリュー
ムをマウント"。
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SMBボリュームをプロビジョニングする準備をします

を使用してSMBボリュームをプロビジョニングできます ontap-nas ドライバ。をクリックしてください
ONTAP SANとNASドライバの統合 次の手順を実行します。

作業を開始する前に

SMBボリュームをプロビジョニングする前に ontap-nas ドライバー、あなたは以下を持っている必要があ
ります。

• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2019を実行して
いるKubernetesクラスタ。Astra Tridentは、Windowsノードで実行されているポッドにマウントされ
たSMBボリュームのみをサポート

• Active Directoryのクレデンシャルを含むAstra Tridentのシークレットが少なくとも1つ必要です。シークレ

ットを生成します smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

• Windowsサービスとして設定されたCSIプロキシ。を設定します `csi-proxy`を参照してください "GitHub:

CSIプロキシ" または "GitHub: Windows向けCSIプロキシ" Windowsで実行されているKubernetesノードの
場合。

手順

1. SMB共有を作成SMB管理共有は、のいずれかの方法で作成できます "Microsoft管理コンソール" 共有フォ
ルダスナップインまたはONTAP CLIを使用します。ONTAP CLIを使用してSMB共有を作成するには、次
の手順を実行します

a. 必要に応じて、共有のディレクトリパス構造を作成します。

。 vserver cifs share create コマンドは、共有の作成時に-pathオプションで指定されている
パスを確認します。指定したパスが存在しない場合、コマンドは失敗します。

b. 指定したSVMに関連付けられているSMB共有を作成します。

vserver cifs share create -vserver vserver_name -share-name

share_name -path path [-share-properties share_properties,...]

[other_attributes] [-comment text]

c. 共有が作成されたことを確認します。

vserver cifs share show -share-name share_name

を参照してください "SMB 共有を作成" 詳細については、

2. バックエンドを作成する際に、SMBボリュームを指定するように次の項目を設定する必要がありま
す。ONTAP バックエンド構成オプションのすべてのFSXについては、を参照してください "FSX
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（ONTAP の構成オプションと例）"。

パラメータ 説明 例

smbShare 次のいずれかを指定できま
す。Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、またはAstra

TridentでSMB共有を作成できるよ
うにする名前。

このパラメータは、Amazon FSx

for ONTAPバックエンドに必要で
す。

smb-share

nasType をに設定する必要があります

smb. nullの場合、デフォルトはで

す nfs。

smb

securityStyle 新しいボリュームのセキュリティ
形式。

をに設定する必要があります

ntfs または mixed SMBボリュ
ーム

ntfs または mixed SMBボリュ
ームの場合

unixPermissions 新しいボリュームのモード。*

SMBボリュームは空にしておく必
要があります。*

""

FSX（ONTAP の構成オプションと例）

Amazon FSX for ONTAP のバックエンド構成オプションについて説明します。ここで
は、バックエンドの設定例を示します。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 説明 例

version 常に 1

storageDriverName ストレージドライバの名前 ontap-nas、 ontap-nas-

economy、 ontap-nas-

flexgroup、 ontap-san、

ontap-san-economy

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + データ LIF
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パラメータ 説明 例

managementLIF クラスタ管理 LIF または SVM 管理
LIF の IP アドレス

MetroClusterのシームレスなスイッ
チオーバーを実現するには、SVM

管理LIFを指定する必要がありま
す。

Fully Qualified Domain Name

（FQDN；完全修飾ドメイン名）を
指定できます。

を使用してAstra Tridentをインスト
ールした場合、IPv6アドレスを使
用するようにを設定できます

--use-ipv6 フラグ。IPv6アドレ
スは、[28e8：d9fb：a825：b7bf

：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」

dataLIF プロトコル LIF の IP アドレス。

* ONTAP NASドライバ*：デー
タLIFを指定することを推奨しま
す。指定しない場合は、Astra

TridentがSVMからデータLIFを取得
します。NFSマウント処理に使用
するFully Qualified Domain Name

（FQDN；完全修飾ドメイン名）を
指定して、ラウンドロビンDNSを
作成して複数のデータLIF間で負荷
を分散することができます。初期
設定後に変更できます。を参照し
てください 。

* ONTAP SANドライバ*: iSCSIには
指定しないでくださいTrident

がONTAP の選択的LUNマップを使
用して、マルチパスセッションの
確立に必要なiSCSI LIFを検出しま
す。データLIFが明示的に定義され
ている場合は警告が生成されま
す。

を使用してAstra Tridentをインスト
ールした場合、IPv6アドレスを使
用するようにを設定できます

--use-ipv6 フラグ。IPv6アドレ
スは、[28e8：d9fb：a825：b7bf

：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。
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パラメータ 説明 例

autoExportPolicy エクスポートポリシーの自動作成
と更新を有効にします[ブーリアン
]。

を使用する autoExportPolicy

および autoExportCIDRs ネット
アップのAstra Tridentなら、エクス
ポートポリシーを自動的に管理で
きます。

false

autoExportCIDRs KubernetesのノードIPをいつから
フィルタリングするかを示
すCIDRsのリスト

autoExportPolicy が有効になり
ます。

を使用する autoExportPolicy

および autoExportCIDRs ネット
アップのAstra Tridentなら、エクス
ポートポリシーを自動的に管理で
きます。

「[0.0.0.0/0]、「::/0」」」

labels ボリュームに適用する任意の
JSON 形式のラベルのセット

""

clientCertificate クライアント証明書の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

""

clientPrivateKey クライアント秘密鍵の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

""

trustedCACertificate 信頼された CA 証明書の Base64 エ
ンコード値。任意。証明書ベース
の認証に使用されます。

""

username クラスタまたはSVMに接続するた
めのユーザ名。クレデンシャルベ
ースの認証に使用されます。たと
えば、vsadminのように指定しま
す。

password クラスタまたはSVMに接続するた
めのパスワード。クレデンシャル
ベースの認証に使用されます。

svm 使用する Storage Virtual Machine SVM管理LIFが指定されている場合
に生成されます。
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パラメータ 説明 例

storagePrefix SVM で新しいボリュームをプロビ
ジョニングする際に使用するプレ
フィックスを指定します。

作成後に変更することはできませ
ん。このパラメータを更新するに
は、新しいバックエンドを作成す
る必要があります。

trident

limitAggregateUsage * Amazon FSx for NetApp ONTAP

には指定しないでください。*

提供された fsxadmin および

vsadmin アグリゲートの使用状況
を取得し、Astra Tridentを使用して
制限するために必要な権限が含ま
れていない。

使用しないでください。

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します。

また、qtreeおよびLUN用に管理す
るボリュームの最大サイズも制限

します qtreesPerFlexvol オプ
ションを使用すると、FlexVol あた
りの最大qtree数をカスタマイズで
きます。

“”（デフォルトでは適用されません
）

lunsPerFlexvol FlexVol あたりの最大LUN数。有効
な範囲は50、200です。

SANのみ。

100

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： {"API"

： false 、 "method" ： true}

使用しないでください

debugTraceFlags トラブルシュ
ーティングを実行していて、詳細
なログダンプが必要な場合を除き
ます。

null

97



パラメータ 説明 例

nfsMountOptions NFSマウントオプションをカンマ
で区切ったリスト。

Kubernetes永続ボリュームのマウ
ントオプションは通常はストレー
ジクラスで指定されますが、スト
レージクラスでマウントオプショ
ンが指定されていない場合、Astra

Tridentはストレージバックエンド
の構成ファイルで指定されている
マウントオプションを使用しま
す。

ストレージクラスや構成ファイル
にマウントオプションが指定され
ていない場合、Astra Tridentは関連
付けられた永続的ボリュームにマ
ウントオプションを設定しませ
ん。

""

nasType NFSボリュームまたはSMBボリュ
ームの作成を設定

オプションはです nfs、 smb、ま
たはnull。

*をに設定する必要があります smb

SMBボリューム。*をnullに設定す
ると、デフォルトでNFSボリュー
ムが使用されます。

nfs

qtreesPerFlexvol FlexVol あたりの最大 qtree 数。有
効な範囲は [50 、 300] です。

200

smbShare 次のいずれかを指定できま
す。Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、またはAstra

TridentでSMB共有を作成できるよ
うにする名前。

このパラメータは、Amazon FSx

for ONTAPバックエンドに必要で
す。

smb-share
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パラメータ 説明 例

useREST ONTAP REST API を使用するため
のブーリアンパラメータ。* テクニ
カルプレビュー *

useREST は、テクニカルプレビュ
ーとして提供されています。テス
ト環境では、本番環境のワークロ
ードでは推奨されません。に設定

すると true`Astra Trident

は、ONTAP REST APIを使用して
バックエンドと通信します。

この機能にはONTAP 9.11.1以降
が必要です。また、使用す

るONTAP ログインロールにはへの

アクセス権が必要です `ontap ア
プリケーション：これは事前定義
されたによって満たされます

vsadmin および cluster-admin

ロール。

false

更新 dataLIF 初期設定後

初期設定後にデータLIFを変更するには、次のコマンドを実行して、更新されたデータLIFを新しいバックエン
ドJSONファイルに指定します。

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

PVCが1つ以上のポッドに接続されている場合は、対応するすべてのポッドを停止してから、新
しいデータLIFを有効にするために稼働状態に戻す必要があります。

ボリュームのプロビジョニング用のバックエンド構成オプション

これらのオプションを使用して、のデフォルトプロビジョニングを制御できます defaults 設定のセクショ
ン。例については、以下の設定例を参照してください。

パラメータ 説明 デフォルト

spaceAllocation space-allocation for LUN のコマン
ドを指定します

true

spaceReserve スペースリザベーションモード
：「 none 」（シン）または「
volume 」（シック）

none

snapshotPolicy 使用する Snapshot ポリシー none
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パラメータ 説明 デフォルト

qosPolicy 作成したボリュームに割り当てる
QoS ポリシーグループ。ストレー
ジプールまたはバックエンドごと
に、QOSPolicyまた
はadaptiveQosPolicyのいずれかを
選択します。

Trident が Astra で QoS ポリシーグ
ループを使用するには、 ONTAP

9.8 以降が必要です。

非共有のQoSポリシーグループを
使用して、各コンスティチュエン
トに個別にポリシーグループを適
用することを推奨します。共有
QoS ポリシーグループにより、す
べてのワークロードの合計スルー
プットに対して上限が適用されま
す。

「」

adaptiveQosPolicy アダプティブ QoS ポリシーグルー
プ：作成したボリュームに割り当
てます。ストレージプールまたは
バックエンドごとに、QOSPolicyま
たはadaptiveQosPolicyのいずれか
を選択します。

経済性に影響する ONTAP - NAS で
はサポートされません。

「」

snapshotReserve Snapshot「0」用にリザーブされて
いるボリュームの割合

状況 snapshotPolicy はです

none、 else 「」

splitOnClone 作成時にクローンを親からスプリ
ットします

false

encryption 新しいボリュームでNetApp

Volume Encryption（NVE）を有効
にします。デフォルトはです

false。このオプションを使用す
るには、クラスタで NVE のライセ
ンスが設定され、有効になってい
る必要があります。

NAEがバックエンドで有効になっ
ている場合は、Astra Tridentでプロ
ビジョニングされたすべてのボリ
ュームがNAEに有効になります。

詳細については、以下を参照して
ください。 "Astra TridentとNVEお
よびNAEの相互運用性"。

false
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パラメータ 説明 デフォルト

luksEncryption LUKS暗号化を有効にします。を参
照してください "Linux Unified Key

Setup（LUKS；統合キーセットア
ップ）を使用"。

SANのみ。

""

tieringPolicy 使用する階層化ポリシー none snapshot-only ONTAP 9.5より
前のSVM-DR構成の場合

unixPermissions 新しいボリュームのモード。

* SMBボリュームは空にしておきま
す。*

「」

securityStyle 新しいボリュームのセキュリティ
形式。

NFSのサポート mixed および

unix セキュリティ形式

SMBはをサポートします mixed お

よび ntfs セキュリティ形式

NFSのデフォルトはです unix。

SMBのデフォルト： ntfs。

例

を使用します nasType、 node-stage-secret-name`および `node-stage-secret-namespace`を使

用して、SMBボリュームを指定し、必要なActive Directoryクレデンシャルを指定できます。SMBボリュ

ームは、を使用してサポートされます `ontap-nas ドライバーのみ。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: nas-smb-sc

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-nas"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: "default"
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