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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}] {"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname":"nodel", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname":"node2", "kubernetes.i0/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-

eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amde64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi_svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™": [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}
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version:
storageDriverName:
backendName:
managementLIF:

1

172.16.23

svm: nfs svm

username:

admin

password: password

supportedTopologies:

topology. kubernetes.io

topology. kubernetes.io
topology.kubernetes.io

topology. kubernetes.io

storage:
- labels:

CDHITIE. ZFEELTWVWET region BLU zone FRNIIIEA ML= F=ILDBAAERLE T,
topology.kubernetes.io/region & U topology.kubernetes.io/zone XA ML —F—LDER
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workload: production
region: Iowa-DC
Iowa-DC-A
supportedTopologies:

zone:

- topology.kubernetes.
topology.kubernetes.
labels:
workload: dev
region: Iowa-DC
Iowa-DC-B
supportedTopologies:

zone:

- topology.kubernetes.
topology.kubernetes.

ROFZEBBL TSIV,

ontap-nas
nas-backend-us-centrall

8.5

/region: us-centrall

/zone: us-centrall-a
/region: us-centrall
/zone: us-centrall-b

io/region: us-centrall

io/zone: us-centrall-a

io/region: us-centrall

io/zone: us-centrall-b



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

L+E2dDStorageClassFEF&E T+ volumeBindingMode MICEREINE T WaitForFirstConsumero
StorageClass TEXRIN/ PVC &, Ry RTERINZ I TUEINEEA. LU
allowedTopologies TRV -2 =3 ZRMELET, o netapp-san-us-eastl
StorageClasshICPVCZ{ER L £ 9 san-backend-us-eastl E CEELINYII VR,
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StorageClass Z{ER L TNV I TV RICYwvE>Y T T3, PVC ZIERTE AL DICHBD F LT

5|7z 288 spec TF5C -

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,



apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z MpodSpecic & D, Kubernetesid. IC$H3 ./ —RICPODERXT P a—ILd35ELSICEREINET us-
eastl U= a3 %FERL. ICHBIEERED/ —RHS5FERL £F9 us-eastl-a £7ld us-eastl-b VY —
2o
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Nw P LY R%ZEFH L TEM supportedTopologies
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AT w1 VolumeSnapshotClass

ROFL. R 2—LSnapshoty S XA EER L £,

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

o driver Astra Trident CSIR S A /N\%Z$ 8L X9, deletionPolicy l&. TY Delete £7-ld Retaino I
RET DY Retain ZFEHTI L. ANL—U OS5 XEZDEBE BB Snapshoth'. DIFBETHHRIFS
NET ‘VolumeSnapshot 77T FHHIBRE 7o

FHRIC DWW T, link : /trident-reference/objects.htmi#Kubernetes -volumesnapshotclass-objects = £88 L T
{72 W [VolumeSnapshotClass]s

Flg2 :BEFOPVC DRFYy T3y b =ERRLET
Ric. BEOPVCORF v Ty ay haERTZHERLED,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

COBITIE. CWSHEBIDPVCICH L TRy I3y bHAMERRINE T pvcl SnapshotDZFEIIEICEKTE &
NE9 pvcl-snapo

kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created
kubectl get volumesnapshots

NAME AGE
pvcl-snap 50s

CNTHERREINE L7 volumeSnapshot 77217 b 7R 2 —LSnapshotlEPVCICEITE D |CRE



5N TWE T VolumeSnapshotContent RED X Fv oy haZRIAF T K

Z#B TEF £9 VvolumeSnapshotContent DA TP ¥ b+ pvecl-snap h'J 2 —LSnapshot, R 22—
LSnapshotDFFiliz E& L £ 95

kubectl describe volumesnapshots pvcl-snap
Name: pvcl-snap
Namespace: default

Spec:
Snapshot Class Name: pvcl-snap

Snapshot Content Name: snapcontent-e8d8al0ca-9826-11e9-9807-525400£3£f660
Source:

API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

o Snapshot Content Name ZDSnapshotZz {9 % VolumeSnapshotContentd 72 T FE4EL £
o o Ready To Use /NTX—H&I|&. Snapshotz AL THLUWVWPVCZERTETE &R LF T,

FJE 3 : 7R1) 12— L Snapshot *'5> PVC Z{ER L £
COFITIE. RFvToay bEFERLTPVCEERL XY,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

dataSource IZ. EWSHFIDAR) 12— LSnapshotz#H L TPVCZER T AMENH S & ZmLFxT
pvcl-snap 7—HXDY—R¥E L To COIOAXY Y RZRITT S L. Astra Trident H* Snapshot H*5 PVC = 1E
RT3 EDICHETRLET. ERNINI-PVC IE. Ry FICEHKL T, 1D PVC LERICERATE XY,

@ PVCIE. ERLR—LRAR—=RIIEHT DIHELH D £9 dataSourceo

Snapshot* ST PVZHIBRL TWE T

2w T a3y MHEEMITSNTWVWE KGR a—L%ZHIBRT 3. Xind 3 Trident R 2 —LH THIFR
REE) ICEFTSINE T, K1) 2—LSnapshotzHlIBR L TAstra Trident/R 1) 2 —L%ZHIBFRL £,

AR a—LSnapshotd> FO—S%EAT S

KubernetesT ¢ A R E2—>3VICRAFyFoay O FO—FECRDAZENTULERWGEIZ. XD
FOICEBATEXY,

Flig
1. 7R 2 — LD SnapshotfERL
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 27wy by rO—-S%ERKLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MEIZIG LT, ZF T £ 9 deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml XUV ZEH L £9 namespace ICBEL F T,

Snapshotz R LR 2a—LFT—2D') /N

Snapshot7T« L7 kU, #FERLT7OEY 3 =0 N33R a—LOERE*FBARICED ST,
T 74 b TIFIERTRICHE>DTUVWET, ontap-nas KU ontap-nas-economy RZ1/\. ZBAMICL F
9 .snapshot A+ w3y bhbor—2%EH)ANITZT0LI 8,

R 2 —LZLEIDSnapshotiCEEER TN TWLBIREEIC!) X 7T BICIE. R1) 2—LSnapshot!) X b
7ONTAP CLIZfERL £9,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ SnapshotAE—%Z )X rT7F2L. BBEDR) 2a—LRENLEEZTENE T, SnapshotIEE—
DIERRICR) 2a— LT —RIIMRFEBIFRDONE T,
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BEED >0
* "/R1) 22— L\ Snapshot"
* "/R1) 2—LSnapshoty 5 X"

RN)a—LZzERFALEXT

Astra Trident [C& D . Kubernetes 21— II1ERKRERICAR) 2 —LZHIRTEEFT, CZT
&, iSCSIR) a—LE NFSHR 2—LDILRICHEARFRTEICDOWVWTHALE T,

iSCSI R a—LZERRALET

CSI 7OE> 3> #{EARAL T, iSCSI Persistent Volume (PV) ZIETEF T,

@ iISCSIZR ) 2 —L¥5RIF. THER—FINEXT ontap-san. ontap-san-economy.
solidfire-san RZ /N IZIEKubernetes 1. 16 ABENKNET T,

i
iSCSI PV OHLFRICIF. ROFIEBNZENFT T,

* StorageClassE&EZREL TEZHREL £J allowvolumeExpansion 74 —JLROSICBEILET
trueo

*PVCEZEZXREL TEZEHLEJ spec.resources.requests.storage FICICHBRBE R oT-H 1 X%
KRR BICIE. TTDH A XEDDKRELLTINENRHD T,

*HAXZEBITBICIE. PV ZERY RICERITZIHBEDNHD X9, iISCSIPV OH 1 IEEICIE. RD 2
DO FIVARBD ET,

o PV ARy RICEFHINTWVWBIES. Astra Trident (ZRXR ML —S N O ITY ROARY a— LELEE
Le TNATREZBRXFXv > L. Z77MINSRTFLOYA X EZETELE T,

o KEHGED PV DHAXZZTBELLS>ETBE. AstraTrident BARL—I NI TV ROR) 2 — L4
EIRLET, PVCHRY RINAI Y REND . Trdent 3T N1 RXAZBXF*vy> L. 771>
ATLDY A AZZELET, BFRRENERICET IS . Kubernetes (& PVC 1 X EFHL £
XS

RDOBNE. iSCSIPVS DEHEAZRLTVET,

FIE1 R a—LDIEREYR—FFBLSICA ML= ISR ZRET S
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cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BEOZARL—JUZZADFEIE. BEL TZEMLET allowvolumeExpansion /N T X—4&

FIE 2 : ¥ERY L 7= StorageClass Z{EFH L T PVC ZER L £ ¢

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident ', k#HIR) 2 —L (PV) ZEMRL. COKERRY 2—LER (PVC) ICEEMITE
XS

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s
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FIE3 : PVC 2RI 2Ry RZERLFT
CDFITIE. ZERTZRY RAIMERINE T san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82f2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

ZAFv 4 . PVERBELET
1GID'52GICER S NPV A X%ZEE T BICIE. PVCOEEREZREL TCEEHLET

spec.resources.requests.storage 2GiN,
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kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FIES : ILRZRAET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X %R T ST, ILEHNELLEELTLERIHLESHE
MEETEET,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

NFS R 2 —LZEIFRLET

Astra Tridentid. T7AES 3 =>4 LIENFSPVSDR 2 —LYEEZHR— L TWET ontap-nas.
ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs P XU ‘azure-netapp-files /\w I T

>k

FIE1 R a—LDIEREYR— b ITBLIICAML—P IS5 Z2RET S

NFSPVOH A XEZEBET 3I0iE, BEEFET, ERELTRY 2 - LAERBETEZLS AL —VI 5

AT DIVENHD £J allowvolumeExpansion 74 —JLRDSICEEIL X T true !

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

CDATaVEEBEETICA ML 20 SR Z2ERBEADZEIF. ZFEAL TBRGFOR N -0 5 X %Z1R
93717 TY kubectl edit storageclass A a—LAZILBRTETELIICT DD,
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FIE 2 : ERL L 7= StorageClass #fFH L T PVC ZERL £ 9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident A%, Z® PVC Xt LT 20MiB @ NFS PV Z{EfK T AHRELH D £,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

27w 3. PVEILERT 3
L <1ERE L 7220MIBOPVDH 1 X% 1GIBICEE T B ICld. FOPVCEREL TZRELET

spec.resources.requests.storage 1 GBICEKE T D5%5E .

18



kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FllE4 : IR ZE RS B

PVC. PV. AstraTrident O7R) 2a—LDHY A X%ZHRT BT, YA XZEHNELLERELTLEIHYE
SHERETETXT,



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
et ittt L fommm - fom e
fom - oo fom - e +

R)a—LxAVHR—F

EALT. IFEORX ML =R ) a—L%Kubernetes PVE L TA VA R— R TEEX T
tridentctl importe

BIZ2 C ZRSEIH

Astra TridentiCR ) 2 —L%Z A Y R—bT3L. RO EHAREICHRD £7,
TV —=avEIAVTHEL. BIEOT -2ty b EBIMEBTS
c—RNRT IV avilid T2ty booO— 2% FH
* EENRE L fcKubernetesV S XX BIBELFT
CTAFRRVANVEHI T IV r—2 a7 — %817

ZEEIE
RYa—LEAVR—FTIHNC. IOEREBEZERLTLEIL,

* Astra Trident T YR— F TEB3DIEFRW GRAWD/EZIAH) X1 TODONTAPR) 2 —LDHATY, DP
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(T—21RE) X1 7DHR) 2—LlIESnapMirrorT AT« #2—> 3 >R 2a—LTY, R a—L%Astra
TridentiCA > R— LT 3H1IC. S5 —BREMIRTIBVELNHD X,

CTIOTATRBENEVWR) a—LEAVR— TR 2R LET, 7U/T 1 TICFERINTVSR
Ja—L%ZAVR=-bFTBICIE R)a—LDoO—-2ZERLTHSA VY R—F2RTLET,

Kubernetes|Z U BIDES DB ET. 70T THBAR) a—L%ERyY RICEBEICERTS
(D 3E®. chid7OvoRUa—LTHICEETT. 2ORR, F—ZNMIAT 5 AN
ha 0 E7,

* TH1d storageClass PVCICH L TIEE T 2MENH D £, Astra Tridentld 1 > R— FRHZZD/NZ
AXA—RZFEALEFRA. ARL—0FRUE AU 2a—LDEMFFHC. A L—JHFICEDWTHERR
BER T —ILHSEIRT BOICERTNE T, A a—LIETTICFEETZEH. 1 VR—MFIIT—IL
ZEIRTZIVEIIHD FEA. TDTe®H. PVCTIERESINIA LU R—HLBWNYII VR
FEET=IIR) 2a—LHEFEELTHA VAR—MMEIKBLEFE A

c BEFEOR) 2a—LHY 1A XIEPVCTRESN. RESNE T, ARL=URZANICE TR a—LDT
ViIR— kTN BE. PV I ClaimRef #fER LT PVC ICERENE T

s BRIAR D —IF. RHUCICICICRESINTUVWETY retain PVICH D £9, Kubernetes ' PVC &
PVEERICNAVRTRE, BFIARUS—DRIA ML —SO0SAOBRIBRY S —ICEhETERS
nx9J,

c ML= S ZOBRRAR) S —HDHE delete’ T B . PVAHIBRENBZ X ML —2RD 2
—LHHIFRENE T,

* 77 #I)L TI&. Astra Tridenth'PVCZEIEL. /N\w I I R TFlexVol  LUNDEZFIZZEL 9, ZiE
FTENTEFET --no-manage BEWNRADR) 2a—L%ExAVR— D755, #ERTIHEE -
no-manage’Astra Tridentid. A7 TV bDZA4 754V )L7%8BL TPVCRPVICX L GENMDALIEZ X
T2 CIEHDEFHA PVHHIBREINTHI ML —UR ) a—LALIFHIKRENS, RA)a—LDoO—>
PR 2a—LDY A AEEREDEDMDOUIELEREINET,

COFATTavid. AVTFHEEIN=T—2o0O—RIZ Kubernetes Z{ERA 9 %'
Kubernetes UA TR ML =R a—LDTA 7Y A VI BB T IIESICENTY,

*PVC EPVICT/T—=>arvhBMechEzd, CO7/T7—=avid. R)a—Lha1rR—bEnC
& BLUPVC L PYVREEINTWR L EZRI ZEOBNZRIELET. CO7/T—>3avidE
BERIFHIBRLABAWVWTEEL,

AR)a—LzAYR—bLET
ZHEHATEEXY tridentctl import ZIZ Uy I L TR a—LZAYR—ELET,

FIE

1. Persistent Volume Claim (PVC ; k&R 2 —LER) 771 IIL%EZERLET (B pve.yaml) &7
JwPILEd, PVCT7AILICIE. DEEFNTVWBIHENDHD £9 name. namespace.
accessModes B &V “storageClassName, BEIZIGL T ZIBETET X unixPermissions &
BINTULET,

RMEBR DB 2 RICTRL £ 9o
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

C) PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2. #fEALEY tridentctl import ANV RZMHAL T, R a—L%ZETAstra Trident/\y I TV R
DEEIE. ANL—= DR a— L% —EICHR T 5%87 (ONTAP FlexVol. Element/R!) 12—
L. Cloud Volumes Service/NX7%RY) ZIBEL X T, o ~fPVCT 7T ILAD/INIEZIBET BICI1E. 51
NRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

1
BR=—FEINTUVBRSANICDOVWT, RORY) a—LAVR—bOFIZRESEL TSIV,

ONTAP NAS 3 &K T)ONTAP NAS FlexGroup

Astra TridentTld. ZHEHA LAY 2 — LA VR— D R—FEINET ontap-nas H&K Y ontap-nas-
flexgroup RZ1/\,

* . ontap-nas-economy RS- /\Tqtreex 1 Y R—cELUVBEETEAL,
@ * ., ontap-nas LU ontap-nas-flexgroup RZA/NTHR) 2 —LBDEEHFAIE
nNTLWEtA.

AL THEMRLI-RRY) 2—L ontap-nas driverlEONTAP & 5 X4 _EDFlexVol T9, %A L TFlexVol
A VR— b9 % ontap-nas RTANBELESICHELE T, ONTAP U 5 XZIZF TICTFEET BFlexVol
IF. ELTAYR—FTEZXT ontap-nas PVC, [EHRIC. FlexGroup R a—LlFE LTA Y R—bTEZF
9 ontap-nas-flexgroup PVC

ONTAP NASOD
KOFIE. BENRA) a—LEEEBEWNRAR) 2a—LDAVR—FE2RLTWVWETD,
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BIENRAR) 2—L4
ROFE. EWSERIORY 2a—L%EA>VHKR—FLZET managed volume EWVWSHFID/NY I IV R

C ontap_nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm fom e
fomm o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e tomm - pom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fomm fom -
fomm o fomm - fomm - +

BENRADRY 12— L
#ERAY BB E --no-manage 5I1EUTIBE L £9 - Astra TridentldR) 2 —LDEFEZEEL FH A

I, 204 Y R— b+ 33F%RLET unmanaged volume 27w LFXTY ontap nas Ny I IV
[N

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fo—m fom -
e it o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - e it
fomm o o fomm fomm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491al4a22 | online | false |
o fomm fom -
fomm o fomm - e +

ONTAP SAN

Astra Trident Cld. ZHEHA LAY 2 — LA VR— D R—FEINET ontap-san RF1/%

Astra Trident Tl&. BE—®OLUN%Z ST ONTAP SAN FlexVolxE 1 > R—hTEEJ, CHIFEELTY ontap-
san RS54 /\. FlexVol HDOZEPVCH L TLUNICFlexVol Z1ERL L £ 9, Astra Tridenth'FlexVol% 1 > 7R— k
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L. PVCOERICEEMITE T,

ONTAP SANOD
ROFIE. BEFNRA) 2a—LEBENRANR) 2 —LOAVR—rERLTVLWETD,

BIEWNRAY 2—L4

BIEWRA) 12— LDIHE. Astra TridentiZFlexVolDZHIZ ICZEE L £9 pve-<uuid> & & UFlexVol
ADLUNZDSICT #—< Y bLZET 1unl,

RDBE. ZA>R—bLFT ontap-san-managed IC&H BFlexVol ontap san default /Ny I IV
[N

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e atet Frommomoms Fommmmmmomoomoms
Fommmmmomo= B e Fommeomoe oo +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e et rommmmom= o memeo=s
Fommmmmmm== e mes e s s s s s s ee s Fommmmm== o= +
| pvc-d6eedf54-4e40-4454-92£fd-d00£fc228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
Tttt e i Fommmmmmmmememe=
Fommmmmomme Fommomemerossmereemenessssoeseeoomomoms Fomommmme e +

BIEWRADR) 12— L

I #12R— b 35HF%ZR"LEXT unmanaged example volume Z%71)wv 2 L% ontap san
Ny TITVR:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
e Frommmmomos Fommmmememesemos
et Rttt Fommmmmos Fosmmmmmes +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmcmcosososssrs e e e e Ee T e E eSS eSS Fommmmmme= Pomemmsmsmssemss
Pommmmmmm== e cemes e s s s s s s s s ssss Pommmmm== o= +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog

block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmesessse s s s s e e o= o=
Fommmmmomo= B e e e Fommmmmoe e +
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ROBUZTRT K DIC. Kubernetes/ — RDIQNZIQNZHEB § BigrouplcLUNZY wE YT 258 T5—H
RIRENET, LUN already mapped to initiator(s) in this groupe AU a—L%ZEAVHR—FT
BIClEF. 1ZI—2%ZHIBRT D LUNDYYE> T ZBRTIHNEDNHD £9,

Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-41f38-9eb@-c7719fc2f9f3

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup
mixed linux ign.1994-05.com.redhat:4c2elcf35e0

E* (Element)

Astra Trident Tl&. %Z{EHH L 7=NetApp ElementY 7 kU 77 ENetApp HCIZR ) 2 — LD A1 > R— hHiHR—
FENZXT solidfire-san RT1/\,

Element RS A /N\TIERY 2—LBDEEN Y R—FINET, L. R a—LEHEE
() LtuaHaiasia Tidenth 5 TS5 — RS NET, ERHFL LTRY 2—LEIO—Z>
FL, —BORY 2 —LBEEEL T, 20—V RU2—LEA VK- FLET,

B2R0H5)
RIS, 21V R—b32F%ZRLET element-managed NI TV RDRY a—L element defaulto

tridentctl import volume element default element-managed -f pvc-basic-

import.yaml -n trident -d

fossssss=s=ssscscssssssssosossssssss=sssa=s femsm==== e
L L e i from e fr e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e e L o
frems==m=m==s B e e e +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssosssosossssssss=ssss=s R fomsmesmmemae===
fem=======a fememmesessss s s e sese s eessasaa s f=mm==== fememema== +

Google Cloud Platform @1 D TY

Astra Trident Tld. ZFEB LAY 2a—LA VR— DY R—FINET gep-cvs RFA/\,
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NetApp Cloud Volumes Serviceh* 5 {Ek & 117=7R 1) 2 — Ls%& Google Cloud PlatformiZ - > 7R —
(D I BICIE. R a—LNRATRYa—LZHELET, R)a—LNRE R)a—LDOI

JRAR—=ENZADDIZKSEBRTY /o T2 RIF. TV RAR—ENZADDBZERETT

10.0.0.1:/adroit-jolly-swift. R 2 —LD/NAIETT adroit-jolly-swifto

Google Cloud Platform D%

RIS, ZAVR—b33F%ZRLET gep-cvs NI IV RDRY) 12— L gepevs YEppr ZIBEL XS
adroit-jolly-swifte

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

o e it fom -
Pommmmmmm== Sttt Pommmmm== Fommmmmm== +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmmmoe e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e R Frommmmom= Fommmmmcemoomo=s
Fommmmmmm=s it Fommmmm=e Pommmmmme= +

Azure NetApp Files D45 E

Astra Trident Tl ZFEHALARY) 2 —LA VR— b R—FENXT azure-netapp-files KXY

azure-netapp-files-subvolume FZ1/\,

Azure NetApp FilesTh) 2 —L%Z AV R— b T 3IC1E. R a—L/NATRY 2—LZHELE
@ To AJa—LNRIF R)a—LDITIVZAR—ENIADODIKHESEDTY /o TLERIF. T
T2 ENRADDHERETY 10.0.0.2: /importvoll, R a—LD/NRIFTY

importvoll,
Azure NetApp Files Dl

RIS A VR—bF 302 R"LET azure-netapp-files NI IV ROAR) a—LA
azurenetappfiles 40517 ZI8EL ¥ 9 importvoll,
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |
fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4
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