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tridentctl get node -o wide -n <Trident namespace>
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sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/”\ (node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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sudo yum install -y lsscsi iscsi-initiator-utils sg3 utils device-
mapper-multipath

2. iscsi-initiator-utils M/N\—<3 U h 6.2.0.874-2.el7 UIETHZ e =R L T,
rpom -gq iscsi-initiator-utils
3 AFx v U EFEIHRE

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. JILFINREBME !

sudo mpathconf --enable --with multipathd y --find multipaths n

@ #oLFTJ etc/multipath.conf NFENZFT find multipaths no DF
defaultso

S ZHESEL £Y iscsid LU multipathd EITH :
sudo systemctl enable --now iscsid multipathd
6. ZBMICL THBL ET iscsi:

sudo systemctl enable --now iscsi

Ubuntu
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sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools
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dpkg -1 open-iscsi

3. AF v VEFHEICKRE :

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. TILFNREBME !

sudo tee /etc/multipath.conf <<-'EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D L FTJ etc/multipath.conf "FENZFT find multipaths no DT
defaultse

S ZHEEEL £ open-iscsi LU multipath-tools BMICE > TWLWTEITH :

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi
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RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp
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cat /etc/nvme/hostngn
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tridentorchestrator cr.yaml 27 v LTHREL FT cloudProvider &7 !
"Azure",

apivVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Helm

IROFIE. Astra Tridentzy b1 > X—=JLLE T, cloudProvider IRIBEZH % EHR L TAzure
IC#81T scp .

helm install trident trident-operator-23.10.0-custom.tgz —--create
-namespace --namespace <trident-namespace> --set cloudProvider=$CP

<code>tridentcti</code>

ROFL. Astra Tridentzy k&4 > X b—JL L. cloudProvider 7 57 OXR Azure :

tridentctl install --cloud-provider="Azure" -n trident
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []

* AzurefHR—hENET location Z1OULELT—REVE—ZEBFALEY "EECNIcY Txy
k" Trident 22.01DKRFRTIE location NI A—=HFIE. NV I IV RERT 71 IILDOREAICH B 7E
T4 —ILRTY, REAT-IILTHEESNLBFHADOEIFERINE I,

SMBARY 2 —LICET 3 ZDMOEH
SMBRY 12— LZ/ERLT BICIE. UATHRETT,
* Active DirectoryHh'5&E I 1. Azure NetApp Files ICEH SN TVLWE T, 2B L T TV "Microsoft
: Azure NetApp Files M Active DirectoryiZfi = fERH L UVBEL E I

* Linuxd> brO—5/—R DL EH1DDWindowsT —H— ./ — R TWindows Server 20192 E{T7L T
LV % Kubernetes? 5 X4, Astra Tridentld. Windows./ — R TE{TINTWVLWBRY RICYT Y SN
7=SMB7R') 2 —LDH%EHR—~

* Azure NetApp Files h'Active Directorylc¥t L TEREETE 5 & S 1C. Active DirectoryZ L 7> v ILE S
OAstra Tridentd>—27 Ly EHD R EBIDEENTVE T, O —2L v b ZEERMLE T smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* WindowsF—E X & L TERESINCSITOF >, ZFEL XY ‘csi-proxy' ZzEH L T ZTE L) "GitHub:
CSIZOF " £7:=13 "GitHub: Windows[a$CSIZ 03 <" Windows TE{TI 1T L S Kubernetes/ — R D

BH.A
Ho

11


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Azure NetApp Files /N I TV RBRDOA T 3> L fl

Azure NetApp FilesONFSE K USMB/N\w I T RIEA > a VICDWTEAL. #
Bz L E£9,

Ny O Ty RERA TS ay
Astra Tridentld/\w Z T R#ERE (W Ty by (REBXY hT =0, H—EXL AL FF) ZEALT &

RENTIBAATERTREARBRE T —ILIC. BRINY—EILRILEY TRy MMI—ET %Azure NetApp
FilesR) 2 —LZ{ERR L F 9,

@ Astra Trident . FE QoS BE/—ILZHR—rLTWLWEtH A,

Azure NetApp Files/\w I T RICIE. RDBEA T arhH D £7,

INT A=K B T7#I b

version BIZ 1

storageDriverName A=Y RS N\DEH] I azure-NetApp-files |

backendName DARLBERIEZA ML= Ny RSANG+" "+ TURLBXF
JIVER

subscriptionID Azure 720U T3> DY TR

1)F 3> 1D

AKS7T 5 X Z CTEEIDAERICE

STWBBEIEA TS 3>TT,
tenantID TIVIr—o a3 EEHh50TF

>~k ID

AKSY 5 A2 TEBIDABMIC K

STWBBEIEA TS 3>TY,
clientID TV —oa ERHIEDT T

147> kID

AKSY S A2 TEBIDABRICK

D—CL\%i’%ﬁtijj\\/ =| \/—C“_g_o
clientSecret TN —=oa ERGRHISDT T

A7V —GLy b

AKSZ 5 XA TEEBIDAERICHE
S2TWAISEIFA T3> T,

servicelevel M1 Standard. Premium Fz7f= "™ (T4 L)
& "Ultra

location FLWARY 2—L%{ERL T B Azure
DIZFRD %R

AKSY 5 X2 TEBIDAEMICH
STWBBEIEA TS 3> T,
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NTA—=H

resourceGroups

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

=EA

BREENI)Y—RZ2TAILE
OB —RIIN—T
DY b

BHINFEUY—XETqILEY
VOB DDRY NTYTIT A
AN OU SN

BHINUY—XZT 1 ILE2V
VUIBBRET-ILDIYRE

EEINT Ty b EFORE
Xy D= D&EI

ICEESNIcY TRy D4

Microsoft.Netapp/volumes

A1) a—LADVNetigED v
T9Y, DBEDLHD £9 Basic F
7ld standards

v b — U tRBEIF—ER DI T
IIERTEY. TR U T3
STHEMITIHENDHBZHZEN
HDFET, ZIBELEFT
networkFeatures C DIEEER B
MicLiawnwe, AJa—Lo7O
EazZ>IpkBmLEd,

NFSTYT Y AT a>DETHM
DRI,

SMBRY 2 —LTIFEREINE
ERS

NFS/N—2 3 4 1% ERL TR
A—L%EITVRTBICIE. £
BLTLEEWntsvers=4 A
N CRY>TEBDODIYV VY NAT
>a V) AbEIEEL. NFSv4.1
ZEIRLE,

APL—=YI 5 AEFERETHRESN
RO EF T axvide Nvo
IYVRBRTRESNIEYT Y b
AT arEDBHBEINETT,

EXREINFARY a— LA N
DEZBZ TVWBIHBRIETOEY
IZVIHKRRLET

FT7#ILE
" (ZaILEZERL)

" (TaIL&%L)

" (TaIlLRiE L. TR L)

"nfsvers=3"

" (F7ALRTIEERINEY
A)
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INTX—A& Bz FI7AILE

debugTraceFlags ESTINSa—Ta JBICER  null

TBFNVI TS5, Bl

\{"api": false, "method":
true, "discovery": true}o
FSIWNa—TFTa0>20%9T7oTC
HlaOJ XY THRERIGE R

FRE. COA T avIdERALE
WTL77ET L,

nasType NFSR a—LFX7IFSMBR!J 2 nfs
— LOEHZ RE

7 avIETY nfs. smb £7:
IEnulle NUICBRET D E. T2
JLRTNFSARY a—LPMERASIN
£9,

C) Iy D —OKBEDSEMICDOWVWTIE. 2B L T TV "Azure NetApp Files /R 1) 2 — LD H
w kD —OMEEEFRELE T

NBRMERCD)Y—X

PVCOEREFIC TNo capacity pools found) T 5 —HDRREINDHZEIE. 7 V75— 3 VERICHELHER
V=2 (HITxy b REXY D=0 BET—)L) HEEMITSNTOAWVWITREELRHD £, TN
VI DB > TWBIHE. Astra Tridentld/\w 7 T R OIEREFICARE SN TcAzure) YV — X2 O IZ5E
BLEI, BYZO-IIMERINTVWE L ZERLET,

MDE resourceGroups. netappAccounts. capacityPools. virtualNetwork KU subnet 52
ERELIITLEHBZFERAL TEETITET, FLALDFE. ERGIIEILCERIOERD )Y —XII—HK
TRARMN DB, BB EERA IS ZHBELET,

o resourceGroups. netappAccounts HKU ‘capacityPools fBlF. HHINTZUY —XDEw b
HECDAML—=U Ny IV RTERARERIY —XICHBRTZ70ILEZTHD, FEOHEHAEHETIEET
TET, REBHBLOERIEIRDEHED T,

ZANLEY DR TASAL

DY —=RT)IN—7F <VY—=J)IN—7>

XYy STV TTATT R <UVY=RIN=T><xy bT7YTTHAI> b >

AET-I <DVY=RFGN=TF><2xy 8Ty TTHAI> b >
BET—I >

RkExYy bD—2 <DY—=RTGN—=T><kHERY cT—7 >

HIxy b <resource group>/< REEX Y kT =2 >/< TRy b
>

RYa—Lo7OESg=>d

B 71ILORRREISa Y TROA TSI U EIBETAET. 774N MDA a—L7OEY 3=
VO RGEEITEE T, ZBBLTLLIETVERA 28 LTLIEE L,
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INTA—R Bl

exportRule FLOWARY2a—LAICHTBZITIX
R—rIL—=IL
exportRule CIDRFTREEDIPv47 R
LXFIZIPva T3y fOEE
DEAEHEZH I TXY)-T
BETIHVENDHD £,
SMBR 2 —LTIFERINE
ER

snapshotDir .snapshot 7« L7 k1) DFRR %
HmLEd

size FLWARY2a—LDFTT7FIL MY
14X

unixPermissions FrLULWARY 2—LODOUNIXIER (8
ERDANT) S
SMBAR a—ATIFEMFEEINE
ER

ARl

FT7#ILE
"0.0.0.0/0"

(AIny-¢

"100G "

(FLEa2—#gE. TRV
7L aYTRIA kX REREH
WE)

RDOBNE NFEAEDNTRA—=FZT T A MDFRICTEIEANLBHREZTRLTVWET, Chid. Ny T

YR EERTBIROBELTETT,
&/ \RODIERY

. Ny oIy ROEEIEBRIMEBE TS, DB TIE. Astra Tridenth 5% E S NT=ZFRDAzure

NetApp FilesICEZE I NI R TDNetApp 7 H IV by BET—IL. TRy rEHEEL. TNH507F
— N TRy FDIDIZHLWARY 2 —L%Z S VA LICEREL £9 . EH nasType IFEBEINTULE
I nfs T7AIIEDERHIN. NV IIYRHANFSKR) a—AlCFOEY 3 Z>Jankd,

C D& IE. Azure NetApp FilesDfERZ IR L TR L TWBEMET. RBICIE7OES 3 Z>J95HR
Ja—LIC L TCENMOHEFEZRET 2 EHBERGZEISELTVET,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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AKSDEIETTRID

DNV I IR TIE. subscriptionID. tenantID. ‘clientiD'$ & “clientSecret' (&, BHIE

WRIDZEATBHEIEFF T3> T,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

BRET—IN T4 E2EFERALIEEEDY —E XL ANILIER

CDINYIIYREBETIE. AzurellR) a— LD BESNEXT castus DBFF Ultra BES—/L

: Astra Tridentld. Z DIHFRDAzure NetApp FilesICEZEIN TV ITARTOY TRy M EBHICKH

L. ZOVTNMNCHFLWARY 2a—LZS VA LICEELEXT,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

16



o

E

R

Kd

CONYIITYREHIF. RUa—LOEBEZE—DOY Ty MIETERT S FEZ ESICHIRL.

BOR) 2a—LFOED I Z>IDT I MREDBEELFT,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'
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RAE TS — IL¥ERY

CONYIIYREBETIE. 1207 71ILICEBORINL—CF—IILEEELET, . BA3
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes

TR T 2HBBICERITT, T—ILZXKRTB3DIC. RET—ILOINILZFERALELE

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2

A= 32DESE

RDEKDICHED £9 StorageClass E&EIF. LEBODRA ML= F—I)LZBRBRLTLEEIL,
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FEALTCEEDH parameter.selector 74 —JL R

ZfERA L £9 parameter.selector ZIBE CE XY StorageClass R a—LZKRAMTB7=0HICER
INBRIET— I R a—LIZIE. BIRLET—ILTERSNLEERDSHBD T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"
allowVolumeExpansion: true

SMBRY 2 — LDEZH

ZfEA L £9 nasType. node-stage-secret-name’$ & Uf ‘node-stage-secret-namespace’ Z{#H L T. SMB
R a—L%EIEL. BHEXRActve DirectoryZ LTV v ILEIEETE XY,
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FTIAI bR —LAR—ZADEXREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Z—LAR—RAZCICERDZ =Ly FEFERT S

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RU2—LCICBBZY— Ly FEERT

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ nasType: smb SMBRU 2—L%ZHR—rFTEZ3T—ITT1ILER) VT LET, nasType:
nfs £7lF nasType: null NFST—=ILICWHLT7 1 IILZZEHLZEX Y,

NY I TV RZEEBRLEY

NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKELIGEIE. Ny I Y ROREICEANEENDHD 9. ROAVY R ZRITIS
& OJ2RRLTIRERZRETE XY,

tridentctl logs

W7 71 )L CRIEZSEL TEIELKS. create VY REBERTTCEFXT,

Google Cloud/\'v 7 T > K HIZCloud Volumes Service Zs&8EL X7

% k77w 7Cloud Volumes Service for Google Cloud%z Astra Trident®/\w I TV R &
LTHEMT 2AEz. BRESNTVWAERAIZFERL THELET,

Google Cloud K 5 -1 /NDEFA

Astra TridentD45R gcp-cvs VS RRZEBETBIRSA /e Y R—FINTWVWBET7IEIXE—R
l&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX). ReadWriteOncePod(RWOP)T
ER

N2 WA ZOr3l RA)a—LE HR—-—PINTVWET7IER HYR—FINZT71ILIR
-k t—FK T L

gcp-cvs NFS T774ILX RWO. ROX. RWX. RWOP nfs
T L

Cloud Volumes Service for Google Cloud|(Z_ %13 % Astra Tridentt} 7R —  OFFilix CHESR< 2L

TridenthCloud Volumes Service /R 1) 2 —LAZ{ERTEZDIE. 22DS5BED1DTY "h—EZXZA T

* *CVS - Performance * : &7 #JL F®DAstra Tridentt —E X441 7o NT #—I VAP RBILETNI-ZD
H—EXZAFIE NT =XV RZ2ERITIEABREDT—IO—FICHRETY, CVS-NT+—I >
2P —E XA TE. 14 XHM00GBULEDRY) 2 —LEHR—FFTZN—ROTT7HF>3>TT, D
WINHIEERTETET 300 —EZLARJL"

° standard
° premium
° extreme

**CVS*ICVSH—EXEZATIE. FREDNT #—I 2V ALANILICHIREIN B L ANILOE ANz R
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° standardsw

° zoneredundantstandardsw

BEZHD

w/E L THEAL £ "Cloud Volumes Service for Google Cloud" /N 7 T RICIFRDHDHHBRETT,

* NetApp Cloud Volumes Service TaX7E & 117=Google Cloud 77 A7 > ~
* Google Cloud 7Ao > r7FOS Y +ES

* Z{EH 9 % Google Cloudth—E X7 /77> k netappcloudvolumes.admin A—)L
* Cloud Volumes Service 71> bDAPIF—T 71 )L

NI TV REHRA T3>

BENYIITYVRIE. 12D Google Cloud )= 3 IR a—L%EFOES3=>F LET, o —23
VIR a—L%ZERTRBE1E. Ny I IV REEBMTERELE T,

INTA—H
version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber
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allowedTopologies JOR) =23 >T7 o= BRICTBICIE
(MStorageClassEx=FHALFT
allowedTopologies IRTD) =23 >%ZH3
MENHBD £,

B

- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

R)a—Lo7OEya=Z>ix7r>ay

T T7A4NL DR 2—-LT7OED 3 Z2JZFHTEXY defaults BRI 71ILOEIT 320

INTX—A& Bz FI7AILE

exportRule HLWRY 2 —LDITHZXFE—k "0.0.0.00"
JL—JL, CIDRZRED IPv4 7 R L
2FRIFIPVA T TRy FOEED
HABRDEE DY TXY>THE

ETIBERHD £,
snapshotDir IC72UEALEXY .snapshot 7 LWZ
1L KD
snapshotReserve Snapshot BICUH#—TJ&NhTWE ™ (CVSDTI7#IIMMEZEDFE
R a—LDEE FFER)
size FLOWAY 2 —LDOHY1 X, CVS-NT#—IXVATF—EXDAR
A4 71EF7 7 4JL T M00GIB) T
CVS -7 #—< > A&x/ME ER
|&100GIBT9,
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HUE. TIAILERD THEEE ) H—EXLARILTTI7HILEDCVSNT =TV AY—ERX XA THE
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version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
XsYgogyxy4zg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8BR4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
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auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '5'
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
size: 5Ti



B3 : RAE T — L DR

CDEITIF. ZFEALEXY storage RET—ILELUVZHREL X StorageClasses TNIEENSZ
BESRYT 3, 28RBL KTV AL —DUFRDER]| 27V v I LT ARL—U TS IADE
EHLEZHRELET,

CCTlE. IRTOREBT=ILICH L THEDT 74 EDREIN. TRTORET—ILICTF L TH
BREENZET snapshotReserve 5%E LUV TH B exportRule Z0.0.0.00ICKRELFT, RET—IL
3. TEEINZET storage TIP3, @ 4 ORET—ILICIEFEFNZENIHBEOEENHDXT
servicelevel P wP 3. —HODT=ILTTI7HIMEDREEZTEINET, T—ILEXAT S
1=®Ic. RET—ILDOINIILEZFERLELE “performance KLU protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"'

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m



znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zqg701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com
client id: '123456789012345678901"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
labels:
cloud: gcp
region: us-west2
storage:
- labels:
performance: extreme
protection: extra
servicelevel: extreme
defaults:
snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard



servicelevel: standard

ZL—CUSADES

R(DStorageClassEEId. RIET—ILOEHAICERINE T, ZFHL £9 parameters.selector Tldk. R

Ja—LDRAMIMERTZIHRET—IILZZA L -0 RATEIEBETEER T, AU a—LIZIE BRLT:
T—ILTERINLERZDNHD XTI,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

*RIIDA ML —UU TR (cvs-extreme-extra-protection) Z&RAIDRET—ILICYVEYILE
To ATV T3y TN 10% DIERBICEVWNT A —I VA ZRRHTEIHE—DF—IL T,

*REDAML—UUF R (cvs-extra-protection) AFT w73y bFHHN0%DIANL—UF—)L
ZHEOHLET, Tridentht., CDRET—ILZEERTZIHDZREL. ATy TP a3y b FHOEHIFEL
INTVWBZezERELET,

CVStr—E X %1 T Df
ROFF. CVSH—ERRZATDREFMZRLTVET,
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version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

client email: cloudvolumes-admin-sal@my-gcp-

project.iam.gserviceaccount.com
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client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw
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PARL=T—ILOER

CDNYIIYRBEDHTIE. ZFEHAL T storagePools ARL—JT—ILZRRELE T

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:

type: service account

project id: cloud-native-data

private key id: "<id value>"
private key: |-

MIIEvVAIBADANBgkghkiGI9wOBAQEFAASCBKYwggSiAgEAAOIBAQDaT+0ul 9FBAwW1 9
L1AGEkrYUS5xd9K5N105JMkIEFNDSWCD+Nv+jdlGvt FRLaLKSRVXyFS5wzvztmODNS+
qtScpQ+5cFpQkuGtvIUI+N6qtuVYYO3b504Kp5CtqVPICgMJakK2j8pZTIgUiMum/
5/Y90TbZrjAHSMgIm2nHzFg2X0rqgVMaHghI 6ATm4 DOuWx8XGWKTGIP1cO0gPqJlgsS
LLaWOH4VIZQZCAYyW5IUp9CAMWgHgdGOUhFNfCgMmED6PBUVVLsLvcg86X+QSWRIk
ETQElj/sGCenPF7tilDhGBFafd9hPnxg9PZY29ArEZwWY 9G/Zj ZQXTWPgs0VvxiNR
DxZRC3GXAgMBAAECggEACN5¢c590G/gqnVEVI1ICWMAa1M5M2z09JFh1L11JKwntNP]j
Vilw2eTW2+UE7HbJru/S7TKQgASDnn9kvCraEahPRuddUMrDOvG4kT1/IODV6uFuk
Y0sZfbgd4iMUQ21smvGsgFzwloYWS5qzO1W83ivXH/HW/1igkmY2eW+EPRS/hwSSu
SscR+SojI7PBOBWSJh1V4ygqYf3veD/D95e12CVHERCkL85DKuUmeZ+yHENpiXGZAE
£8xSs4a500Pm6NHhevCw2a/UQ95/foXNUR450HtbjieJo50+FF6EYZQGEU2ZHZ08
37FBKuaJdkdGW5xgaI9TL7agkGkFMF4F2gv0OZM+vy8QKBgQD40oVuOkJD1hkTHP8 6W
esFlwlkpWyJRI9ZATLIOG/rVpslnX+XdDgOWQf4umdLNauShYEHOLU6ZSGs1Xk3/B
NHwR60XFugEKNi1iu83d0zS1HhTy7PZp0Zzdj5a/vVvQfPDMz70vsqLRdA7YCAbdzuQO0
+Ahg0ZtwvgOHQ64hdWO0ukpYRRWKBgQDgyHj 98ogswoYula+pPlySOpPwlmjwKyNm
/HayzCp+Qjiyy7Tzg8AUqlH10u83XbV428)jvg7kDhO7PCCKFg+mMmfgHmTpbOMag
KpKnZg4ipsgPlyHNNEoRmcailXbwIhCLewMgMrggUiLOmCw4PscL5nK+4GKu2XEL
JLqjWAZFMOKBgFHkKQIXXRAJ1kR3XpGHOGN890pZ0kCVSrgjubalef /5KY1FCt8ew
F/+alxM2iQSvmWQYOvVCnhuY/F2GFaQ7d0om3decuwI0CX/xy7PJHMkLXa2uazs4
WR17sLduj62RgGXRLX0c0QkwBiNFyHbRcpdkZJQuibYMhBa+757SxT4BtAOGAWMWT
UucocRXZm/pdvz9wteNH3YDWnJILMxm1KCO6gMXbBoYrliY4sm3ywJWMC+1Cd/HBA
Gecxd/xVuSmA2L2N3KMgl8Zhz8Th0G5DwKyDRJIgOQ0Q4 6 yuNXOoYE]jlo4Wjyk8Me
+t108iK98EO0UMZnhTgfSpSNE1bz2AqnzQ3MNOUECgYAqdvdVPnKGEfvdtZ2DjyMod
E89UIC41W])jIGmHsd8W65+3X0RWMzKMT 6aZc5tK9J5dHVMWIETnbM+1TImdBBEFga
NWOC6£f3r2xbGXHhaWSl+nobpTuvlo56ZRJIJVvVk71FMsiddzMuHH8pxfgNJemwA4P
ThDHCejv035NNV6oKyoO0tA==

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396"'



auth uri: https://accounts.google.com/o/ocauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

RDFIE
NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKELIGEIE. Ny IV ROREICEANEENDHD I, ROAXY R ZRITI B
& O72RRLTRERZRETE XY,

tridentctl logs

W7 71 ) CRIBEEZRELTEIEL-S. create ANV REZHERITTCEFEJ,

NetApp HCI % 7|3 SolidFire /N TV REREL XS

Astra Tridentf > X b —JLIRIECElement/\'w 7 T R&E1ERK L TERA T 2 HE% CHER
<T2TL,

Element K 5 -1 /NDEFHA

Astra TridentO%F& solidfire-san V5 AR EBFETBIHDIA L= RZA4 /N, HR—bENTWET
7t XE— K&, ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T 9,

o solidfire-san A L —U RS /NIE. file_and block volumeE—RZHR—ELTWET, 27U w

2 L% 9 FilesystemvolumeMode. Astra Tridenth'7 Rl 2 — L% L. 771NN AT LR T 71
AT LDAA X StorageClass TIEEINE T,

37



RSN

solidfire-san

solidfire-san

ERZRB 9 HIC

ZJOk3alL

iSCSI

iSCSI

A)a—LE—F HR-—FThTWL3S
TIOHEXE—R

JOwvy RWO. ROX. RWX
. RwWoP

TJ774ILRXFTL RWO. RWOP

Element/\w I T RE{ERT BHIIC. KDIBHRHAVEIZHED £9,

*Element V7 bz 7%2RTIT 3. YR—EFAROI ML= X T Lo
* NetApp HCI/ SolidFire 7 5 R R BIBE X -IIAR) a—LZEBEBTES TV FA—HFDILT>I vl

* TARTD Kubernetes 7—H—/ — RICEYZ iISCSIYV—ILZEZA VA N=)LTINERHD £T, 28R
LTLIEETW"D—h— /) — ROEHFBH"

NI TV REHA T3y

NYIITYREBEATSIaVICDOVWTIE. ZOREESBLTLIEEL,

INTA—H

version

storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups

Types
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WSS ICTERR)

iSCSI F S 714 wIERFEDRI b
AR —T A RICHEBELET

CHAPZ A L TiSCSIZEREEL £
3, Astra TridentldCHAP % {&FH

FERTZT7I9ERTIL—TIDD
e

QoS D #k

FIT7AILE

=

BR—rENBT7
T1IV AT LA
T7AILS AT LD
HOFHA raw 7
Ay 77NART
ERS

xfs. ext3. exti4

= IC T solidfire-san-1

riscsl_j + X kL— (iscsl
) IP 77 KL X SolidFire

T7A4ILE

ELLTY
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INTAX—R 5rEH TTA4ILE

limitVolumeSize BRINFEAR) 2a—LYA XN “ (F7AILMTIFEAINEFEA
DEZBZTW3EE. 7OEY )
IZVINKRMLET

debugTraceFlags ESTINSa—Ta JRICER  null
TB3TNYITTST, Bl {"API"
. false . "method" @ true}

@ ERLABRWVWTLZE V) debugTraceFlags F 27> a—F70 >J&2FTLTVWT., a0
IR THRERIGEZRTIET,

B DN YOIy R solidfire-san 3FEDOAR) 2 —LEZEAT-RSA4N

ROFE. CHAP SRR TA3NVIIVR T 71ILE. FED QoS Rif=#EAL =3 DDAR) 2 —LA&
ATDETIVIZRLTVWET, EDHEIE. ZFEBALTEA ML =I5 X2 FEHETRELSICEERELET
IOPS AL =05 XADINT A—A,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
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Fl2: DNYIIVRERA ML= TS XADKE solidfire-san RET—IL xR TR ZA4N

CDfE. RET—ILrHIZ. TNS5%EBIRT SStorageClassesE EHICHEBE TN TWVWEINY I IV REE
7740 ZRLTVWET,

Astra Tridentld. A L= 7= IILEICHEIRNILEZ, 7OEDSaZVIRIC/NY I IV RX ML —2LUNIC
dE—LEzd. ANL—UBEBEIZ. RET—ILICIRNILEEZLIED, R a—LESRNILTYIL—TF
ItLi=bTEZE,

UTFICRINYIIVREERT 7IILDAITIE. SRTDRARL—=F—= LI L THEEDT 7 4L RHERE
SNTVET, CNICED. DRESNEXT type VILN— RETF—ILIF. TEEINZET storage Y
>3y, TOBTIE. —BRORA L= TF—=ILDVMBDR A TR EL. — SO T—ILHEERDT 7 # )L ME
xEEZLET,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"

TenantName: "<tenant>"
UseCHAP: true
Types:

- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'

zone: us-east-1la
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type: Gold

- labels:
performance:
cost: '3'

silver

zone: us-east-1b

type: Silver

- labels:
performance:
cost: '2'

bronze

zone: us-east-1c

type: Bronze

- labels:
performance:
cost: '1'"

silver

zone: us-east-1d

RDStorageClassEF&ld. LEDRET—IILZBRLTVWEYT, ZFHT S parameters.selector FX b
L= 2 RE R a—LDRIAMMIEATEZRBT—ILZHUOHELEFT, R a—LiZiE ERLER

BT7—LATERSNLERZD DD X T,

RVIDA L —T U5 R (solidfire-gold-four) ZERT R L. RPDEFRET—ILICIvEYTTEINF

To d=ILRDNT =TV AERMTZH—DT—)L Volume Type QoS D, RMEDAL—JIFX

(solidfire-silver) SiverNT #—IVRZRMHITEZII ML - TF—ILZIRTHEL FJ, TridentH\
EDRBT—INZBIRT IO ZHML. AL —CBEHZHERICHELTELIICLET,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=gold; cost=4"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=3"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=bronze; cost=2"
fsType: "ext4d"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver; cost=1"
fsType: "extd"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=silver"

fsType: "ext4d"
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limitAggregateUsage /N T X—XIITIFHBEL FHA vsadmin LUV fsxadmin I—H
THIVE I ZONTA—RZIBET D CRELIRIFKBLFT,

ONTAPA TTridentE S A NAMEATE 5. LOHROBELWVWO—ILZIERT S EIFRIRETI A, #HELX
HAo Trident DFTV ) —XTIE. ZLDHE. ERINRET API NEMTREICHZ D, Ty TIL—RH
L. IS—BECHPILKADFET,

NVMe/TCPICBE 9 3 Z DIDEEEIE

Astra TridentTl¥. ontap-san A TZEL RS04 /N—:
* |Pv6
* NVMe7R1) 2 —LdDSnapshot 7 O—
* NVMeR ) a—LDH 1 XEE

* Astra Trident TS A 71 VI EZBEBTE 3 LS. Astra TridentOAEBTIERR T NLF=NVMe R ) 2 — L%
A1VR—+T3

* NVMe=®1 71 7ILFINR

* Kubernetes/ —RDIL—XTILo vy OV FRIZTIL—RTIL> vy &Y (23.10)
Astra Trident TIZRDIEREDHR— TN EH Ao

* NVMe TxA T+ ZICHR— kT3 DH-HMAC-CHAP

* Device Mapper (DM ; 7/N\1 XX w/\—) TILFI/INX

* LUKSHEES1t

Ny 2 I RICONTAPSANRS A NEBET 3 %MmELET
ONTAP SANK S /N\TONTAPNY I LY R T 20D BHERIFA T arvE
BEELE I,

=2

ONTAP N O ITY RIANTICH LT, Astra Trident B SVM ICD B EH 1 DT T VX —bZEDYTT
ELBELRHD XY,

BEORZANZRITL. 1 DERIFEBDORSANZBRIBZA N —CIVTAZERTAICHTEX
To LRI ZHRETETEXY san-dev ZFHT S 7 X ontap-san RT7M/\NELVUPAsan-default &
9 %7 2 R ontap-san-economy 12,

FANTDKubernetes7—H—/ — RICEYIARISCSIY —ILEZA VA —ILLTHELLHBELRHD T, #2BL
TLIETW'"D—h—/ —RZEHEFELET" ZBBLTIIETL,

ONTAP/\vw U T > k DFREE

Astra Trident [Cl&. ONTAP Nw O IV R%ZFEETZ 2 DDE—RAHD FT,
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* credential based : RELMERZIEFD ONTAP 2—HDI—HLKQE/NRXT— K, &Y. FRERINt
Fal)TFsOJ4>0- ) zERATZI e =2#HEL XY adnin £721& vsadmin ONTAP D/N—2 3> &
DEHZEMZBRARICED 370,

* SEBAEAR—X : AstraTrident &, NI IV RICA VA M=ILENT-FERAE%#EA L TONTAP V5 X &
CBIETRCHTEET, COBAE. NV IIYVRERICIE, Base64 TLYIA—REIN=0Z1T7 YV
NEEFAZ. F—. BSLWMEEINT- CASIEE (#E) HEENTLVIRELHD T,

BEONYIIVRZEH LT, JLT VI vIINR—XDOAREFRAER-IAOFREZYIDERZ N TS
9, 2l —EBICHYR— bENBFTEAFEIIIDREITTY . BIOSREARICTIDEZRBICIE. NyvoTY
FEREDSBIFEOAXZHIRT 2HENDHD T,

(D 7 b?//v}bc‘:;ftﬁﬂi@ﬁﬁ%*?‘é‘ﬁébd: 2893, Ny IIYROERHRE L. HE7
7AILCEBOFAENEETN TV L VWS IS —HRREINE T,

ILTUIvIIIRN—RADRAZBMCLET

Trident B ONTAP Nw U TV RE@EETBICIE. SVM ZRE LEBBEFIZVS A4 EWTRE LTI-EE
BEDULTUIVILDMETY, BREDREDEFIEEINO—-IIZEATZI e =##HRELEXT adnin £
721d vsadmine CHUCE D SHED 1) —XD ONTAP £ OFBEENSHED ) 1) — XD Astra Trident TfEF
SNBEBEAPI D RSN BAIEEMDHD X T, ARFZLDEF2)FT40O5 1> O—)LIX Astra Trident T
ERL L TERTE X 9H #HESThEHA.

NY T IV REZEDONIRDELSICHED T,

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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NYITIVRERIE. LTIV IDTL—VTHF AN TRESNDIHE—DIGFATH S ZEIEFELTLE
TV NYIIYVRMMETND . I—HRE/NXT—RKH Baseb4 TL> I— RN, Kubernetes > —
JLy e LTRIAICNE T, LT vIILORBIRELRDIE. Ny I I ROEREITEFHLEITT
To COUIBIZEIEEEAHT. Kubernetes/ A ML —SBEBEIEITLET,

SEFBER—XOFREEBEMICLET
R EIIBEFEONY VTV RISHBEEEEAL TONTAP Ny VIV REBETEE T, NvIIYVRES
ICIE3 DDINSA—FHNETT,

* clientCertificate : Base64 TIT>1—R3EN=o5+1 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > 1— R3dNfz. BEM T S NI-EREBDE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZERT 3551,
CDONTA—AEIBETIHNENHD £9, EEINE CAHNMERAINTULAVESIIERLTHEVE
Ao

—EHR T — 7 JO—IRDOFIETHERINE T,

FIE

1. 9547 MEBBE X —% 4L £, £RMEFIC. ONTAP 21— L CEREEY B & 51 Common
Name (CN ; #H@#) #HRELF T,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. fERETENT CAGIFAE = ONTAP S RZICEML £F, COMEIF. R L—IEBENTTICIT-T
WBEBEMA B £, SETES CANMERATNTUAVESIZERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. ONTAP VSRRV SA TV NEFAZE e X —% 1>V M—=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP X a5 Q74 >O— I THR—FENTVWB I L EMHET D cert SREEH .
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security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S5 A EINI-EFAZE % FHA L CERiE% T X FONTAP &BIE LIF > ¥ <vserver name> (&, BIELIFDIP 7 R
LABLIVP SVM AICEFTHER T IV,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiIFAZE. ¥—. BLVEBEIN CARAZEAX IV O— RT3,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

I RIOFIETHEMEZERAL TNV I IV RZERLE T,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

LA EEEH TN JLT v EO—T—>3 LT

BEONYy IV REEHL T ORMAEZFERLED. L7 v zO0—F7T—>3 > LhTERX
To CNUFEBEEDAETHEELEFY, I—HRENRT—RZFERT 3NV I IV RIFEEBEZFERT S
KOICEFHTETXEIA SAEZFERIZNYIIVRIEA—HRENIT—RIZEDVWTEHRTETEXRT,
NZIT3ICId. BFORAEAEZHIBRL T TLVWEREREAEZEM T 3HELH D 9, RIS, BN
7=backend.json7 7 1 JLICRAEBRNT A —RZDEFENT-DDZFEAL TEITLEX T tridentctl backend
updateo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

N IITYREBEHLTH., TTIERINTWVWBRY a—LADT7 IR IFHEINT. ZOERDORY 12—
LEFICHOEELEEA. NV IIY ROEFHHMINLZHE. Astra Trident B ONTAP N I TV RE@
L. LIFEDOR) a—LAMEBENIBTEZZRLTVWETD,

X751E CHAP Z M L TRtz s8sEL £ 9

Astra Tridentid. (Z¥ L TWARCHAPZ{ERE L CTiSCSIzw > a Y &RIECE X9 ontap-san BK VU
ontap-san-economy RZ4/\e THIUCIE. ZBWICTBIHNENHD useCHAP NV I IV REEDT T
32, ICERTET B L “true’Astra TridentTld. SVMOT 7 4L DA ZS T —RtF a2 74 HWHRCHAP
ICERESN. NwIITVRIT7AIUCA—TFREI—I Ly MDRESNE T, BEHDEREEICIEIINATR CHAP
ZERATACCZHRELE T, ROKREFMZESRL T,
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version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ o UuseCHAP N XA—AIE, 1EFEITRETETZ2T—ILEOA S>3 > T, T 74/ ETIE
false ICERETNTUVWE T, true ICERTEL=HE T, false ICREIT D LIFTETXH A

[CH0A T useCHAP=true. chapInitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername B LT “chapUsername 74 —ILRIENYVIIYV RERICEDZIHVELNHD X7,
HERITITBE NYIITVRDMERESNTHETO—I Ly b EZEETEFXY tridentectl updates

EDLHEH

HREL XY useCHAP truelCRET D E. A RL—UBEEIFZ. ANL—YNY I I RTCHAPEZREY
3 & SiCAstra TridentiZIERL £ 9, CNICIERDODBDHEENZE T,

*SVM TCHAPZtEy 7Y FLET,

cSVMDT T I EDAZIT—REFa) T4 %A Fhnone (77 #JL bTERE) *T. *RUa—L
ICBEFDOLUND R WIFE. Astra Tridentid T 7 )L b Dt F 2 7 X+ 7% caap CHAPA Z> T —
BREZ=Ty bDA—HFRELVI—TL Y FOREISEAE T,

° SVM IC LUN A& N TWBEE. Trident & SVM T CHAP Z#B%hicL XA, LD, SVM
ICTTICTEETBLUNAD 7 7 IDFIBREINER < ED £9,

*CHAP A Z>I—RER—7y bDA—HREI—IL Y b ZRELET. CN5DOF T2 avid. Ny
TJIVRIBRTEEIS2HEDNHDET (EEZER) -

NI IV RPMERRIND & Wi D H Astra TridentiC & > THER M1 E ¢ tridentbackend CRD% E1T

L. CHAP>—2 L v b 1—H&%Kubernetes>—27 L v b LTRELE T, CD/NYIITYROD Astra
Trident ICK > TR T NI RTD PVS YT I, CHAP ERTERINE T,

JLTrivEO—T—>avl. Ny I IV RZzEH
CHAPY LT ¥ )2 B#H T 3IClE. TCHAPNS X —R2%BEH L £9 backend.json 771 )L, CHAPY

— Ly bEBEH L. 2ERITIVELNDHD £9 tridentctl update BEZRMITZ7-HDITVRT
ER
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Ny I TV ROCHAPS—o Ly N BH T 3 HBAI. 2ERTIRENGD T
(D tridentctl N\yOTY REEHLET. Astra Trident TREBZME TS BUED, CLI/
ONTAPUI 'SR ML =U 03 REDI LTI v LZBHLBVTIIEE L,

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

+——— o +

| NAME | STORAGE DRIVER | UulbD

STATE | VOLUMES |

e —— e — e ettt
t——— e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e e e
- e +

BZEOEGIIHEEZZITEFEA. SYM D Astra Trident T LTV vILAEFHIEINTH., 5|ZHEET 79T+«
TTd, FiLWERTIIEFRINILT OO VvILDMERIN. BIEOESIZS ISHEES 7T 7T, &aL)
PVS Z4lf L THIER T2 L. B INIIL TV vILAMEREINE T,

ONTAP DSANIBR A 7> 3 > £

Astra Trident® -1 > X k —JLERIECTONTAP SANR S 14 N2 1Ep L TER S 32 552 Cf8
NLET, COEI>I>TIE Ny IIYRFOEMRFAlE. NvIIVR
% StorageClassesiCYwE> T T30 DEFEMERLE 9,

Ny OIITY RIEBEA T3>

NV IITYREBEATSIICDOVWTIE, KOREBEBLTLLEIL,
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NTA—=H Bl TI7#I b

version BT
storageDrive XML —YRSA/NDHARI ontap-nas. ontap-nas-
rName economy. ontap-nas-

flexgroup. ontap-sans
ontap-san—-economy

backendName ARARXLZFRIEFAML—SNYIIVR RS /\%+"_"+ dataLIF
managementLI 735 XXAXBIELIFX7/IISVMBIEELIFDIPT KL X, r10.0011 . T
F [2001:1234:abcd::fefe] 1

Fully Qualified Domain Name (FQDN ; 52288 K X
12%) ZEETETET,

IPv6 7 =4/ % {EMH L TAstra Tridentz 1 > X b—JLL
12581, IPVB 7 RLRAZFEATALSICRETEX
o IPV67 RL RXIE. RDESICAN>DCTEERIT D
MENBHD £,
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
Jo

> — L L X% MetroCluster X 1w F 4 —/N—ICDWT
&, #2BLTLETL, MetroClusterdfl,

dataLIF ZORIJILIFDOIP7RL X, SVMOIREMTY

*iISCSIHCIZFEE LBWT L 2TV, * Astra Tridenth®
ER L £9 "ONTAP DERAILUNT v " iSCSI LIF
ERRHETBICIE. WILFINAE Y g %=L D4
BABHDFT, ODBRIIEENERINET
datalIF |[FFARBIICEEREINE T,

* MetroCluster®5&I13EBIE L T ZE 0, *
MetroCluster® i,

svm £ 9 % Storage Virtual Machine SVMDGZEICERINET
managementLIF ZIBELXT
* MetroClusterDIHZ&IF BB L T T L, *
MetroCluster® i,

useCHAP CHAPZ% A L TONTAP SAN R S 1 /NDIiSCSI%E2:F false
Li'g- (7‘_U 7\/) o
ZICEREL F9 trueAstra TridentTld. Nw oI
R TIEESINI-SVMDT 7 #+ )L FEREEE L TWA
BCHAPEZREL THERLET, #BRBLTLIEETW
"Nw I RICONTAP SANR S A N\EHET 3 %(H
ZLFEI"ZBRLTLIESL,

chapInitiato CHAP A Z> I—&R>—2JL vk, OBEIFIHNETT ™

rSecret useCHAP=true
labels AR a—LICERTZEED JSONFEROSNILD ™

v bk
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Bl

CHAP #—/7'w hA ZoIT—2>—UL vk,
|[FWHZET Y useCHAP=true
AYNT Y RA=HR, DBEIFBEATT
useCHAP=true
2=y b A%,
useCHAP=true

DBEIEHBTT m

2547 NIFRBE D Baseb4 T 11— Rfl, ZFEAZE "
/\“—X@m\uﬂfh_ﬁﬁﬁ*hi?
OS54 T N D Baseb4 T 11— Rfl, ZFEAZE ™

N—ZXDFREECFERTNE T

Tnﬁﬁ*ﬂﬁ_ CASIPHZ (D Baseb4 T> 11— RfE, £ ™
l\=-'o uIEEEE/\ Z@nlu\uE‘u{Eﬁﬁ—kni?o

ONTAP 75 2% ¥ DEIEICHERL— %, JLF ™
v I)ILR— X@wuniE‘k.ﬁFﬁ‘kngf'a‘o
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

EEALTHERLIEIARTORY) 2—L ontap-san K5 /\Td BAstra Tridenth'. FlexVol
DABAT—=RICHIET BT=HIC. THIC10%DBFE=%XEBMLUN (. I—HH PVC TEKRL
@ BA X FoKEALYrXTFOEY 3= 3INE T, Astra Trident H' FlexVol [Z 10% %
IBfN (ONTAP THAEHBERT A X LTHRR) I—HIZld. BEXRLI-FERATREBTENEID H
THNEd, £, FATRELGIR—IDTILISTERINTULALANED, LUN HFAHEDE
BICHRB3ZrbHhFEEA. Thid. ONTAP & SAN DBEMICIFZLE L = Ao

EEHEITD/NvI LY RDIBEE snapshotReserve Tridentid. KDL SR a— LA X#HAELZF T,

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1 1%, Astra Trident @ 10% DEHIEIE T, FlexVol DX X TF—RICHIEL FT., DHEE
snapshotReserve = 5%. PVCEXRK=5GiB. R) 2 —LDEFH 1 XI$5.79GiB. FEAAELY 1 X
|135.5GIBTYo o volume show XRDBFIDLSBERINRRINE T,

Volume Aggregate State i Available Used%

_pvc_B89f1lcl56_3801_4ded_979d_034d54c39514
online RW 18GB
_pvc_ed2ecbfe_3baa_4afb6_996d_134adbbbB8ebd
online RW 5.79GB
_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB
3 entries were displayed.
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ZRLTVWET, Cnld. NyoT

@ Amazon FSx on NetApp ONTAP ¥ Astra TridentZz{EH L TLW3H&E. IP7 KL XT3k
<. LIFODNS%%ZIEET D L ZHEL £,

ONTAP SANOD

_Mid. ontap-san FZ1/\

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend

username: vsadmin

password: <password>

ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1
svm: svm iscsi eco
username: vsadmin

password: <password>
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MetroClusterD |

2AYFFA—=N="PRAYFNYIDERTRICNYIIY RERZFETEHITIHNENBVLSICN
WOLYREHRETCEFET, "SVMLTUT—o 3> N0

O—LLRABRAYFF—N—C XAy FNy I %RITTBICIF. managementLIF ZHBEL £,
dataLIF &V svm /INT X =526 :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

SERAEANR— X DEREED A

CDEXRPEHRER TIE. clientCertificate. clientPrivateKey H LT
‘trustedCACertificate (EEEINICAZERL TWBRIHERIFAF T aY) HICAHNTNET
backend.json B&WIF. 7547 MEAE. WEH. FEEINI-CAGIBHEDbase64T > 11— FE
ZETNENEELZF T,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXR0OZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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XA EICHAP DA

ROFTlE. useCHAP ZIZERTELFT trueo

ONTAP SAN CHAP Dl

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANI ./ = —CHAP®D

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/\w T R TNVMeZfEA T ASVMEZREL TE K BELH D £9, ZHNIENVMe/TCPOER
BENY I Iy RIERTT,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

RET—IzERTZ/N\NYI LT RDOH

NEDH VTNV IIVREERET 7AILTIE. RDESBEFEDT 7 AILEDNIRTORA ML= T—)L
ICRRESINTUVWET, spaceReserve L1 DIFEIF. spaceAllocation EDFRD encryption EIT
INET, RET—ILIE. AAL—=2E00 30 TEELED,

Astra TridentTl&. [Comments] 7« — L RICTOED 3 Z VI INILDFREINE T, FlexVol ICOX > bAY
RESNE T, AstraTridentld. 7OEY 3 Z >V JRIRET—ILLEICHZIRTDOSRILE X ML —UR)
a—AICOAE—=LEzd, ARL—=—UBEBEIE. RET—ILCICTRNILEZEEERELTED. AU a—LEZSARNILT
TJIL—MELEEDTEET,

cNHEDBFTIE. —EDR L —I T —ILHYIHBE D spaceReserve. spaceAllocation KT
‘encryption fB. BKIUV—BBDT=IIET 7HIL MELDBHEBEINE T,
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'
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zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20"
defaults:
spaceAllocation: 'false'
encryption: 'false'

N\ I K% StorageClasses ICY¥ v EVT LET

JRDStorageClassE&E . [RET—IL=FEET 2NV I LTy RDAl, ZEBY 3 parameters.selector
74 —I)L R TIE. BStorageClassHh'hR) 2 —LDKRA MIERATEZRET—ILEFVELET, RUa—LA

ICI3. BIRULIREBT -IILRTERSNIEERZDHD T,

* o protection-gold StorageClassid. ontap-san /NI VR d=ILRLARNILOREZIRMET S
ME—DT—IL T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassid. ND2EFH C3BFBDIRE S—ILICIVvE>YTEINET,

ontap-san /NI IR I INSIE. =L RUANDRELANILZREITZIHE—DTS—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* . app-mysqgldb StorageClassiZHDIFEDRE TS —ILICY Y E VT ENE T ontap-san-economy

NYPTITUR UL mysqldoRA F7 7 )= a3 EOR ML= T—IUIBRZIRE T ZH—D 7
—J)L T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClassidRD2EFEBDREST—ILICIvE>TE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* . creditpoints-5k StorageClassidDIBEH DR T—ILICTYvEV T EINET ontap-san /Ny ¥
T READIBEDIRE T —IL ontap-san-economy /AW Z IV R TNsldE. 50007 L2y hRA
Y hEEFOM—DT—ILAT )T T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* . my-test-app-sc StorageClass|IIcY v E>I ENET testaPP HDRIE T —JL ontap-san K3
1 /\ sanType: nvmeo _HUIHE—DT—)LTF—EXTY, testhApps

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Tridenth'. EDRET—IILZBIRTZHZHBL. AL —CBHZERICHLIELSICLET,

ONTAP NAS RSN

ONTAP NAS R 5 /NODHE

ONTAP & & T Cloud Volumes ONTAP @ NAS RS /N\Z{EH L ONTAP /\w o TV
ROFEICDOWTERBL X,
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ONTAP NAS R 51 /\D ¥

Astra Tridentid. ONTAPY S X R EBETRTHDRDNASA L= RS NEREBLET, HR—FT
NTWB 77t XE— Fid. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¢,

@ RE. VAN, EE T v IlAstra Controlz R L TULWBIHEIX. Astra Control K =1/ D

B,
RZ14N ORI ARJa—L HER—-—LINTWBETY HER—-—bINZ3T77T)
E—FK TRXRE—F AT L
ontap-nas NFS 7714l RWO. ROX. RWX. RW "'\ nfs. smb
SMB AT I OP
ontap-nas-economy NFS 771JLY RWO. ROX. RWX. RW "' nfs. smb
SMB AT L OP
ontap-nas-flexgroup NFS 7714l RWO. ROX. RWX. RW "'\ nfs. smb
SMB AT L OP

Astra Control K 5 -1 /N B #:i4%

Astra Controll&. TIEREL7c R 2a— LI LT O—LL AR FRE. TR EZVAN) ELUVBE

(Kubernetes? 2 AR THR) 12— L%=#E) ZEML X7 ontap-nas. ontap-nas-flexgroup H& U
‘ontap-san RZ4/\e ZBBL T EEV "Astra ControlL 71— 3 > ORIREH" Z8R LTS
LYo

* {FA ontap-san-economy KHEHR ) 2 — LDEREIIDELDHZVWEFTREEINSGISF
BDH "FR— kTNBONTAPDFHIIR"

* f£H ontap-nas-economy KR 2 —LDFERAHEHNXDELDHZVWEFEINDIG
@ BDH "YR—FENE0ONTAPDOFIE" & U ontap-san-economy RS /NISFERATE
Ft Ao

* FRALABWVWTL/ZE W ontap-nas-economy 7 —XRi&. 74 HFAZUANU, EEUTF
4 DZ—ZAWFRINBZFE,
I—HHERR
Tridentid. BEIZZFERA L T. ONTAP BEIEE £/ IISVMBEEBEDE 5N LTRITTNZIURELRHD £
admin 7 XA 1—HF|dTT vsadmin SYVMA—, FHldELO—-)L=HFORI0D&F10D 11—,

Amazon FSX for NetApp ONTAP ERIE Tld. Astra Tridentld. 7 5 X X% FEHE L T. ONTAP BI2E&E X /-
IEFSVMBEBEDECEHQE LTRITINZDBDEBEL TWVWET fsxadmin I—HF7/IETY vsadmin
SVMI—H, FLERELO-ILZHFIOHOZEIDI—H, o fsxadmin COIA—HE. I XAXEEEI—
HZRENICEZTHEZIZHDTY,
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ZfEAY 3% 8 1limitAggregateUsage ¥ 7 A X BIEEMERNUNETY, Amazon FSX for

@ NetApp ONTAP % Astra Trident& E B ICHERA L TLWB3HEIF. Z8RL TV
limitAggregateUsage /N T X—XIITIFHBEL FHA vsadmin LUV fsxadmin I—H
VAR I CONFA—RZIEET 5 EREVIBIZKRBL T T,

ONTAPA TTridentE S A NAMEATE 5. LOHROBELWVWO—ILZIERT S EIFRIRETI A, #HELX
HAo Trident DFTV ) —XTIE. ZLDHE. ERINRET API NEMTREICHZ D, Ty TIL—RH
L. IS—BECHPILKADFET,

ONTAPNASRSANEFERALTNYIIVRZRET I E T LET

ONTAP NASK S /N CONTAPNY YU LY RERETD-ODEH. R4+ > 3.
BLUVITIVRR—FRUS—Z%EBRLFET,

2

* ONTAP Ny I TV RIANRTIIXF LT Astra Trident D' SVM ICD % EH 1 DOT7 T VT —rZzEIDE
TTHELBEDNHD XY,

CEBBORTANZERITL. B0 —AZBRITZANL—CUTRAZERTEET, ERIE. ZFER
33GoldV T AEHRETET XY ontap-nas RTA /N %ZERHT BBronze” 7 X ontap-nas-economy
126

* IARTDKubernetes7—hH—/ — RISEY)IENFSY —ILEA VA R=ILLTHELBELNHD £T, 281
LTLKFEETW'CELZ BTV 55 -

* Astra Tridentl&. Windows./ — R TERTINTWVWBRRY FIZXT Y FETNFSMBR!) 2— A@%ﬂ’a’:"ﬂ'/‘]’\
FEBBLTKIETVWSMBRY a—A% 7OEY 3 =035 % Hma LET #8RBLTLLIES
ONTAP/\'w & T > R (OEREF
Astra Trident ICI&. ONTAP N\w O IV RZFRAET S 2 DDE—RHAHD FT,
* Credential-based : TDE— R Tl&. ONTAPNNY I I RICHDRIERNUKETY, BRIEEINEF

AT« 074 >O—ILICEERTENT=THI Y b 2ERTACEZHELET, 0 adnin £7=1F
vsadmin ONTAP ON—2 3>t OE#RE =K AIRICEH S8,

* Certificate-based : Astra Tridenth*'ONTAP Y S X X LBIET B 7=0ICIE. /Nv I T RICEEFRZEL 1V X
F=ILETNTVWEIHRELRHDET, COBE. NV I IV RERICIE. Base64 TTVIA—RIN=0Z
A7 NEEFRE, ¥ —. BLEFHEINT- CASIFAE (GHEE) HESFNTLIRELHD T,

BEONYIIVREEHLT. LTV YIAR—IAOAREIBEER—XDAREZTDEZZ LN TE
F9, L. —EBICHR—FEINBZBAEHEIRIDIEIT TS, FIORIEARICYTIDEZSICIE. NvoITY
REREHDSBFEOARNTHIBRT 2HELHD X7,

@ LTV IIEHBBEDOmMAZEELELS TR E. Ny I Iy ROEMDIREL. 87
71 ILCERDOERAEIPIEETNTVWARE VWS IS —HARREINE T,

7|/T//’\"}l//\ zwwu\nE%ﬁ}btubij—

Trident A ONTAP NwW O TV REBETBICIE. SVMZWRE LI-BEEXZIZVSAEENRE LI-EE

BDILTUOVILDMETY, REDIEEDEFIERIN-O—-ILZFERITZCEZHELEXT adnin £
7213 vsadmine —HUCKD. 5D 1) —XD ONTAP £ ODEHMNSED ) 1) — D Astra Trident TEH
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INZHEBEAPI DA INZAIEEMEDRHD £, HRELDEFX ) T4 0T+ > O—)LIE Astra Trident
TIER L CTERTE £ 9H. #HEINEFE A

NYITITYREZEDONIRDELSICHED T,

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYITIVRERIIE. LTIV IDT L=V THFANTRESNDIHE—DIGFATH S ZEIEFELTLE
TV NYIIYVRMMERTND . I—HRE/INXT—RKH Base64 TL> I— RN, Kubernetes > —
JLy b LTHERMENE T, LTI vILOBDIREREDIE. NV IITY ROEREEHRLITTT, &
DAIB I EIREFAT,. Kubernetes/ X L —CBBENRTLET,

SERREN—XDERSEZAMICLET
TR EIIBEFEONY VTV RISHBEEREAL TONTAP Ny I IV REBETEE T, NvIIYVRES
ICIX 3 DDONTAXA—FZDRETI,

* clientCertificate : Base64 TIT>1—R3EN=U541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > 11— R nfc. BEEMIT SNI-MWERDE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZERT 35513,
CDNTA—REIREITIHNELHD £9, FREINE CAHNMEATNTLAVGEIFERLTHEVE
Ao
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—MRBRT =T 7 O—IXRDOFIETHERETNE T,

FIE

1. 73’(7\/ Fiﬁag;ej_# %éEE‘ZL/gs—g_o EEEH%L:\ ONTAP l_ﬂt L_C-EIL.\DIEQ_%;D‘L Common
Name (CN ; @) ZRELF T,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. (SRECTNT- CASIFAZ % ONTAP VS X AZICEBMLEd, COMEBIZX. R ML—CBEEN T TICITOT
WBBEEMMH D F9, ERETETD CANMERIN TULWEARWESIZFERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

B.ONTAP VS RAICUZA TV NEFAZE e X —% 14>V —=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4 ONTAP EXaUTF4 Q4 >O—I)ILTHR—FEINTWB I EZERT D cert FRIAFH R,

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http
—authentication-method cert -vserver <vserver-name>

S AR NI-EIRAZE % E A L,Tiuﬁﬂi—?x I\ONTAP &EIE LIF > ¥ <vserver name> |3, BIELIFDIP 7R
LAELV SYMBICEIRZ TLETL, LIFOY—ERR) S —HRICHREINTWVWS 2RI 34
ENRHODZFT default—data—managemento

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 TiAAE. ¥—. BLVEREIN CAIAZEZIYO—-FJ %,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64

base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

ELAEEEH I BN JLT i vlzO0—T—23>r LT

BEONYy IV RZEHL T, JORAEAEZFERALED. L7 v z0—F7—>3> LD TEE
To CNIFEBEEDAETHHELEY, I—HRENRT—RZFERT 3NV IIY RIFEEBEZFERT S
KOICEFTETEIH, FAAZEZEATINYIIY REIA—HFRENRT—RICESVWTEHRTETET, C
NZz1T5I1CI3. BEOREAEZEIFRL T FTLVLWEREREAEZEMT 2HENHD £, XRIZ. BEF S
7=backend.json7 7 1 JLICABRNTA—ZDEFENT-DDZFEAL TEITLEX T tridentctl update
backendo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

NZAT—ROO—7T—2 3> ZRTIIRICIE. A L—UBEEDNRANIC ONTAP TI1—H
ORI~ REBH T EUBENBD ET. CORICNYIIY RT Y TF— MRS ET, I
() ®\Eon-F-oa ERATABIC. BROTRRELI—VICENT 5 LA TIET, £
D%, Ny oI RFEHRSNTHLVTRBMERING &S ICADET, COMHEICH
CHWEIHEIE. ONTAP 25 22 BHIBTE £ 7,

NYIIYRZEHLTH. TTICERINTWVERY a—LADT7 7R EHEINT . FDHBDORY) 21—
LEFICHODEELEFEA. NV IITY ROEFHMINLI-HE. Astra Trident B ONTAP NI TV R @
EL. UBEDRY) 2 —LNBENBTEZ % RLTVETD,

NFS T RR—rRUS—%EEBLET

Astra Trident I&. NFS TV XR—bhRUD—%FERALT. 7O 3 =Z>J 2R a—LANDT7 I %
HIEL£9,

Astra Trident |ICld. T RXAR— R S—%FERTIRICRD 2 DDA T3 hHDET,
* Astra Trident [&. T XAR—bRUS—BEREHNICEETEET, COE—RTIE. FBRIGERIP 7

RLX%ZRICIDR7OVIDIRERXNL—JBEBEDIEEL £9, Astra Trident |&. CDEHICT
FNB/—RIPEIVRR—bFRUS—ICEFNICEMLFEFT, F7/-ld. CIDRs hMEE TN TULVALIE
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Bld. /—RETBRHEINEZ/O0-NILZAOA—TOAZFv AR IPAI I ZR—RUS—|BINE
nxd,

c ANL—=UBEEIE. TVRAR—FRU—%ER LD, IL—=ILZFHTEMLEDTEFXT, HEBIC
AMOITYURAR— bR —ZEIEELHRWVE, AstraTrident T 7 AL DIV RR— RS —%{FA
LEd,

TJZAR— bR —ZEWICERE

Astra TridentTld. ONTAPANY I IV RDI IV RAR— bR —EFHNICEETETEI, LD, X kL
—JEBEIE. BRI —ILEZEFEHTERITBZINDTIEEHL. 7—H—/—RDIP THAEINBZT7RLRX
R—AEEETETET, TIVRKR—FRU)S—DBEEBHIKIBICEZELIN. TIRXRR—FRUS—%2ZTELT
He ARL—=2 0S5 RRICRTBDFHOREIIRBICADEXE T, SHIC. CORAEZFERTD . A ML=
DSRINDT VA %EIBE LIEERRNDIPEZIFE DT —H—/ —RIEFIFICHIRTE 576, SOHMAHLVEED
AREICARD £T,

RAFZIVIITVRAR— RIS —%FERT 3HEIE. Network Address Translation (NAT; =
C) w hD—=0F7 RLZAZH) ZERALBVWTLIEIWV, NATZEHET 2. A hL—2O> kO

—JIFEBRDIPRANZRLATIERSC ZOYF I RONAT7Z RL XA ER# T 20 T

ZAR=RIL=ILIC—BLABWVERIZT I INEEINE T,

(2l
2DODREA T > ZERTIHEDHBDET, NV IITVFERDHZRISTLET,

version: 1

storageDriverName: ontap-nas
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

COMBERFERT 3B81F. SYMDIL— Py > oo avil. /—ROCIDRT7OY I %A

C) BITUVRAR=FIL=I (TTAILEDIIRR—=FR)S—RY) 2ECHaER LTV
AR—=FRIV—DHB R TIVELDHD £9, NetApph R T EIRI N TS IT
RICHE > T 1D DSVM%E Astra TridentERIC T %0

CC Tl ERRDFIZFERAL TIDRENE DKL SICEIET M DODWVWTEHAL XY,

* autoExportPolicy BICEREIMNE T trueo UK. Astra Tridenth DTV R AR—rRU S —%ERT
322¢%RLET svml SYMT. ZFEHALTIL—ILDOEMEHIFRZAIEL £9 autoExportCIDRs 77 K
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

DIHE ontap-nas & ontap-nas-flexgroups TridentHFATICEHEZER L T Flexvol OH AT
X hsnapshotReserveDENFGEPVCTIELSRESINTWVWBR EZHERITBLIICHBDE LT I—HH
PVC ZEBKTB Y. Astra Trident (& FILLWEHEZEHRAL T SDZLDAR—IZHFDOTD
Flexvol ZEL T, COFHEICLD. I—HIFERINE pvc HOEFTAATERIR—IZZF
L. BERENTCAR—REIDBHBDBRVAR—IAZHFRTEE I, v21.07 LOFION—2 3> TR 21—
H pvc ZERTBE ( 5GiB HR¥) . snapshotReserve H 508 ICERESTNTUVBRIHE. EFAAA
BB AR—RIE 2.5GiB DAICHEDE T, . I—HFHWERLIEA) 2 —L2BEEHRTHBI7HTT
‘snapshotReserve [CI&. FDENEZIBEL £, Trident 21.07TlE. A—HFHERLT=H DHE FIAHA]
BERAR—XTHD. Astra Tridenth'E#&E L £ snapshotReserve Rl a—L2EICHTIEIGE L TR
INEY, ICIFEHINEFEA ontap-nas-economyo C DEBEDEREAICDWVWTIE. XDz L TL
7230,

FARIEIRODEEDTY,

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% . PVC E3R =5GiB D&, Kl 2 —LDEET 1 XX 2/0.5=10GB THO. fF
FrlgERS 1 XL 5GIB THOH. TNH PVC BERTERINIH A XTYT, o volume show XDFID LS
BIERIRIEINET,
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Vserver Lui tat 'pe Size Available Used%

online RW 18GB Da
pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

UHIOA VA R—=ILDSDBEED/N YT T Rid. AstraTrident D 7w 75 L — REIZEIRD L SICARY 2
—LE7OES3ZVILET, 7Y FIL—RENZER LR 2—LALICDVWTIE. ZBEARRMENE LS
ICAR) 2a— LDV A XEBEITINELHD FT, e ziE. MBEINTWLWS2GBPVCHRETY
snapshotReserve=50 HUgjld. EFAAAERIAR—INMGBDARY a—LDMERINTWVWE LT &
ZIE. R a—LDHY A X%E3GCBICEETDE. 7FX)T5—2a3 > DEZTAAHABERAR—IN 6GIB DR
Ja—LT3GBICKEDFET,

=/ RDOFRESH

ROBNE IFEALEDNTRA=FZT T A FDFFRICTIEANLGREZTLTVWET, Chid. Ny T
YR EERITBIROBERHETT,

@ % k7w ONTAP T Trident ZEHA L TW35EIE. IP 7RLXTId%A< LIF O DNS %
FIEETAICHHERELET,

ONTAP NAST O/ = —Dfl

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup Dl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

2AYFFA—=N="PRAYFNYIDERTRICNYIIY RERZFETEHITIHNENBVLSICN
WOLYREHRETCEFET, "SVMLTUT—o 3> N0

O—LLRABRAYFF—N—C XAy FNy I %RITTBICIF. managementLIF ZHBEL £,
dataLIF &V svm /INT X =526 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
datalIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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SERAEAN— X DFREED A

hiEe NI TV RDRNBEDHFEHF TYo clientCertificate. clientPrivateKey LY
‘trustedCACertificate (BEINICAZFEEL TWAHRIIA T aY) BICAHTNET
backend.json BLWIE. 7 T4 7> MEAE. WER. EFEINI-CATEHE Dbase64T > 11— R1E
EENENRELEFT,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEIT Y AR— bR S —DF)

COBE. BRIV RAR— RIS —ZFRALTIVRAR— MRS —=2BE8NICERE L UVEIET
3 & 51 Astra Trident ICI8 RT3 AEZ "L TVWET, Chld. THRERBRICHEREL £ ontap-nas-
economy 8 & ontap-nas-flexgroup FZF1/\,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4
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IPv67” K L XDl

CDHFE. ZRLTWE Y managementLIF IPv6 7 RL X ZERAL TL 3,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

SMB7R ) 12— L% {EHA L 7=Amazon FSx for ONTAP D

o smbShare SMB/RU 21— L% ERH T BFSx for ONTAPDIZE. /NTX—RIIMHBETTI,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

RET—ILzERITENY I FOA

UTICRSH Y TILDODNY VI RERT 7AILTIE. RDESBHEDT 7AILEDBIRTORI L=
—JLICRESINTUVWETY, spaceReserve 72L1 DIFHIE. spaceAllocation EMDFRND encryption
KITEINFET, RET—IIIE. AAL—2EI23VTEERLET,

Astra TridentTld. [Comments]7 « —/LRICTOES 3 Z VI IRILDERESNE T, IXY MIK
DFlexVolIZERE SN TULWE T | ontap-nas X fzldFlexGroup for ontap-nas-flexgroup. Astra Trident
& 7OEDaZ Y IRICRBT—ILEICHZITRTOIRILZZA ML =R ) a—LAICOE—LEY, A b
L—UBEEIE RET-ILEICIRLZEERLED. R a—LZSRILTTIL—FMELIEDTEZT,
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N5DHTIE. —BEDRA L= F—)LHDMBED spaceReserve. spaceAllocation X
‘encryption fB. BKrUV—BDT—ILIET 7HIL MELDBHEBEINE T,
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ONTAP NASOD

version: 1
storageDriverName
managementLIF: 10
svm: svm nfs
username: admin

password: <passwo

nfsMountOptions:

defaults:
spaceReserve: n
encryption: 'fa

gosPolicy: stan
labels:
store: nas_stor
k8scluster: pro
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
adaptiveQosPo
- labels:
app: slack
cost: '75"
zone: us east 1
defaults:
spaceReserve:
encryption: '
unixPermissio
- labels:
department: 1
creditpoints:
zone: us_east 1
defaults:
spaceReserve:

encryption: '

: ontap—-nas
.0.0.1

rd>
nfsvers=4

one
lse'
dard

e
d-cluster-1

a

volume
true'
ns: '0755"

licy: adaptive-premium

b

none
true'
ns: '0755"

egal
'5000'"
b

none

true'

unixPermissions: '0755"

- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"



ONTAP NAS FlexGroup Dl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:

spaceReserve: volume

encryption: 'false'

unixPermissions:

I GTTET



ONTAP NAST O/ = —Dfl

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: 'false'
unixPermissions: '0775'

N\ I R% StorageClasses IC¥ Vv EVT LET

JRDStorageClassEREIE. ZBBL TSV, [(RET—IzERTEZNVv I RDH, ZERT3
parameters.selector 71 —JL R Tl&. FStorageClassh'h) 2 —LDKRAMIERATEZRES—IL%
MUOHLEFT. R a—Lilid. BRLIEERBT-ILATERSINLERZDHD £,

* . protection-gold StorageClassld. ontap-nas-flexgroup /AW I IV R ! J—JLRLARILDR
EZRETIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassid. NDIHFH L4BHDORES—ILICIVvEYITENET,
ontap-nas-flexgroup N\w 7 IV R ! SBUNDREZELANILZRIETEZIHE—DTF—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysgldb StorageClassidRDAFBDRE T —ILICR v E>Y I ENET, ontap-nas /Ny I T
YR INE mysqldoBZ A FTF TURDRA L= F— LM ZIRET 2HE—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* [l protection-silver-creditpoints-20k StorageClassid. ontap-nas-flexgroup /\WwI IV
RIILN—=LARILDREE200007 Ly bRA Y bR TZH—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* o creditpoints-5k StorageClassld. ontap-nas NV I IV READ2EFEBDREF—IL ontap-
nas-economy /N\WZ IR I IN5IE 50000 L2y hRA Y N EFDOM—DOS—ILAT 7 )T T
ER

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenth'. EDRET—IILZBIRTZHZHBIL. AL —CBHZERICHLIELSICLET,

F# datalIF FIEARER

HIRERICT —ZLIFEZEE T BICIE. ROOAY Y RERITLT, EBFcNT—42LFEFHFLLNYIIY

RIJSONT 71 JLICEEEL £ T,
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCHMDULEDRY RICEFH SN TULBERIE. WHTA3ITARTORY REEFEIELTHS. #F
LWTF—HLIFEBMICT R ODICBREREICREITHELRHD T,

NetApp ONTAP XI/5®MD Amazon FSX

Amazon FSX for NetApp ONTAP T Astra Trident % {8

"NetApp ONTAP XJi&5®MD Amazon FSX" [, NetApp ONTAP AL—=—OARL—FTa >
GIORTLEERBE T2 T 71 AT LORECETEIREICT S, JILIYRX—I R
DAWSH—E X T, FSX for ONTAP Z{ERT 3 L. @L\'I Ny 7w FOREE.
INT =X R, BEEEZZALAEN S, AWSICT—2ZRRINT D00 V7L

&, BlISM. EFaUTFa. IR ZFATE XY, FSX for ONTAP [&. ONTAP 7 7
1LY AT LDKRE Y BIBAPIZHR— L TWETD,

B

T7AIVATLIE. 2 TL I XD ONTAP 75 XA Amazon FSX DTS4V UY =TT,
B2SVMAICIE. TF7AINETA2NRZT AN AT LICINT 32T —X2A>TFTH3 12U LEDRY 2
— L%{E TE £9 . Amazon FSX for NetApp ONTAP %9 % . Data ONTAP (&7 5 RRDEIENT
RITF7FANWSATLELTIRESNET, FILLW I 7TILYRTLDEA T * NetApp ONTAP * T,

Amazon Elastic Kubernetes Service (EKS) TE{TTMN TUL\3 Astra Trident £ Amazon FSX for NetApp
ONTAP Z{Ed 5. ONTAP W R—hr9370v IR a—LET7AILkER) 2—LEERICTO
E2azZ>JTEET,

NetApp ONTAP F® Amazon FSX Tld. Z{ERA L £7 "FabricPool" A AL —JREBZEELE T, 74N
D77 ABEEICEDVWTHEBICT —RZi8NT 5N TEEXT,

* SMBRa—L:
° SMBARU a—Lid. ZFEALTHR—FENZET ontap-nas FZ1/N—DdH,

° Astra Tridenti&. Windows./ — R TETEINTWVWBRY RICIY T Y FENSMBARY) 2 —LDH%EH
R—b
s BEINY O T TIHEMICE > TWAAmazon FSXT7 71 IILY AT LATER I NTzAR ) 2 — LiETrident T
BB TE £HA. PVC ZHIBR T BICIE. PV & ONTAP 7R 2—L®D FSX #FEITHIBR T 2HNENBH D
£9, COME ZERYT B3ICIE. ROFIE

° ONTAP 771l « X7 LEBE®D FSX Z{ER T 3B &3 'Quick create ZFEA L BWVWTLL T WO A
IR T —2 70—Tld. BEINY I 7y IHEMIED, AT O RA T avidHhb FH
Ao

° Standard create # AT 25X, HBEIN VI T v TEEMLTLET WV, BNV IT v T%
ENICT B . Trident (TFEFRIEL L THRY 2a—LEEEICHIBRTETEY,
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v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

FSx for ONTAP R S5 -1 /\D ¥4

KD KRS A N%=ERL T, Astra Tridentz Amazon FSX for NetApp ONTAP C#i&TEF £ 9,

* ontap-san : ZOEY 3 Z>J 3N3EPVIE. NetApp ONTAP R 2 —LBICIHE DAmazon FSXAIC
HBLUNTT,

* ontap-san-economy : JOEY 3 Z I EN3EPVIE. Amazon FSXd%7=D. NetApp ONTAP 7R1J 2
— LRI/ A RERLUNE Z 3 F DLUNT Y,

ontap-nas : 7AEY 3 =>4 INT=EPVIE. NetApp ONTAP 7R1J) 2 —LsDAmazon FSXEATY,

* ontap-nas-economy . JAEY 3= VT EN3EPVidqtree T. NetApp ONTAP 7R1J 2 — L dDAmazon
FSXZC CICRREA R Datreen’HB D £,

* ontap-nas-flexgroup : ZJOEY 3 Z > J ETNT=KPVIE. NetApp ONTAP FlexGroup 7R 2 — Ly
MAmazon FSX£E T,

RSAN—DOFEMICDOVWTIE. ZEBBLTLKIETVW'NASESAN" XU "SANEZ 1 /1"

=HE
DGR

Astra Tridentld. 2B E— FZRMEL £ 9

* SFBAEAR—X : Astra Trident . SVMICA VA F—ILENTWBIRAE#FEAL T, FSX 77 1LY
ATLDSVM EBELET,

CULTIUIVIAR—R I BFEHTEEY fsxadnin A—YHBEDO T 7ML AT LFIZICEIDHTS
NE T vsadmin A—HFHSVMEBICEREL £,

Astra Tridentl& vsadmin SVMA—H XA L O—ILZFHDRIDHFID1—, NetApp

@ ONTAP ¥isdDAmazon FSXIZIE. HHEEH EINTUVLE T fsxadmin ONTAP ZRERIC A
9251 —% admin V5 AAX1—Y : ZFERATZ @< HREL X9 vsadmin RV b7
v IHRIBLET,

AEEAENR—XDAFELAER—RDFEZYIDEZZ1=HDIC. NV IIVRZEHTEERY, L. *7
l/%//‘\"}l/&: Eﬁﬂi%)\ﬁ L&D d3E. /\‘JOI/ I‘O)ﬂzﬁztu%aﬂzbij—o BIJOJEIUDIEH_EL&-‘{:)JDEK
BICiE. NI IV RBREDSBREOFRZHIBFRTIHBELRHD £,

SRELZ BMICT B HEDFHICOVWTIE. AL TWVWA RIANRA TORMZBRL T EE

* "ONTAP NASEZ:E"
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* "ONTAP SANESEE"

SHRICDWTlE. TB5E BT

* "Amazon FSX for NetApp ONTAP O K 2 X > K"
* "Amazon FSX for NetApp ONTAP (CE8 9 5 J O 5EET9"

NetApp ONTAP [6i7Amazon FSXZHREL £ 9

Amazon Elastic Kubernetes Service (EKS) TZE{TEMNTUL\3Kubernetes?Z 5 XX

DN ONTAP LK > THR—bEINZ 7OV IESLV T 71 ILDKER) 2a— L%z FOE
o3z P TEBEL I Amazon ONTAP 7 7 1)L X7 LB MDAmazon FSX% Astra
TridentiC¥i& 95N TEE T,

Calis
|CH0Z T "Astra Trident D ZE{4"FSX for ONTAP ¥ Astra Tridentz 89 3Icld. KOHDOHMWKETT,

* BfZDAmazon EKSY S XX i3z ERA T 2 BB EE Kubernetes” 5 X X kubectl 1 VX b— L
Ho

* DT ARDT—H—/— RFhSEE R EIFDAmazon FSx for NetApp ONTAPZ7 7 1 LY R T7 LB &
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apiVersion: storage.k8s.io/vl
kind:

metadata:

StorageClass
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provisioner: csi.trident.netapp.io

parameters:
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eksctl create addon --cluster K8s-arm --name netapp trident-operator --version
v23.10.0-eksbuild.
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eksctl delete addon --cluster K8s-arm --name netapp trident-operator
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SEEERELIUVEERBTEXI, cNIF. ZEALTETTETET kubectl F7=
3. KubernetesT«4 AU Ea2a—> 3> eEEOCLIY —ILZERALET,

TridentBackendConfig

TridentBackendConfig (tbc. tbconfig. tbackendconfig) . Astra Tridentz/\wv o I > R CTEIE
TE370YFIYRT. &R%E[FIF7-CRDTY kubectlo, Kubernetes®X kL —JEEE(X. EFOIV
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TridentBackendConfig # 7Y T ko

DERICDOVTIE. ZDFHZBRL T LTV TridentBackendConfig CR :

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

DFZHERTD_EHTETEXY "Trident 1 VA F—F"BHDASL—CTF Iy T 4—L 1 H—EXDEE
flzrnd T LI MU,

o spec NI TV REBDHRENTA—FZFEALET, COBAITIF. NvIITYRIFEFERBLET
ontap-san storage driver K U Tld. ICRITEBHENTX—2ZFHALET, FAITSZIXAML—CRZA41AD
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spec.storageDriverName % Y) o FTLEML7cTridentHhastrall BEIRNIC/NA VR
INP ‘TridentBackendConfig BFFEONY I IV RZERALET,

FIRDHIE
ZEALTHLWAYIIY RZ2ERL £ “kubect TlE. RDREZEITITEIHENDHD X,

1. Z1ER L £ 9 "Kubernetes Secret's —2Lw Mild. A RL—U95 28 [ H—EREBETB0HIC
Trident hSRMBRILTFTUOVILDAESENTUVWET,

2. #1ER L £9 TridentBackendConfig A 7Y TV b A ML =Y U5 RE [ H—EXDFEMEIEE
L. BIOFIBETER L= Ly b EBRBRLEY,

Ny OITVRZERLIES. ZFERALTEDRAT—RAZHER TE XY kubectl get tbc <tbc-name>
-n <trident-namespace> BIIDFFHIFRZINEL £7,

F|E1 : Kubernetes Secret #{Ef L ¢

NYIIVRDT7IOECRILTUOvILNESEY—OL Yy bEERLET, ANL—H—ER I TV T
Z'—A:K‘«__Etﬁ%lﬁlﬁ@%ﬁgf‘?o ;TLCWJ%H_'\Li_é_o

113


https://kubernetes.io/docs/concepts/configuration/secret/

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: backend-tbc-ontap-san-secret

type: Opaque
stringData:
username:

password: password

cluster-admin

RDORICC BRAMNL—TFS5w T 4— LD Secret ICEHBRINENDHDZ T4 —ILRZFEHFET,
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TridentBackendConfig KD AT v T TYERSNIcA TV TV ko
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kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-ontap-san
spec:
version: 1
backendName: ontap-san-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: trident svm
credentials:
name: backend-tbc-ontap-san-secret

FlE3 : DRAT—RA%ZHEL £9 TridentBackendConfig CR

#{ER L £ L7z TridentBackendConfig CRTId. XA T—X X% HE

=0
[

TEET. ROPIZBRL TS

1%y
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LYo

kubectl -n trident get tbc backend-tbc-ontap-san
NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success

NYIITYRHPEBICERIN. ICN1 Y RENF LT TridentBackendConfig CRo
T —=XIFROVITNDDEZIEETET T,

* Bound: TridentBackendConfig CRIINY I IV RICEHE[ITONTED. EDONY I I Y RICIEHE
FNTWET configRef ZICREL £ 9 TridentBackendConfig crduid

* Unbound:ZfEALTREINET ""s o TridentBackendConfig # 7T U FHNYIIY RIZNA
YREINTVLWEEA. FILLIERINIIARTDT 70 JL TridentBackendConfig CRSIET 7 #JL b
TIDTI—XRIIHE>TVWET, Jx—IHNEEINT/E. BE Unbound ICRT CLIFTEEEA

* Deleting: TridentBackendConfig CR deletionPolicy D EIBRNRICERESNE LT 27U VD
L £9 TridentBackendConfig CRAEIBREN. BIFRIKREICEITLE I,

e NI IV RICKERY 2—LEKR (PVC) WEELABWVGSIE. ZHIBRLET
TridentBackendConfig € D#EER. Astra Tridentick > TNV I TV REDHIBREINE T
TridentBackendConfig CRo

e NI IYRIZ1 DUE®D PVC A EET ZHEIE. BIFRIREICAED T, o
TridentBackendConfig CRIFEDE. HIFR7z—XICHADFT, NwIIVRL
TridentBackendConfig & TR TDPVCHHIBFRENI=H L ICDAHIBRINE T,

* Lost:UCBEEMITENTWA/N YT IR TridentBackendConfig CRHAER - THIBRE Nfoh. EIC
HIBR S M7z TridentBackendConfig CRICIFHIBRESNIcNY VI Y RADBRERAEHD F£7, »
TridentBackendConfig CRI&. ICRARARHIFRTE XY deletionPolicy fllifEs

* Unknown . Astra Tridentld. ICBERITOENTWVWARNYIIY RORERLIIEEEZRETET LA
TridentBackendConfig CRo 7o & ZIX. APIT—NHISEE L TLARWGEER. DEE L TULWAWNSGER

¥ T tridentbackends.trident.netapp.io CRDAHD FHA. ZHNICIENADRERIBEDH
DFET

COERPETIF. Ny I IV FHRERICEREINE T, B W DD DRFZEMTUIETZ A TEEY
"Wy IV RFOBEFHE/NY I I ROHIFR"

(AF>3y) FlE4 . FHEEEELET
NI TV RICET33MEREZMRTDICIE. ROOAIY > REETLET,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide
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NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8efb6-
bab2699%e6ab8 Bound Success ontap-san delete

TH5IC. DYAMLJSONA > TJZBR 25 & HTF XY TridentBackendConfige

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09%c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6£f60-4d4a-8ef6-bab2699%e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo & EXMNF T backendName H KU backenduUID ICHE L TEERESNTNY I IV RO
TridentBackendConfig CRe o lastOperationStatus 74 —JLRII. OERBDRIEDAT—R I %R
L %9 TridentBackendConfig CR, A—H—MNrUAHTZeATEXYT BIXIE. I—HF—HTHaHL%Z
TELIIBERY) spec) ZEHAT 3D, AstraTridentick > TR UH—NZ 9 (Astra TridentD BFCENRF
BE) o Success £7cld Failed DWIFNHDTTY, phase ld. BOBERDORIT—2XZRLET
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TridentBackendConfig CRENY I IV R, EFEDHITIE. phase fBIFNATYRFENTWET, C
. ZEKL £9 TridentBackendConfig CRIF/Nw I I Y RICEEMITENTUVWET,

HZETTEFEXI kubectl -n trident describe tbc <tbc-cr-name> 1TANY MOY DFFMHl%=EEIRT S
Tcébo):]?\/ I\“_t“_g-o

BEMITONTUVEIDETENTVWEINYIITY RIGEFHEISHFTETEFEA
@ TridentBackendConfig Z{FHE T34 T2 T b tridentctl, YIDBXICEET S F|E%R
B2 9 B tridentctl KU TridentBackendConfig. "CHELHZEEL T LY,
Ny IV ROEE
kubectl ZERL TNV I IV REBEZRITLET
ZEAL TNy I I REBUBZRITITIHAEICDOVWTERAL £ kubectlo

Ny TYRZHIBRLEY

#HIPR 9 % TridentBackendConfig ZfER L T, Astra Tridentic/N\w I IV RDHIBREFFZIERL
F9 (R—XILTY) “deletionPolicy) o NV I IV RZHIBRT BICIE. ZRHERLET
deletionPolicy IFHIRRICERESNTUVE T, OH%ZHIPRL £9 TridentBackendConfig BB L TK
2L “deletionPolicy WretainicREINTUVWET, ChICED. Nv I IV RARELEEFEL. Z2EA
LTEETESLDICHRDET tridentetls

RDOARXY REERITLET,
kubectl delete tbc <tbc-name> -n trident

Astra Tridentld. HMER L TUL\/=Kubernetes>>—72 L b %ZHIBR L £ A TridentBackendConfig
o Kubermnetes 1—Hid. >— 2L v bDI V=27 v TZBHELET, >—IL v bZHIRT 2 TITER
PRETY, >—ILwvhid NYvIIYVRTHERAINTLARWNESICOAHIFRL T EEL,

BEONYIITY RZRRLET

ROAR Y FZRITLET,
kubectl get tbc -n trident

HRITIBEHTEFET tridentctl get backend -n trident H7clE tridentctl get backend
-0 yaml -n trident FEITBIANRTDONYIIVRODURAMEEIRLET, CDJ R MIIEF. TERIN
TENYIIVRHEENFET tridentetlo

NYIITVRZEHFLEY

Ny IIYRZEHIIERIIVSODNHD £T,

CAML=UORTLDILTUOIORILDEBEINTWDS, VLTIV ILZE#HT 358, TEHRAIN
%Kubernetes Secret TridentBackendConfig Z# 719 hEBHTIMNENH D £9, Astra Trident
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M. BESNERFOILT U VYILTNAYIIY REBFNICEHRXAOIAT Y REETL T,
Kubernetes Secret # B L £9,

kubectl apply -f <updated-secret-file.yaml> -n trident

* NTX—=% (EFT % ONTAP SVM DE&RIRY) ZBHMIBIHBENHD I,

° B TEF XY TridentBackendConfig RO AV RZ{HEH L T. Kubernetesh'SBEHEA T U b+
ZER L F£9,

kubectl apply -f <updated-backend-file.yaml>

° £7=l1&. BIED TridentBackendConfig XD IV > FZFERAL TCRZEITLE T,

kubectl edit tbc <tbc-name> -n trident

NV IIYROBFHICKMLIES. Ny IIY RIIRBOBHOBRED L FHED £7,
ZRITITHe. OV 2RFILTER ZHETEF LT kubectl get tbc <tbc-name>
@ -0 yaml -n trident &7cld kubectl describe tbc <tbc-name> -n tridento

‘BT 7ML TEEZR/EL TEELS. update ANV RZBERITTETFT.

tridentctl ZERA L TNy I I Y REBZRERITLET
ZERALTNY I I REBUIBZEITI A HEICDOVWTEALE Y tridentetls

Ny ITYRZERLET

ZER LTS "Ny VTV RER T 77 )L"Z2ERALT. ROOAYY RZEITLET,

tridentctl create backend -f <backend-file> -n trident

Ny TV ROERICKBLISZEIF. Ny I I FOREICANMEENHD £, ROAXV FZ2ERITIT S
& OJZRTLTREZHETET XY,

tridentctl logs -n trident

B 7 7ML THREZRELTEELLS. ZRITIBRITTY create ANV RZEDHSI—ERITLET,

Ny I TV RZHIBRLEY

Astra Trident 'S5 /\Nw I T2 REHIRT 31215 XOFIEEZETLET,
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1Ny IV REZEIELET,
tridentctl get backend -n trident
2 NyIIYRZHBRLET,

tridentctl delete backend <backend-name> -n trident

Astra Trident T. £1FEFEELTVWAZONY I IV RDSR) a—LERFyToayv kx>

C) A3 Z>J L TWAHE. Ny IIVRZHKRIDI . FiLLW R a—LAZzOEY 3=
DOTERLBDET, Ny IITYRIE THIBR] REDFX FICAD., Trident (FHIBRI NS £
TENSDR) 2a—LERFyToay bzBBLEITED,

BEONY I IV RZRRLEY

Trident B8 L TLWABNY I IV RERTITBICIE. XOFIEEZERTLET,

*BEEZEIET3ICIE. AOOY Y R EETLED,
tridentctl get backend -n trident
* IRTOFMZHEE T DICIF. XROAT Y RZEITLED,
tridentctl get backend -o json -n trident
NYIIYRZEHLET
HLWANYIIYRER T 7AIILZERLIcS. ROOAR Y FZERTLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T FOEHFHIRBLIGE. NvIITY ROREICHED BB BENLEHZHTLE L. RD
ARV PFZR[TIBE. OV 2RRLTRRZRETEET,

tridentctl logs -n trident

BT 7ML THEZRHEL TEIEELS. ZRITT BT TY update ANV FZ2H5—ERTLET,
Ny OTYREFATBANL—VISAER/ELET

MTFiF. EE TTEBISONERDEBODAFITY tridentctl Ny I IV RATZ Y bOHN, CNIUTIF
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ZEALET jqA—TA VT2 YA —ILITBRENRDHD XTI,

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

ZERAL TERSNIENY IV RICHZELE T TridentBackendConfige

NYIIVREEA g VE=RBELET
Astra Trident TNV I IV RZBIBIA33FIFLFEx2 CHESRCIET

NYIIYRZEEBITZODET T 3>

Z8 A L % L7 TridentBackendConfig BI2E (FIRTE. NY I IV RZ2DDHETEIETESLDICHE-T
WET, ThICIE. ROLSHERDHD £,

s ZEALTNY I IV RZERATEE tridentctl TEETE XY TridentBackendConfig?
s HERALTNYIIY RZ{EMEIRE TridentBackendConfig ZEA L TEEL XY tridentctl?

B2 tridentctl ZFEHALT/NW Y I R% TridentBackendConfig

DI arTiE. ZEALTERLIENY I IV RZEIEB T3 OICHERFIBICOVWTEHRAL T
tridentctl Z{ER L. Kubernetesf A2 —7J 4 XD 5EHEEIT TridentBackendConfig A7 ¥
~o

U RO FIVAICEELF T,

* BFED/Nw U I RICIE TridentBackendConfig ZHHAL TEM I N7 TT tridentctlo

* TERSNIFHFLWANY I IR tridentctl. DM TridentBackendConfig #7210 FHETE
LET,

EE55DHBEH. Trident TR 2—LZXT2a—U2J L. RBZITOo>TVLWBNYIIY FIFE|ESHiEF
FELEY, BEEICIIRD 2 DOFREDHD £,

* DEMAZHITLEY tridentctl ZHEAL TERSNINY I TV RZEELET,

s HERALTIERLIENY I IT Y RENA VR tridentetl HTL L) TridentBackendConfig A 72T ¥
Fo CHUCED. NYIIYVRIFZEFERALTEEINE T kubectl TIEHD £FHA tridentctls

ZERALT, BFEONY I TV RZEELET kubectl ZER I 3HRENHD XY

‘TridentBackendConfig CHUSBEEDNYIIVRICNA Y RLET, FOHHEADOBEEZUTICRLE
ERS

1. Kubernetes Secret ZER L F 3o >—2IL W bhICIE. ARL—UOSRE [ H—EREBETB-HIC
Trident SR BRILTFUIVILDEENTUVET,

2. ZEE L £9 TridentBackendConfig A7V TV b ARL—UUSRE [ H—EXDEFEMEIEE
L. BIOFIETER LIS —OLy bEBRBRLET, B—DRE/NTA—F (BY) ZIBEITDLSITFE

BRI BZ3WENHD F7 spec.backendName. spec.storagePrefix. spec.storageDriverName'
) o spec.backendName BEFD/N VI IV ROLHICERET IHNEHLNHD £,
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FIEo : NvIIVRERELEFT

Z{ER L £ 9 TridentBackendConfig BIEDNY I IV RIINA YV RTBFRIF. Ny I IV REEZE
BII3HNELRHDEFT, ZOHITIE. Ny IITYRHRD JSON EEZFAL TERSINTWBELET,

tridentctl get backend ontap-nas-backend -n trident

fems=mssssessssosa==== fosss===========a
e e fomm - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fom e

fessmsmess e s ss s oses s s s e=s fremem==== fromsmm==== ¥

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fressseseemess o= === fosssmsmmm=ssas=s
fesssssssssscsesessosssassssassssasmaaa femmm==== fommsm==a= 4

cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {
"spaceReserve": '"none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [
{
"labels": {"app":"msoffice", "cost":"100"},
"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"
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"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"

FJE1 : Kubernetes Secret Z{Efi L £
KOBNCTRTESIC. NYIIVRDILTFOOvILEESES—oLy FEERLET,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

FlE2 : #{EB L £ 9 TridentBackendConfig CR

RDFIETIE. ZER L £9 TridentBackendConfig BAFFDICHERIC/NA > FENSBCR ontap-nas-
backend (CODFIDLSICD) o ROBHHHLINTVS CZHERBLET,

BNy I TV REDEEINTUVET spec.backendNameo
CRENTA—=RIFTONYIITYRERLTY,

cRET—IL (FETZHE) & TONY I IV REBILIEFRTHZBENHD £7,

c LTI vILIE. TL—2TFXMTIFAR <. Kubernetes Secret Zi@ L TRt SN 7,

ZDHEIFE. ZERL T EV TridentBackendConfig DK DIZED £,
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FlE3 : DRAT—RA%ZHBZL £9 TridentBackendConfig CR

DHLIZANILET TridentBackendConfig BMERINTVWBIHRENH D £9 Bounds F7o. BEFED/NY
JIVREBUENYIIYRAE UUID BARBENTUVBRRELRHD £,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

NT. Ny IIVRIEEFERALTELICEEINE T tbec-ontap-nas-backend
TridentBackendConfig Z 7T ko

EIE TridentBackendConfig ZfEA L T/NY I I R% tridentctl

‘tridentctl” ZHHALT. ZFEHAL TERSNINY I IV RERRCTE XY
‘TridentBackendConfig's F7c. BIEEIF. ZFERALTIDOLSBNYIIY R2zRLICER
TBRELHTEFXY “tridentctl” HIBRLZX Y 'TridentBackendConfig®
ZLTHEDIDAE IV “spec.deletionPolicy’ DICEREINEXT “retain’o

Flgo : NI IVRZHELET
T ZIE RDNYy I ITY RO ZFERL TER SN LE T TridentBackendConfig :
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HADBIEFDZ EHHHD £F TridentBackendConfig IFIERICIERR SN, Ny I IV RICNA VRS
NTWVWEYT Ny IIYROUUIDZRERL TSV ,

FlE1 : ESEL £ deletionPolicy MICEREINE T retain
TlE. OfifEZRTHEL &S deletionPolicye CHUIICERET DIHENH D £9 retain, cfUCK

D, PEXRICEITINET TridentBackendConfig CRHOEIFREN. Nwv I I RE&RIFFISHEIFEL.
TEETEFXT tridentctls

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D FNLUANDFZEIF. KROFIBISEXHRWVTLEE LV deletionPolicy BICREINET

retaine

FlB2 : ZHIPRL £ 9 TridentBackendConfig CR

=EDOFIBEIX. ZHIFRT S Z ¥ TY TridentBackendConfig CRo FEERM'TE T L7=5 deletionPolicy H'
ICRESNET retainz v o338, RDELSICHIBREINE T,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

frossscsscssssassaa== frosssssassmssme=s
fess===s=s=sssesessososassssssssssssa=s fremm====== foms====== ¥

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fosssssssssss=a===== foss=============

et et fomm - fomm - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

Fom e Fomm e
St pemmm=m== i I

HHIFR I N7 F TridentBackendConfig Astra Tridentld. EEIC/Nv I T RBEZHIRTZ R
<O BIATDS I b 2HIBRLES,

AL=205 ZADEMEETE

A I\ D—975Z¢&ﬂ5}ﬁ3—50

Kubernetes StorageClass 7 7 7 b ZREL TR ML= 05 XZ1ERM L. Astra
Trident TR a—LDFOEY 3=V I HEZIEE

Kubernetes StorageClass7 7> 7 ~ DFRE

o "Kubernetes StorageClass4 72 =7 M FD VS RATHERT3 7O 3 =>4V —)L L TAstra
TridentZ 45 L. Astra TridentiZ/ R 2a—LDTOES a =V I HEZIERLE T, F:
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

HHBBLTLIEEL "Kubernetes 7 72 27 b Trident Z 7 T R AL —S 0S5 2 EDEEDFMIC
DWTlE. ZE2BBLTLETEL, PersistentVolumeClaim £/NTX—X%E{FEHL T, Astra Trident C7/R 1)
A—L%E 7O I = VI 323AEEFHIEILE T,

AbL—=205XZ2ERT B0

StorageClassA 7 7 hEERLT=56. A NL—J 0S5 REERTEE S, [ANL—J05 /02T
IS FERELBEETEZ3EANLY > I ERLET,

FIE
1. ThidKubernetes4 72 19 DT, kubectl #4Jw % L TKubernetes TIERL L & 9%

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. Kubernetes & Astra Trident @A T. *basic-csi* A FL—2 0 5 AR I N, Astra Trident HY/\wy
JIVROT—)ILEEHELE LT
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kubectl get sc basic-csi
NAME PROVISIONER AGE

basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
{
"items": [
{
"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"
by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

AbL=203R/52TF)

[—=3=A]

Astra TridentO$ R "HED/NY I ITY REITOS Y TIVIEA R L—I0 5 AEE

F7-l¥. sample-input/storage-class-csi.yaml.templ 1 X F—FIC[ABLTHED.
BACKEND TYPE A ML —U RSAND&FIZIBELF T,
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AML=C05%EETS

BEDR L —U052EFRRLED. FI4ILRDR ML —V 95 2ERELTRD.
APL—UOSANY STV REHFILIED. RbL—U0 S5 XERBRLED TS &
EP

BEOIRNL—CU0SRERRLET
* 377D Kubernetes A AL —J U0 SX%HRRTBICIE. OOV RZETLET,

kubectl get storageclass

* Kubernetes A L —2 0 S ADEFMZERR T BICIE. ROOATY RZETLET,

kubectl get storageclass <storage-class> -0 json

* Astra Trident DEIEATNI-A FL—S OS5 XERRTDICIE. ROOAIY Y REERITLET,

tridentctl get storageclass

* Astra Trident DEIEACNTA FL—C 7S ADFMZRR T DICIE. OO RZER1TLET,
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tridentctl get storageclass <storage-class> -o Jjson

FIHAINEDRANL—SOSRA%HRETS
Kubernetes 1.6 Tld. T 7AIEDRA ML —J OSSR EHTETIEEENEBIMINTUVWET, Kkith) 2 —LE
K (PVC) IZkHRY a—LDBESNTVLARWERIC, kiR 2a—LD7OEY 3 Z VBRI SR
fNL—YU5ZTY,

T I)T=a ERELTTIAIIMDRAMNL—CO0SREFEEHZLET

storageclass.kubernetes.io/is-default-class ZtruellSREL TA ML= U T ADEREICE
MLET, FERICIEL T, ZNUADER T / 7— 3 VAR WIEE(S false LIRS E T,

*ROOARXYEZFEALT BIEORXA ML=V IS RETIAI MDA ML =S RE L THRETEF
ED

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*EERIC. ROOAXY REFERALT 774 DAL= 0SR7 /7= 3> %ZHIBRTEEY,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

Fleo TO7/T7=2arhFENTVDS Trident 1 > XA —=Z N\ RILICHFIDHD £,

IIRERNDT I AILEDR ML =20 5 RE—EIC1DRIFICLTLZE L, Kubernetes T
(D) i SEOCEBOR FL—SEERTAILETEETA FIALROR -5 5
NE oK BWFECRRICEIEL 3,

AML=SO0SRONYI IV RERBELEY
TFIE. EZ TTE3ISONFEROERDHITY tridentcetl Astra Trident/N\w I TV RA TS0 hOH

HINCIRBZFERALEY jg21—T1 T 10 FRICA YA M—ILTBREBENDHBZHEDNDHD I,

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

AML—=20Z %IRRT S
Kubernetes "5 X L =0 5 X%ZHIRT 1CIE. XOOAR Y REETLE T,

kubectl delete storageclass <storage-class>
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<storage-class> &« AL —J IS XA TEZTBRIZIMBENHD XY,

CDRAML—=20 T RATIRER SN TR Y 2 —LICIFEEIZA . AstraTrident ICK > T IHIEED
nxd,

Astra Trident CIXZEE N REI SN B £sType ZEM L £, iISCSINY I I RDFEIF. EH
@ TR EHEWRELE T parameters. fsType AL =05 R, BIFEORANL—C U5 X%
HIFRL T. THBEMITIVENDH D X9 parameters. fsType IBE S N7

R)a—L0FOEES 3 =Y &8
R)a—LZE=OES3=Z>093

5% L fT=Kubernetes StorageClassZ i L TPVAD 7V XA ZEK T
%PersistentVolume (PV) & PersistentVolumeClaim (PVC) Z{EfL £9d., D

%, PVERYRICYOVRTEET,

BE

A" 2—L4 " (PV) &, KubernetesZ7 S XX ED IS XAABEBEN IO 3 =733 EI ML
—J1)Y =TT, o "PersistentVolumeClaim " (PVC) ¥. 75 XX LDPersistentVolume D7 It X E
KT,

PVCIE. BHEDH A XEIETIVELRAE—RDRA ML —CZBRIBEISICKETETET, VS XXEEE
I$. BEETIF 5N TV S StorageClass% A L T. PersistentVolumeD 1 X 792 XE—R (N7 +—<
VARY—ERLRILARY) UEZFETETET,

PVEPVCEIER LT=5. Ry RICR) 2a—L%EITVRNTEET,

XZT7TXOH
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PersistentVolume > FILY =7 X +

COY TR =T T X b StorageClassICBEET T 5NIc10GIDEARPVERL TWE T, basic-

csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersistentVolumeClaimt > /ILY =7t X ~

RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWO7 7t X%Zfwx 7=PVC

ROBIE. WD %ETDStorageClassiCBEET I 5nfc. RWO7 U1 AWRE SNI-BEAXWAPVCE R
LTWEzJ, basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe / TCPXIGPVC

DA, WS 51D StorageClassiC BE(T 1T 5 7=NVMe/TCPOE AR ZPVCERWO 7 U X % /R~
LTW&EzJ, protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODY=7 xR DYV TFIL

RDOBF. PVCZRY RICER T 37D DEANLBREZRL TVET,

FROEYTA

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"

volumeMounts:

- mountPath: "/my/mount/path"

name: pv-storage
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NVMe/TCPDEAER

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

PVE K UPVCDIER

Flig
1. PVEERLL £ 95

kubectl create -f pv.yaml

2 PVRT—R2A%=MRELET.

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO

7s

3. PVC ZfERL £

136

RECLAIM POLICY

Retain

STATUS

Available

CLAIM



kubectl create -f pvc.yaml
4. PVCRT—RR%zHRBLET,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

S. R a—LERYRICIYXIO>VERLET,

kubectl create -f pv-pod.yaml

()  ERREREEALTERTEET. kubectl get pod —-watche

6. R)a—LHIYIVREINTWVWR I ZHESRLE Y, /my/mount/paths
kubectl exec -it task-pv-pod -- df -h /my/mount/path

1. Ry RZHIRTESLSICABD ELTco Pod7 TV —2a VIFFELBLSBZD ETH. KU a—LId%k
D&,

kubectl delete pod task-pv-pod

ZHBBLTLIEEL "Kubernetes 772 27 b Trident Z 72 T R A ML —S 0S5 2 EDEEDFMIC
DWTIE. ZBBL TV, PersistentVolumeClaim &/NT X —X&EFEHRL T, Astra Trident TR 1)
Aa—LZEOES 3=V 93AEEHIEILE T,

RN)a—LzRALEXT

Astra Trident IC& D, Kubernetes 1 —|IXERRZICAR) 2 —L%ZLRTEXYd, CZT
&, iISCSIA) 2a—LYE NFSARY 2—LDIERICHEBLREZEICDOWVWTHALE T,

iSCSIRUa—LZREALET

CSI OB a2 #{EB L T, iSCSI Persistent Volume (PV) Z3ETEF X7,

@ iISCSIZR) 2 —L¥hERIE. THR—FINZET ontap-san. ontap-san-economys
solidfire-san R34 /\&IZIEKubernetes 1.16AENRE T,
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FIE1 1R a—LDIERETR—bTB3ELIICAML—CISRZRET D

StorageClassE&Z #mse L T allowvolumeExpansion 74 —JLRDSICEENL £9 true,

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BEOARL—U0ZZADFEIE. fREL TZEMLET allowvolumeExpansion /NT X—4&

FIE 2 : ¥ERL L 7= StorageClass %{£FA L T PVC Z{ER L £ ¢

PVCEZ%*MREL. spec.resources.requests.storage FilcICHNBE BT 14 AT BICIE.
TTDH A XEDHARELLTEIVNENHD T,

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Astra Trident H'. KEEHIRD 2—L (PV) ZEM L. COXKENAR) 2—LEXR (PVC) ICEhERMITE
X8
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kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC =HEI AR Y REEELET

YA XEZEETZRY RICPVEIESL £, iISCSIPV DY A XZEEICIE. XD2 OO FIVARHD F9,
* PV ARy RICEHEINTWVWRIES. AstraTrident ZXR FL—SNY O ITY ROARY) a—L%xIEL. T
NTRAEBIFX v L. Z77MINSRTLOYA X EZETELE T,

* KEHD PV DY A XZZEBLELS2TBE, AstraTrident R L —SNw I Iy RORY 22— L%
BLET, PVCHARYRICNA Y REINBZ L. Trident iZ3TFNAREZBIFXv> L. F77T1ILSRATLD
YA XEZEELEFT, BEIRENERICE T DL, Kubernetes | PVC 1 X%=EHLE 9,

COBTIE. ZFEETIRY RHOMERINET san-pveo

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod
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ATy 74 . PVZERRELET

1GID52GICTER S NIEPVO Y A XZEET B ICIE. PVCOERZREL TZ2EHLEY

spec.resources.requests.storage 2GiN,

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FlIES : YhRZIHET B

PVC. PV. AstraTrident O7R) 2a—LDHY A X%ZHRT ST ILENELLERELTVWERIHLESH%E
MIECE £,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

NFS R a—L%=ZIELET

Astra Tridentld. TOES 3 =>4 L7NFS PVSDAR) a—LHREHR— M LTWE T ontap-nas.
ontap-nas-economy. ontap-nas-flexgroup. gcp-cvs B “azure-netapp-files /NPT
N

FIE1 : R a—LDIRETR—FITBELIICAML—CUSRZRET D

NFSPVODOH A X%ZZEET3ICIF. BEEIFET. 2REL TR 2a—LZIEKRTIFZELSICA L=
AT D2RENHD £J allowvolumeExpansion 74 —ILRDSICEEIL X T true !

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true

COFTLIaVEEEETICA ML =P S R2fliAHDHZEIR. Z2ERLTEIFEOX L -0 5 X 2R
£9371TTY kubectl edit storageclass A a—LAZILETETERLIICTSH,

141



FIlE 2 : ERL L 7= StorageClass % {fFH L T PVC Z{ER L £9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Astra Trident A%, C® PVC (X LT 20MiB O NFS PV Z{EF T 2 HENH D X7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

XTw 3. PV=IERT 3
#FTL <1ERL L 7220MIBOPVODH 1 X% 1GBICEE T 3ICI%. FOPVCEREL TEZRELET

spec.resources.requests.storage 1GIBA ©
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FllE4 : HRZIREET B

PVC. PV. AstraTrident O7R) 2 —LDHY A X%=HET BT, YA XZEHNELLERELTULEIHYE
SHZERIETETET,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R a—L%EA2VR—FbF
ZEALT. BIFOX ML —2RY a—L%Kubernetes PVE L TA Y R— b TEET
tridentctl importe
BErZEEE
Astra TridentiC/ R 2 —L%EZA VR—FTB 8. XD EHRIREICHED 9,
TV —=avEIAVTHEL. BBEOT 42ty CEBRATS
s —BR T IV —>avilid T2ty bovO—> & EH
s BENARLE LKubernetesZ S A X E=BIEEL T
CTAYRRZYANVBICT TV r—o 3057 —2%817

EEEHE
R a—L%EAVR—bF3E1IC. ROERFBEZHERL TLEEL,

* Astra Trident T V7 R— F TE3DIERW GRABD/EZIAA) X1 TDONTAPR!) 2 —LDHATY, DP
(T—21RE) 241 7DHR) 2—LiESnapMirrorT A7« %2—> 3 >R 2a—LTY, R a—L%Astra
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TridentiC 1 > 7R— b9 3R1IC. =5 —BREMIRTIVELNHD XTI,

*TOTa T REHRDBRVWR) a— LAY R— IR ETHRELET, 7U/T« TICERAINTULSR
Ja—LZzAVR=—rF3IC1F RYa—LO7O-2ZERLTHSAM Y R—bZ2RITLET,

Kubernetesld AR DR i xR B I 7970 TR a—L%ZRy RICEHEICERTSE
(D 3r®. chizvnysRUa—LTHICEETY, tORR. F—XHHIET 55
KHD X,

* TH1d storageClass PVCICX L TIEE T 2WENH D £, Astra Tridentld 1 > R— FRHZZD/NZ
X—=BZFERALFEFLEA ANL—U0FRUE R 2 —LOEMRFC. A ML —FEICEDWTERR
BER T —ILDSEIRT B7OICERINE T, A a—LIETTICFEET DD, 1 VR—MFIIT—IL
TERTDVEIIHD FHA. TDTe®H. PVCTIERESNIA LU R—HLBWNYII VR
FRET=IITR) 2a—LHEFEELTHA VAR— MEIKBLEFE A

c BEFEOR) 2a—LHY 1 XIEPVCTRESN. RENE T, ARL=URZANICE TR 2a—LDA
ViIR—KkTNBE. PVIZClaimRef #fEB LT PVC ICERENE T,

e BRIAAR O —IF. BHUCICICICERESNTWVWETY retain PVICH D £, Kubernetes h* PVC &
PVZIEEICNT YR TBE. BRARIS—DIML—2C0 S X0BFBR) O —ICE&hbE TEHE
nxJ,

c AL =0 S ROBRIAR) S —HD5E delete’ ICT B . PVAHIBRENZ R ML —URU 2
—LHHIBRENE T,

* 77 #4I)L hTIE. Astra Tridenth'PVCZEIEL. /NI I R TFlexVolL LUNDORFIZZEEL £, ZE
FTEDTEFEXY --no-manage BENRADR) a—LEAVR—E B3T3, 2ERT3BE -
no-manage’Astra Tridentid, Z 7Y TV DS54 7H 414 UL %ZEL TPVCRPVICH L TEMDMIE%
7932 ciEdHh FHA PVAHIBRESNTHRA ML —UR ) a—LAIGHIKREINT . A a—L0ovO0—>
PR 2a—LDY A XEBREDZTDMBOUIBLHLERINE T,

DA T avid. AT HEINI=T—20O— KIZ Kubernetes ZfERT 3
Kubernetes UA TR ML =R a—LDSA T7H AU EEEBTIIERICENTY,

*PVC Y PVICT7/T—>avhEmenEsd, CO7/7—3a>vidk. R)a—LhAVR—rEniC
e BLUPVC L PVHEERBEINTVWE I EZRI _EOBNZRILET, COT7/T—>avidE
BELEIFHIBRLBEVWTLIEEL,

AR)a—LZEzAVHR—bLET
HERATEEXY tridentctl import ZI Uy I L TR a—LEAVR—FLET,

FIE

1. Persistent Volume Claim (PVC ; k#BR ) 2 —LER) 770 %ZERLET (B pve.yaml) Z 7
w2 L%xd, PVCT7AILICIE. DEENTVWBIHNEDHD £9 name. namespace.
accessModes B & U ‘storageClassNameo, BEICIGL T, ZIBETET X T unixPermissions &
EINTLET,

R/MEROBIZRICRL E T,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

(D PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2. #fEALEY tridentctl import AX Y RZEMHAL T, R a—L%ZETAstra Trident/\y I TV R
DEEIE. ANL—= DR a— L% —EICHR T 5%87 (ONTAP FlexVol. Element/R!) 12—
L. Cloud Volumes Service/NX7%RY) ZIBEL X T, o ~fPVCT 7T ILAD/INIEZIBET BICI1E. 51
NRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

ll
PR—FINTVBRIANIZDWVWT, ROR) a— LA VR—DOFIZEEEL TLEE W,

ONTAP NAS$ & TFONTAP NAS FlexGroup

Astra TridentTld. ZFEBL7AY 2 —L1VHR— MDY R—FENZET ontap-nas KV ontap-nas-
flexgroup R Z1/\,

* . ontap-nas-economy R Z-4/\Tqtreezx 1 VY R—cELUVEETEAL,
(D * -, ontap-nas $LU ontap-nas-flexgroup RTA/NTHR) 2a—LBDEEHNFAIE
nNTLWFEtA.

AL TEM LB R 22— L ontap-nas driverldONTAP 7 5 XX EDFlexVol TY ., %Zf#HH L TFlexVol
A4 VR—b93 ontap-nas FTANBRILESICENMEL£T. ONTAP U 5 XX IZ9 TICIFTET SFlexVol
&, ELTAYR—bTE XY ontap-nas PVC, [EFKIC. FlexGroup R a—LIFE LTAYR—bFTEX
9 ontap-nas-flexgroup PVC

ONTAP NASOD
ROFE. BEFNRA) 2a—LEBENRAR) 2a—LOAVHR—rERLTVWET,
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BIENRAR) 2—L4
ROFE. EWSERIORY 2a—L%EA>VHKR—FLZET managed volume EWVWSHFID/NY I IV R

C ontap_nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm fom e
fomm o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e tomm - pom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |
o fomm fom -
fomm o fomm - fomm - +

BENRADRY 12— L
#ERAY BB E --no-manage 5I1EUTIBE L £9 - Astra TridentldR) 2 —LDEFEZEEL FH A

I, 214 Y R—b+33F%RLEFT unmanaged volume 27w LFXTJ ontap nas Ny I IV
[

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fo—m fom -
e it o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - e it
fomm o o fomm fomm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491al4a22 | online | false |
o fomm fom -
fomm o fomm - e +

ONTAP SAN

Astra TridentCld. ZFERALTAR) 2 — LA VR— D ER—FEINET ontap-san RZ14 /N, ZFERLE
A a—LAYR—MEPR—FINTLWEEA ontap-san-economy K51 /\,

Astra Trident Tl&. BE—®DLUN%Z ST ONTAP SAN FlexVolE 1 Y R— R TEEJ, CHIFEELTY ontap-
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san RS 1/\, FlexVol RDZPVCH & U'LUNICFlexVol Z1ERL L £ 9, Astra Tridenth'FlexVol%z 1 > 7R —
L. PVCOERICEEEMITE T,

ONTAP SANOD

ROFIE. BENRA) 2 —LEEEBEWNRAR) 2a—LDAVR—rERLTWVWETD,

BIENRAY 2—L4

BIEWRAR) 12— LDIBE. Astra TridentiZFlexVolDEZHIZICZEBE L £9 pve-<uuid> & & UFlexVol
ARDLUNZDSICT A=< v b LET 1unlo

RDBE. ZA > R—bLFT ontap-san-managed IC&H BFlexVol ontap san default Ny I IV
R

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e o e
o o t——— o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e ittt L L L L e o o ——
e o - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca757 | online | true |
e R o
o o t——— o +

BIEWRADR) 2—L4

I, 204V R— b3 5HF%ZR"LEXT unmanaged example volume Z%7 1) w2 L% ontap san
Ny TITVE:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
e SLEEEEattatt et o= e
Fommemmomo= B e Fommeomoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommemmcemsmerrrrrrrrrrers s re e e em o S o mecemeoes
Fommmmmmm== et Fommmmm== o= +
| pvc-1£c999c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |
Fommmmmmemsmssesesese s s s s e o= o=
Fommmmmomme R e Fomomomme e et +
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RDFNUSTT & SIS Kubernetes/ — FDIQNEIQNZHE T BigrouplcLUNZI v EY T T2 8. T5—H
RREINZFTI, LUN already mapped to initiator(s) in this groupoe AU a—L%EAVER—FT
BIClE. 12T —2%HIBRT 3D LUNODI Y EV T ZBRT I2HNELHD £,

Vserver  Igroup Protocol 0S5 Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb®-c7719fc2f913

iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-05.com.redhat:4c2elcf35e0

E# (Element)

Astra Trident Cld. Z M L 7=NetApp Element 7 k7 = 7 £ NetApp HCIZR ) 2 — LD A Y R— b HiHR—
FEINET solidfire-san RZ1/\,

Element RS A /N\TIER) 2—LBDEEHNHR—FINET, L. R a—LEHHEE
() LTuaigadasiaTidenth 5T5—MESNET, EREYL L TR 2a—LESO—Z>
FL. —BORY2—LREEEL T, FO— VKU a—LES K- FLET,

BRI
RIS, 24V R—b32F%ZRLET element-managed NI TV RDARY a—L element defaulto

tridentctl import volume element default element-managed -f pvc-basic-

import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== fomsssssms=a====
fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e it fomm -
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac/edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |

fomssssess s s s s o s e o s sss s osss fremem==== fossmessmemeea==
fem======== e Bt fmm====== fememe==== 4

Google Cloud Platform ® 1 DTY

Astra Trident Tld. ZFERA LR 2a— LA YR— DY R—FINET gep-cvs RF1/\,
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NetApp Cloud Volumes Serviceh* 5 {Ek & 117=7R 1) 2 — Ls%& Google Cloud PlatformiZ - > 7R —
(D I BICIE. R a—LNRATRYa—LZHELET, R)a—LNRE R)a—LDOI

JRAR—=ENZADDICKSEBRTY /o T2 RIE. TVRAR—ENZADDBERETT

10.0.0.1:/adroit-jolly-swift. R 2 —LD/NAIETT adroit-jolly-swifto

Google Cloud Platform D%

RIS, ZAVR—b33F%ZRLET gep-cvs NI IV RDRY) 12— L gepevs YEppr ZIEEL T
adroit-jolly-swifte

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

o e it fom -
Pommmmmmm== Sttt Pommmmm== Fommmmmm== +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmmmoe e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e R Frommmmom= Fommmmmcemoomo=s
Fommmmmmm=s it Fommmmm=e Pommmmmme= +

Azure NetApp Files DR

Astra Trident Tl&. Z@EHA LAY 2 — LA VR— D R—FINET azure-netapp-files F51/\,

Azure NetApp Files/h) 2 —L%x A VR— b+ 3IC1F R 2a—LNZATHR) 2a—LERFELE
@ To A a—LNRIF R)2a—LDIYVZAR—ENADDIFHESERDTT /0 TLERIE Y
TV RNADDIZERETY 10.0.0.2: /importvolly R a—LD/NAIETT

importvolle
Azure NetApp FilesD

KIS, ZAVR—b930%ZR"LET azure-netapp-files NI IV RDKR) a—L4
azurenetappfiles 40517 Z3EL X9 importvoll,
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s e ittt R remmmeme== +F
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |
fossssssssss s e se s s oses oo sssssss s s e fremmmmmeee e
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

=L AR—ZABTNFSAR) a—LEZHBLET

TridentZEHET 3. T5AII)R—LAR=RIZR) a—LEERL. 1DULEDEH

VAN = LAR—IATHETEFXT,

DIEBE

Astra TridentVolumeReference CRZ R % & . 1D EDKubernetes % — Ly X R— X [l TReadWriteMany
(RWX) NFSAR) a—L%EZEXaT7ICHETETET, ZDKubernetes®1 71 THRE ICIE. KDL SR X

Jw bHHDET,

XA T EZHERTIIEDIC. BROLARILOT7 V€ AGIEHAAIETT
* IRTDTrident NFSTR) 2 —L RS /NTENE
* tridentct®® Z DD IER 1 T 1 T DKubernetestigEICKTEL FHA

CDEIE. 2DDKubernetesr—LAR—IABTONFSHRY) 2 —LOEFZRLTVWET,
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Volume

TAYvIXZ—b

NFS/R) 2 —LAHEFIZFWS DD DFIETHETETET,

o R)a—LEHETZLSICY —RAPVCERELEFT
V—RARZ—LAR—ZADFEEIEZ. V—APVCOTF—RICT IR TR3EREZHELET,

9 FRATFAFZ—2a YR —LAR—XICCRZER T 21ERZMELET

PS5 AAEBEN, TRT 4 F—> 32— LAR—IADFAEEICTridentVolumeReference CR%Z {EfK 3 218
[RE[E5ELX,

e FRTF A4 %—> 3 %—LAR—X|ZTridentVolumeReference= {ERL L £ ¢
EHBAIEEOFREEIZ. EETPVCEER Y 3 - TridentVolumeReference CRZ1ERL L £ 9

o BRI IC FIPVCZERLL £
WHELBIZERDFAEE IZ. EETPVCHS5DT—3RY —X%FERT S FIPVCEZEML £,

V—RARX—LAR—RETRATAX—2 3V RX—LAR—RAZRELETT

TXaVToZHERTDEHI. F—LAR—IABHETIF. V—XRX—LIAR—IADAEE. V7 XAFERE
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E. BLUBHER—LAR—ZADFABEZICLZASRL—23 > 8703 >R ETY, 2—HO0—)LIEE
FIETEEL X,

FIE

1.V —XERIEBDOFREE | PVCEIERL XY (pvecl) Y —XAR—LAR—XITEML. TRATaA4RZ—>
AVR—LAR—REDHEEMERZ[ME L £9 (namespace2)Z R L £9 shareToNamespace 7./ T
—>3r

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Astra Tridenth'PVE /NI T2 RONFSR kL —2 7R 2 — LEVER

s WREYIDUR b ZEAL T, ERORMZERICPVCZHEBETEE Y, !
trident.netapp.io/shareToNamespace:
namespace2, namespace3, namespaceio,

(D) - EBALT. TRTOR—LAR—RICHETEET = fil:

trident.netapp.io/shareToNamespace: *

°cPVCEEHLTZEDDENTEFEXT shareToNamespace 7./ T— 3 IELD
THERTETET,

2. 2P S ARXEBE *H XX LO—)L kubeconfigZ fE L T, TAT 4 R—> 3V R—LAR—ADAE
Z | TridentVolumeReference CRZ=ER I 2 MR Z={H5 L £ 9,

B *FTRATAX—IVR—LAR—RFEE YV —RAR—LAR—REBRITEZITATA*— 3V FR—
Ly ZR— X |ZTridentVolumeReference CRZ1ERL L £ 9 pvclo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. SEELFZEROMESE | PVCEERLET (pve2) ZTRATA R —2 3 VR —LAR—RICEBHRALET
(namespace2)Z AL ¥ shareFromPvC X{ETTPVCZIEE T 2 7F R,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi
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ARL=2D)Y—X=HBLET, BHEPVCEPVIE. BEESDODNAVYREINTWVWEELSICREZET,

HER) 12— LEHIR
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—LEBBITEZIRTDR—LIAR—IADHIFREINS &, Astra TridentiC & > TR a—LDEHIBREINE T,

fEF tridentctl get MUIDKR) a—LZBET3
AT B[tridentctl A—T a4 VT ZERATRE. ZRKTTEFET get AV REFERHLTTUDOAR

A—L%ZEIFLET, EEMICDOULTIE. 1> 7. /trident-reference/tridentctl.htmlZESB L T 723 W
[tridentctl AR REA T3],
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Usage:
tridentctl get [option]

737
* °-h, --help:RJa—LDANILT,
* ——parentOfSubordinate string: ZIUZ FMIDY—RKR)a—LIZHIRELFzT,
* ——subordinateOf string:Z I U%R)a1—LDTAICHIRLETD,

B

* Astra TridentTld. TAT A X —2a VR —LAR—IADBDHEBR) 2 —LICEFTAEZFNDZIDEHFLSZLIE
TEFEHFA HER 2 —LDOT—2OLEZEHIETSICIE. 77Oy IR EO IO EZFERT
BZRERHD ET,

* ZHIBRL TH. EETPVCADT I RXZEWDET ZCIETEXHA shareToNamespace 7ld
shareFromNamespace FR X 72IEZHIFRL £J TridentVolumeReference CRo 77t XZEIDHET
ICIE. MUIPVCZHIBR T 3HENHD £,
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c DFEETHEIV Ry R T YTV,
CSI b RO ZFERALEFT
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
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GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

FIE1 : FAROSHENY I I REERT S
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

supportedTopologies &« NV I IV RZED) = 3> —>DO) A MNEiRET 371
@ DICFERINET, CchbD)—T 3>y —2ld. StorageClass TIEETI ZHBMD ) X

FeRLET, NYIIVRTREINZU—2a>ey—200 72y b 280

StorageClasses MIHE. Astra Trident BN\ I TV RICARY 2 —LZERLF T,

HEHZCTF XY supportedTopologies AL ==L CIERR TR CEHTET XTI, XOFIZEEL
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version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall

managementLIF: 172.16.

svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes

topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

storage:
- labels:

238.5

.1o0/region: us-centrall

io/zone: us-centrall-a
io/region: us-centrall
io/zone: us-centrall-b

workload: production

region: Iowa-DC
zone: Iowa-DC-A

supportedTopologies:
- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev
region: Iowa-DC
zone: Iowa-DC-B

supportedTopologies:
- topology.kubernetes
topology.kubernetes.io/zone: us-centrall-b

CDHITIE. ZFEELTWVWET region BLU zone FRNIIIEA ML= F=ILDBAAERLE T,

io/region: us-centrall

.1o0/region: us-centrall

topology.kubernetes.io/region $ KU topology.kubernetes.io/zone A L —I 77— LDER

GFREEEL X9,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

L+E2dDStorageClassFEF&E T+ volumeBindingMode MICEREINE T WaitForFirstConsumero
StorageClass TEXRIN/ PVC &, Ry RTERINZ I TUEINEEA. LU
allowedTopologies TRV -2 =3 ZRMELET, o netapp-san-us-eastl
StorageClasshICPVCZ{ER L £ 9 san-backend-us-eastl E CEELINYII VR,

27w 73 PVC Z{ER L TERYTS
StorageClass Z{ER L TNV I TV RICYwvEY T T3, PVCZIERTE L DICHBD F LT

5% B8 spec &L ©

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CORZTTRALZERALTPVC ZELT D L. RDKSBHERICED X,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z MpodSpecic & D, Kubernetesid. IC$H3 ./ —RICPODERXT P a—ILd35ELSICEREINET us-
eastl U= a3 %FERL. ICHBIEERED/ —RHS5FERL £F9 us-eastl-a £7ld us-eastl-b VY —
2o

RO EBRLTLEE L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny UL RZzE#H L TEM supportedTopologies

BEONYIIVRZBHLT. DU FEEMTSZENTEFXT supportedTopologies ZFEAL XY
tridentctl backend update. CHUI. TTICTAEDIZIEINTWVWBRRD a—LICITHELT. U
fED PVC ICOMAEREINE T,
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R 21— L Snapshot ZER L £
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1. Z4ER L £ 9 volumeSnapshotClass. FMHIC DWW TIE. ZBBL T T W "R 2 — LSnapshot?
Z A"
° o driver Astra Trident CSIR S N\%3 5L £7,

° deletionPolicy &« T Delete £7zld Retaino ICERET D ¥ Retain ZFEARATI . AL
—JUZRAADEB R ZYIESnapshoth. DHFEESTHHRIFEINET VolumeSnapshot AT
7 hHHIBRE T,

il

cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIZDOPVCORFwv T aw b EERLET,

Bl
° RIS BIEOPVCORF vy T3y bEERT 38R LET,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

o DB, WS EFDPVCHAR!) 2 —LSnapshott TP 10 FEER L Edo pvcl SnapshotdD
ANSICERESNE F pvcl-snap. 7R 2 —LSnapshotiEPVCICIITH D . ICEERITSENTUVWE T
VolumeSnapshotContent REED AT+ v I ay hERIATITI bk
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

c RDIBIHEMIRTET XTI, VolumeSnapshotContent DA T T b pvcl-snap Al a—
LSnapshot, 7R 12— /LSnapshotDsFMiZE&E L £Jo o Snapshot Content Name
MSnapshot’% 12t 9% VolumeSnapshotContent4 7 =7 4 EL £ 9o o Ready To Use /NT
X=&F. AFvTFoay b Z2FERALTHLVPVCEZERTE S cZznmLET,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3f660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

R 2 — LSnapshoth 5PVC % {ER{,

#FEHATEE T dataSource &L\ S EEIDVolumeSnapshotZ L TPVCEER T B ICId <pvec-name> T
— DY =R LTo B ENT=PVC I, Ry RICHERL T, o PVC CRERRICHERTE XY,

@ PVCIZY —RXR) a—LERUNYIIYRICERCNE T, Z8BLTLIEETV KB
I TridentPVCRF+y Fo 3y hDSPVCEERT B EIFREBENY I IV RTIETERL,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

R 2 —LSnapshotdD -1 > R— k

Astra TridentidIA FZHR— b L&E 9, "KubernetesDZEgI 7OEY 3 =>4 E/Snapshot 7O X" 5
AR EEED VolumeSnapshotContent Astra TridentDAEB TIERL S NTcA 7S £ ¥ bk ¥ Snapshotz 1 >R
-k

EX =Rt 3a0IC

Astra Trident TSnapshotD3A ) 2 —LADMER F Tz ld 1V R— SN TWVWIRELRHD £7,

FlE
1. V5 ZA2EEE | VolumeSnapshotContent NI IV RIAF vy hEBRIZF Tk
ZhiZk D, Astra TridentTSnapshot7 —2 7 O0—HBAI N E T,

Ny IIYRRFy T ay bD%REI%Z annotations €L T

trident.netapp.io/internalSnapshotName: <"backend-snapshot-name">,

° ZIBE L £J <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>
-« >F snapshotHandle, Astra TridentiCi2ft TN 2MHE—DIEIRIE. ListSnapshots BFATE

(D o <volumeSnapshotContentName> CRODTMHBIREID/=H. NwIIVRIAFv S
23y FEDBIC—HT B EIFRED FEA.

il

RDOFITIE. VolumeSnapshotContent NI IV RRAFTv I ay haBRBITZATII
snap-01o.
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:

name: import-snap-content

annotations:

trident.netapp.io/internalSnapshotName: "snap-01" # This is the

name of the snapshot on the backend
spec:

deletionPolicy: Retain

driver: csi.trident.netapp.io

source:

snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-

content—-name>

2. 5 ARXEEE | VolumeSnapshot ZEHHE
& D, vVolumeSnapshot EEINIHEIZERRN,

ll

9 BCR VolumeSnapshotContent 7Y ¥ ko ZHIC

RDBTIE. VolumeSnapshot CRE import-snap ZBBL TULWE T, VolumeSnapshotContent

%811 E import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. *NERIE (74U a>VARE) (*NERFv T ay bE LR ENIERFy T3y bEERHL

¥9, VolumeSnapshotContent ZRITL X9, ListSnapshots Hak/Astra Tridenth®
TridentSnapshoto

o NEBRFw T 3w blE. VolumeSnapshotContent #£7 | readyToUse H& U
VolumeSnapshot &7 ! trueo

° Trident® ) X —> readyToUse=trueo
4 FEDOI—H— ! PersistentVolumeClaim # L L) VolumeSnapshot ZBERL T LTV

‘spec.dataSource (F7zld spec.dataSourceRef) nameld VolumeSnapshot %Hio

¢l
RiC. #BBITBZPVCZIERT 2H% "L EJ. VolumeSnapshot HEITE import-snapo
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SnapshotzfEAA L 7=R) 2a—LFT—2D') /N1

SnapshotT« LZ kU, ZEALTCFOEY 3 =>J3N3R) a—LOEBRMEZEARICED 370,
T 7 I FTIFIERRICHE>TUVWEY, ontap-nas BV ontap-nas-economy KT /N, ZBMICL £
9 .snapshot AFw a3y bhor—2EH)ANITZT0LI 8,

R 2—LZLEIDSnapshotiCEEER TN TWLWBIRREIC) X 7T BICIE. R1) 2 —LSnapshot!) X
7ONTAP CLIZfERL £,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

(D Snapshot IE—% U X r7F32. BBEOR) 2 —LEBEN EEZFTINZE T, SnapshotIEE—
DIERREICAR) a— LT —RICMAT=EEBIFEDNE T,

SnapshotHh'BIETFIF 5N TWEPVZHIFRYS 3

2Fw gy bHEEMITSENTWVWEKEGR ) a—LZHIBRT 3. X9 3 Trident R 2—LH THIFR
R ICEBFHSINE T, K1) 22— LSnapshotZzHIFR L TAstra Trident’/R 1) 2 —LZHIFRL £,

R 2—LSnapshotd > FO—ZDEA

KubernetesT ¢ A R Ea2— 3 IR Fy gy OV FO—FECRDAZENTULERWSEIZ. XD
KSICEATEET,

FIE
1. 7R1) 2 — L.DSnapshot{ERK
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 27wy by rO—-S%ERKLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ MEIZIG LT, ZF T £ 9 deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml XUV ZEH L £9 namespace ICBEL F T,

EhE) >

* "/R1) 2 — L\ Snapshot"
* "JR1) 12— LSnapshoty 5 X"
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