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Tridentを使用

ワーカーノードを準備します

Kubernetesクラスタ内のすべてのワーカーノードが、ポッド用にプロビジョニングした
ボリュームをマウントできる必要があります。ワーカーノードを準備するには、ドライ
バの選択に基づいて、NFS、iSCSI、NVMe/TCP、またはFCの各ツールをインストール
する必要があります。

適切なツールを選択する

ドライバを組み合わせて使用している場合は、ドライバに必要なすべてのツールをインストールする必要があ
ります。最新バージョンのRedHat CoreOSには、デフォルトでツールがインストールされています。

NFSツール

"NFSツールのインストール"を使用している場合： ontap-nas、 ontap-nas-economy ontap-nas-

flexgroup、、 azure-netapp-files gcp-cvs。

iSCSIツール

"iSCSIツールをインストール"を使用している場合： ontap-san、 ontap-san-economy solidfire-

san。

NVMeツール

"NVMeツールをインストールする"をNon-Volatile Memory Express（NVMe）over TCP（NVMe/TCP）プロト

コルに使用している場合 ontap-san。

NVMe/TCPにはONTAP 9.12以降を推奨します。

SCSI over FCツール

• SCSI over Fibre Channel（FC）は、Trident 24.10リリースの技術プレビュー機能です。*

"FCツールのインストール"をsanType（SCSI over FC）で fcp`使用している場合 `ontap-san。

詳細については、を参照してください "FCおよびFC-NVMe SANホストの構成方法" 。

ノードサービスの検出

Tridentは、ノードでiSCSIサービスまたはNFSサービスを実行できるかどうかを自動的に検出しようとしま
す。

ノードサービス検出で検出されたサービスが特定されますが、サービスが適切に設定されてい
ることは保証されませ逆に、検出されたサービスがない場合も、ボリュームのマウントが失敗
する保証はありません。

イベントを確認します

Tridentは、検出されたサービスを識別するためのイベントをノードに対して作成します。次のイベントを確認
するには、を実行します。
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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node

name>

検出されたサービスを確認

Tridentは、TridentノードCR上の各ノードで有効になっているサービスを識別します。検出されたサービスを
表示するには、を実行します。

tridentctl get node -o wide -n <Trident namespace>

NFSボリューム

オペレーティングシステム用のコマンドを使用して、NFSツールをインストールします。ブート時にNFSサー
ビスが開始されていることを確認します。

RHEL 8以降

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common

NFSツールをインストールしたあとにワーカーノードをリブートして、コンテナにボリューム
を接続する際の障害を回避します。

iSCSI ボリューム

Tridentでは、iSCSIセッションの確立、LUNのスキャン、マルチパスデバイスの検出、フォーマット、ポッド
へのマウントを自動的に実行できます。

iSCSIの自己回復機能

ONTAPシステムの場合、Tridentは5分ごとにiSCSIの自己修復を実行し、次のことを実現します。

1. *希望するiSCSIセッションの状態と現在のiSCSIセッションの状態を識別します

2. *希望する状態と現在の状態を比較して、必要な修理を特定します。Tridentは、修理の優先順位と、修理
をいつプリエンプトするかを決定します。

3. *現在のiSCSIセッションの状態を希望するiSCSIセッションの状態に戻すために必要な修復*を実行しま
す。
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自己修復アクティビティのログは、それぞれのデーモンセットポッドのコンテナにあり

trident-main`ます。ログを表示するには、Tridentのインストール時にを「true」に設定

しておく必要があります `debug。

Trident iSCSIの自己修復機能を使用すると、次のことを防止できます。

• ネットワーク接続問題 後に発生する可能性がある古いiSCSIセッションまたは正常でないiSCSIセッショ
ン。セッションが古くなった場合、Tridentは7分間待機してからログアウトし、ポータルとの接続を再確
立します。

たとえば、ストレージコントローラでCHAPシークレットがローテーションされた場合にネ
ットワークが接続を失うと、古い（stale）CHAPシークレットが保持されることがありま
す。自己修復では、これを認識し、自動的にセッションを再確立して、更新されたCHAPシ
ークレットを適用できます。

• iSCSIセッションがありません

• LUNが見つかりません

• Tridentをアップグレードする前に考慮すべきポイント*

• ノード単位のigroup（23.04以降で導入）のみを使用している場合、iSCSIの自己修復によってSCSIバス内
のすべてのデバイスに対してSCSI再スキャンが開始されます。

• バックエンドを対象としたigroup（23.04で廃止）のみを使用している場合、iSCSIの自己修復によっ
てSCSIバス内の正確なLUN IDのSCSI再スキャンが開始されます。

• ノード単位のigroupとバックエンドを対象としたigroupが混在している場合、iSCSIの自己修復によっ
てSCSIバス内の正確なLUN IDのSCSI再スキャンが開始されます。

iSCSIツールをインストール

使用しているオペレーティングシステム用のコマンドを使用して、iSCSIツールをインストールします。

開始する前に

• Kubernetes クラスタ内の各ノードには一意の IQN を割り当てる必要があります。* これは必須の前提条
件です * 。

• ドライバとElement OS 12.5以前でRHCOSバージョン4.5以降またはその他のRHEL互換Linuxディストリ
ビューションを使用している場合 `solidfire-san`は、でCHAP認証アルゴリズムがMD5に設定されているこ
とを確認し `/etc/iscsi/iscsid.conf`てください。セキュアなFIPS準拠のCHAPアルゴリズムSHA1、SHA-
256、およびSHA3-256はElement 12.7で使用できます。

sudo sed -i 's/^\(node.session.auth.chap_algs\).*/\1 = MD5/'

/etc/iscsi/iscsid.conf

• iSCSI PVSでRHEL / RedHat CoreOSを実行するワーカーノードを使用する場合は、StorageClass
でmountOptionを指定し `discard`てインラインのスペース再生を実行します。を参照してください "Red
Hat のドキュメント"。
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RHEL 8以降

1. 次のシステムパッケージをインストールします。

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-

multipath

2. iscsi-initiator-utils のバージョンが 6.2.0.874-2.el7 以降であることを確認します。

rpm -q iscsi-initiator-utils

3. マルチパスを有効化：

sudo mpathconf --enable --with_multipathd y --find_multipaths n

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

4. および `multipathd`が実行されていることを確認し `iscsid`ます。

sudo systemctl enable --now iscsid multipathd

5. 有効にして開始 iscsi：

sudo systemctl enable --now iscsi

Ubuntu

1. 次のシステムパッケージをインストールします。

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools

scsitools

2. open-iscsi バージョンが 2.0.874-5ubuntu2.10 以降（ bionic の場合）または 2.0.874-7.1ubuntu6.1 以
降（ Focal の場合）であることを確認します。

dpkg -l open-iscsi

3. スキャンを手動に設定：
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sudo sed -i 's/^\(node.session.scan\).*/\1 = manual/'

/etc/iscsi/iscsid.conf

4. マルチパスを有効化：

sudo tee /etc/multipath.conf <<-EOF

defaults {

    user_friendly_names yes

    find_multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

5. とが `multipath-tools`有効で実行されていることを確認し `open-iscsi`ます。

sudo systemctl status multipath-tools

sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

Ubuntu 18.04の場合は、iSCSIデーモンを開始する前に open-iscsi`でターゲットポ

ートを検出する必要があります `iscsiadm。または、サービスを変更して自動的に

開始する iscsid`こともできます `iscsi。

iSCSI自己回復の設定または無効化

次のTrident iSCSI自己修復設定を構成して、古いセッションを修正できます。

• * iSCSIの自己修復間隔*：iSCSIの自己修復を実行する頻度を指定します（デフォルト：5分）。小さい数
値を設定することで実行頻度を高めるか、大きい数値を設定することで実行頻度を下げることができま
す。

iSCSIの自己修復間隔を0に設定すると、iSCSIの自己修復が完全に停止します。iSCSIの自己修
復を無効にすることは推奨しません。iSCSIの自己修復が意図したとおりに機能しない、または
デバッグ目的で機能しない特定のシナリオでのみ無効にする必要があります。

• * iSCSI自己回復待機時間*：正常でないセッションからログアウトして再ログインを試みるまでのiSCSI自
己回復の待機時間を決定します（デフォルト：7分）。健全でないと識別されたセッションがログアウト
されてから再度ログインしようとするまでの待機時間を長くするか、またはログアウトしてログインして
からログインするまでの時間を短くするように設定できます。
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Helm

iSCSIの自己修復設定を設定または変更するには、Helmのインストール時またはHelmの更新時にパラメ

ータと iscsiSelfHealingWaitTime`パラメータを渡します `iscsiSelfHealingInterval。

次の例では、iSCSIの自己修復間隔を3分、自己修復の待機時間を6分に設定しています。

helm install trident trident-operator-100.2410.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0s -n

trident

Tridentctl

iSCSIの自己修復設定を構成または変更するには、tridentctlのインストールまたは更新時にパラメータと

iscsi-self-healing-wait-time`パラメータを渡します `iscsi-self-healing-interval。

次の例では、iSCSIの自己修復間隔を3分、自己修復の待機時間を6分に設定しています。

tridentctl install --iscsi-self-healing-interval=3m0s --iscsi-self

-healing-wait-time=6m0s -n trident

NVMe/TCPホリユウム

オペレーティングシステムに対応したコマンドを使用してNVMeツールをインストールします。

• NVMeにはRHEL 9以降が必要です。

• Kubernetesノードのカーネルバージョンが古すぎる場合や、使用しているカーネルバージ
ョンに対応するNVMeパッケージがない場合は、ノードのカーネルバージョンをNVMeパッ
ケージで更新しなければならないことがあります。

RHEL 9

sudo yum install nvme-cli

sudo yum install linux-modules-extra-$(uname -r)

sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$(uname -r)

sudo modprobe nvme-tcp
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インストールの確認

インストールが完了したら、次のコマンドを使用して、Kubernetesクラスタ内の各ノードに一意のNQNが割
り当てられていることを確認します。

cat /etc/nvme/hostnqn

Tridentでは、NVMeがダウンしてもパスがあきらめないように値が変更され `ctrl_device_tmo`
ます。この設定は変更しないでください。

FCツールのインストール

オペレーティングシステム用のコマンドを使用して、FCツールをインストールします。

• FC PVSでRHEL / RedHat CoreOSを実行するワーカーノードを使用する場合は、StorageClass
でmountOptionを指定し `discard`てインラインのスペース再生を実行します。を参照してください "Red
Hat のドキュメント"。
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RHEL 8以降

1. 次のシステムパッケージをインストールします。

sudo yum install -y lsscsi device-mapper-multipath

2. マルチパスを有効化：

sudo mpathconf --enable --with_multipathd y --find_multipaths n

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

3. が実行中であることを確認し `multipathd`ます。

sudo systemctl enable --now multipathd

Ubuntu

1. 次のシステムパッケージをインストールします。

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. マルチパスを有効化：

sudo tee /etc/multipath.conf <<-EOF

defaults {

    user_friendly_names yes

    find_multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

3. が有効で実行中であることを確認し `multipath-tools`ます。

sudo systemctl status multipath-tools
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ファイバチャネル（FC）のサポート

Fibre Channel（FC；ファイバチャネル）プロトコルをTridentで使用して、ONTAPシス
テムでストレージリソースをプロビジョニングおよび管理できるようになりました。

• SCSI over Fibre Channel（FC）は、Trident 24.10リリースの技術プレビュー機能です。*

ファイバチャネルは、その高いパフォーマンス、信頼性、拡張性から、エンタープライズストレージ環境で広
く採用されているプロトコルです。ストレージデバイスに堅牢で効率的な通信チャネルを提供し、高速で安全
なデータ転送を可能にします。SCSI over Fibre Channelを使用すると、既存のSCSIベースのストレージイン
フラストラクチャを活用しながら、ファイバチャネルの高パフォーマンスと長距離機能を活用できます。これ
により、ストレージリソースを統合し、低レイテンシで大量のデータを処理できる、拡張性と効率性に優れた
ストレージエリアネットワーク（SAN）を構築できます。

TridentでFC機能を使用すると、次のことが可能になります。

• 配置仕様を使用してPVCを動的にプロビジョニングします。

• ボリュームのSnapshotを作成し、そのSnapshotから新しいボリュームを作成します。

• 既存のFC-PVCのクローンを作成します。

• 導入済みのボリュームのサイズを変更します。

前提条件

FCに必要なネットワークとノードを設定します。

ネットワーク設定

1. ターゲットインターフェイスのWWPNを取得します。詳細については、を参照してください "network
interface show" 。

2. イニシエータ（ホスト）のインターフェイスのWWPNを取得します。

対応するホストオペレーティングシステムユーティリティを参照してください。

3. ホストとターゲットのWWPNを使用してFCスイッチにゾーニングを設定します。

詳細については、各スイッチベンダーのドキュメントを参照してください。

詳細については、次のONTAPドキュメントを参照してください。

◦ "ファイバチャネルとFCoEのゾーニングの概要"

◦ "FCおよびFC-NVMe SANホストの構成方法"

ワーカーノードを準備します

Kubernetesクラスタ内のすべてのワーカーノードが、ポッド用にプロビジョニングしたボリュームをマウン
トできる必要があります。ワーカーノードをFC用に準備するには、必要なツールをインストールする必要が
あります。

FCツールのインストール
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オペレーティングシステム用のコマンドを使用して、FCツールをインストールします。

• FC PVSでRHEL / RedHat CoreOSを実行するワーカーノードを使用する場合は、StorageClass
でmountOptionを指定し `discard`てインラインのスペース再生を実行します。を参照してください "Red
Hat のドキュメント"。
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RHEL 8以降

1. 次のシステムパッケージをインストールします。

sudo yum install -y lsscsi device-mapper-multipath

2. マルチパスを有効化：

sudo mpathconf --enable --with_multipathd y --find_multipaths n

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

3. が実行中であることを確認し `multipathd`ます。

sudo systemctl enable --now multipathd

Ubuntu

1. 次のシステムパッケージをインストールします。

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. マルチパスを有効化：

sudo tee /etc/multipath.conf <<-EOF

defaults {

    user_friendly_names yes

    find_multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service

sudo service multipath-tools restart

の下に defaults`含むを `find_multipaths no`確認します

`etc/multipath.conf。

3. が有効で実行中であることを確認し `multipath-tools`ます。

sudo systemctl status multipath-tools
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バックエンド構成の作成

ドライバおよび fcp`sanTypeとしてTridentバックエンドを作成します `ontap-san。

参照先：

• "ONTAP SANドライバを使用してバックエンドを設定する準備をします"

• "ONTAP SANの設定オプションと例"

FCヲシヨウシタバックエンドコウセイノレイ

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-ontap-san

spec:

  version: 1

  backendName: ontap-san-backend

  storageDriverName: ontap-san

  managementLIF: 10.0.0.1

  sanType: fcp

  svm: trident_svm

  credentials:

    name: backend-tbc-ontap-san-secret

ストレージクラスを作成する。

詳細については、以下を参照してください。

• "ストレージ構成オプション"

ストレージクラスの例

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: fcp-sc

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-san"

  storagePools: "ontap-san-backend:.*"

  fsType: "ext4"

allowVolumeExpansion: True
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バックエンドの構成と管理

バックエンドを設定

バックエンドは、Tridentとストレージシステムの間の関係を定義します。Tridentは、そ
のストレージシステムとの通信方法や、Tridentがそのシステムからボリュームをプロビ
ジョニングする方法を解説します。

Tridentは、ストレージクラスで定義された要件に一致するストレージプールをバックエンドから自動的に提供
します。ストレージシステムにバックエンドを設定する方法について説明します。

• "Azure NetApp Files バックエンドを設定します"

• "Google Cloud NetApp Volumeバックエンドの設定"

• "Cloud Volumes Service for Google Cloud Platform バックエンドを設定します"

• "NetApp HCI または SolidFire バックエンドを設定します"

• "ONTAPまたはCloud Volumes ONTAP NASドライバを使用したバックエンドの設定"

• "ONTAPまたはCloud Volumes ONTAP SANドライバを使用したバックエンドの設定"

• "Amazon FSx for NetApp ONTAPでTridentを使用"

Azure NetApp Files

Azure NetApp Files バックエンドを設定します

Azure NetApp FilesをTridentのバックエンドとして設定できます。Azure NetApp Filesバ
ックエンドを使用してNFSボリュームとSMBボリュームを接続できます。Trident
は、Azure Kubernetes Services（AKS）クラスタの管理対象IDを使用したクレデンシャ
ル管理もサポートしています。

Azure NetApp Filesドライバの詳細

Tridentには、クラスタと通信するための次のAzure NetApp Filesストレージドライバが用意されています。サ
ポートされているアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany

(RWX)、ReadWriteOncePod(RWOP)です。

ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

azure-netapp-files NFS SMB ファイルシ
ステム

RWO、ROX、RWX、RW
OP

nfs、 smb

考慮事項

• Azure NetApp Filesサービスでは、50GiB未満のボリュームはサポートされません。より小さいボリュー
ムを要求すると、Tridentは50GiBのボリュームを自動的に作成します。

• Tridentでは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみがサポートさ
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れます。

AKSの管理対象ID

Tridentでは、Azure Kubernetes Servicesクラスタがサポートされます"管理対象ID"。管理されたアイデンティ
ティによって提供される合理的なクレデンシャル管理を利用するには、次のものが必要です。

• AKSを使用して導入されるKubernetesクラスタ

• AKS Kubernetesクラスタに設定された管理対象ID

• 指定する "Azure"`を含むTridentがインストールされています。 `cloudProvider

Trident オペレータ

Trident演算子を使用してTridentをインストールするには、を tridentorchestrator_cr.yaml`

に `"Azure"`設定します `cloudProvider。例：

apiVersion: trident.netapp.io/v1

kind: TridentOrchestrator

metadata:

  name: trident

spec:

  debug: true

  namespace: trident

  imagePullPolicy: IfNotPresent

  cloudProvider: "Azure"

Helm

次の例では、環境変数を使用してTridentセットをAzureに `$CP`インストールし `cloudProvider`ま
す。

helm install trident trident-operator-100.2410.0.tgz --create

-namespace --namespace <trident-namespace> --set cloudProvider=$CP

<code> tridentctl </code>

次の例では、Tridentをインストールし、フラグをに `Azure`設定し `cloudProvider`ます。

tridentctl install --cloud-provider="Azure" -n trident

AKSのクラウドID

クラウドIDを使用すると、Kubernetesポッドは、明示的なAzureクレデンシャルを指定するのではなく、ワー
クロードIDとして認証することでAzureリソースにアクセスできます。
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AzureでクラウドIDを活用するには、以下が必要です。

• AKSを使用して導入されるKubernetesクラスタ

• AKS Kubernetesクラスタに設定されたワークロードIDとoidc-issuer

• ワークロードIDを指定 "Azure"`および `cloudIdentity`指定するを含むTridentがインストールさ

れている `cloudProvider

15



Trident オペレータ

Trident演算子を使用してTridentをインストールするには、をに設定し、を

tridentorchestrator_cr.yaml`に `"Azure"`設定 `cloudProvider`し

`cloudIdentity `azure.workload.identity/client-id: xxxxxxxx-xxxx-xxxx-xxxx-xxxxxxxxxxx`ます。

例：

apiVersion: trident.netapp.io/v1

kind: TridentOrchestrator

metadata:

  name: trident

spec:

  debug: true

  namespace: trident

  imagePullPolicy: IfNotPresent

  cloudProvider: "Azure"

  *cloudIdentity: 'azure.workload.identity/client-id: xxxxxxxx-xxxx-

xxxx-xxxx-xxxxxxxxxxx'*

Helm

次の環境変数を使用して、* cloud-provider（CP）フラグと cloud-identity（CI）*フラグの値を設定し
ます。

export CP="Azure"

export CI="'azure.workload.identity/client-id: xxxxxxxx-xxxx-xxxx-xxxx-

xxxxxxxxxxx'"

次の例では、環境変数を使用してTridentをインストールし cloudProvider、をAzureに `$CP`設定
し、をUSING THE環境変数 `$CI`に設定し `cloudIdentity`ます。

helm install trident trident-operator-100.2410.0.tgz --set

cloudProvider=$CP --set cloudIdentity="$CI"

<code> tridentctl </code>

次の環境変数を使用して、* cloud provider フラグと cloud identity *フラグの値を設定します。

export CP="Azure"

export CI="azure.workload.identity/client-id: xxxxxxxx-xxxx-xxxx-xxxx-

xxxxxxxxxxx"

次の例では、Tridentをインストールし、フラグをに設定し、 `cloud-identity`を `$CI`に `$CP`設定し
`cloud-provider`ます。
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tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n

trident

Azure NetApp Files バックエンドを設定する準備をします

Azure NetApp Files バックエンドを設定する前に、次の要件を満たしていることを確認
する必要があります。

NFSボリュームとSMBボリュームの前提条件

Azure NetApp Files を初めてまたは新しい場所で使用する場合は、Azure NetApp Files をセットアップし
てNFSボリュームを作成するためにいくつかの初期設定が必要です。を参照してください "Azure：Azure
NetApp Files をセットアップし、NFSボリュームを作成します"。

バックエンドを設定して使用するには "Azure NetApp Files"、次のものが必要です。

• subscriptionID、 tenantID、 clientID、、 `location`およびは、 `clientSecret`AKS
クラスタで管理対象IDを使用する場合はオプションです。

• tenantID、 clientID、およびは、 `clientSecret`AKSクラスタでクラウドIDを使用する
場合はオプションです。

• 容量プール。を参照してください "Microsoft：Azure NetApp Files 用の容量プールを作成します"。

• Azure NetApp Files に委任されたサブネット。を参照してください "Microsoft：サブネットをAzure
NetApp Files に委任します"。

• `subscriptionID`Azure NetApp Filesを有効にしたAzureサブスクリプションから削除します。

• tenantID clientID `clientSecret`Azure NetApp Filesサービスへの十分な権限を持つ、Azure Active
Directory内のから"アプリケーション登録"。アプリケーション登録では、次のいずれかを使用します。

◦ 所有者ロールまたは寄与者ロール"Azureで事前定義"。

◦ "カスタム投稿者ロール"(assignableScopes（サブスクリプションレベル）。次の権限がTridentで
必要な権限のみに制限されています。カスタムロールを作成したら、"Azureポータルを使用してロー
ルを割り当てます"を参照してください。
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カスタムコントリビュータロール

{

    "id": "/subscriptions/<subscription-

id>/providers/Microsoft.Authorization/roleDefinitions/<role-

definition-id>",

    "properties": {

        "roleName": "custom-role-with-limited-perms",

        "description": "custom role providing limited

permissions",

        "assignableScopes": [

            "/subscriptions/<subscription-id>"

        ],

        "permissions": [

            {

                "actions": [

 

"Microsoft.NetApp/netAppAccounts/capacityPools/read",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/write",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

delete",

 

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge

ts/read",

                    "Microsoft.Network/virtualNetworks/read",

 

"Microsoft.Network/virtualNetworks/subnets/read",

 

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",
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"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

 

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/delete",

                    "Microsoft.Features/features/read",

                    "Microsoft.Features/operations/read",

                    "Microsoft.Features/providers/features/read",

 

"Microsoft.Features/providers/features/register/action",

 

"Microsoft.Features/providers/features/unregister/action",

 

"Microsoft.Features/subscriptionFeatureRegistrations/read"

                ],

                "notActions": [],

                "dataActions": [],

                "notDataActions": []

            }

        ]

    }

}

• 少なくとも1つを含む "委任されたサブネット"Azure location。Trident 22.01では、この `location`パラ
メータはバックエンド構成ファイルの最上位レベルにある必須フィールドです。仮想プールで指定された
場所の値は無視されます。

• を使用するに Cloud Identity`は、から "ユーザーが割り当てた管理ID"を取得し `client ID、で

そのIDを指定します azure.workload.identity/client-id: xxxxxxxx-xxxx-xxxx-xxxx-

xxxxxxxxxxx。

SMBボリュームに関するその他の要件

SMBボリュームを作成するには、以下が必要です。

• Active Directoryが設定され、Azure NetApp Files に接続されています。を参照してください "Microsoft
：Azure NetApp Files のActive Directory接続を作成および管理します"。

• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2022を実行して
いるKubernetesクラスタ。Tridentでは、Windowsノードで実行されているポッドにマウントされたSMB
ボリュームのみがサポートされます。

• Azure NetApp FilesがActive Directoryに対して認証できるように、Active Directoryクレデンシャルを含む

少なくとも1つのTridentシークレット。シークレットを生成するには smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'
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• Windowsサービスとして設定されたCSIプロキシ。を設定するには csi-proxy、Windowsで実行されて
いるKubernetesノードについて、またはを"GitHub: Windows向けCSIプロキシ"参照してください"GitHub:
CSIプロキシ"。

Azure NetApp Files バックエンド構成のオプションと例

Azure NetApp FilesのNFSおよびSMBバックエンド構成オプションについて説明し、構
成例を確認します。

バックエンド構成オプション

Tridentはバックエンド構成（サブネット、仮想ネットワーク、サービスレベル、場所）を使用して、要求され
た場所で使用可能な容量プール上に、要求されたサービスレベルとサブネットに一致するAzure NetApp Files
ボリュームを作成します。

Tridentでは、手動QoS容量プールはサポートされません。

Azure NetApp Filesバックエンドには、次の設定オプションがあります。

パラメータ 製品説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 「 azure-NetApp-files 」

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + ランダムな文字

subscriptionID Azureサブスクリプションからのサ
ブスクリプションID管理されたID
がAKSクラスタで有効になってい
る場合はオプションです。

tenantID AKSクラスタで管理IDまたはクラ
ウドIDが使用されている場合は、
アプリ登録からのテナントIDはオ
プションです。

clientID 管理対象IDまたはクラウドID
がAKSクラスタで使用されている
場合、アプリ登録からのクライア
ントIDはオプションです。

clientSecret アプリ登録からのクライアントシ
ークレット管理されたIDまたはク
ラウドIDがAKSクラスタで使用さ
れている場合はオプションです。

serviceLevel 、 Premium`または `Ultra`のい

ずれか `Standard

"" （ランダム）

location 新しいボリュームが作成され
るAzureの場所の名前AKSクラスタ
で管理IDが有効になっている場合
はオプションです。
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パラメータ 製品説明 デフォルト

resourceGroups 検出されたリソースをフィルタリ
ングするためのリソースグループ
のリスト

"[]" （フィルタなし）

netappAccounts 検出されたリソースをフィルタリ
ングするためのネットアップアカ
ウントのリスト

"[]" （フィルタなし）

capacityPools 検出されたリソースをフィルタリ
ングする容量プールのリスト

"[]" （フィルタなし、ランダム）

virtualNetwork 委任されたサブネットを持つ仮想
ネットワークの名前

""

subnet 委任先のサブネットの名前

Microsoft.Netapp/volumes

""

networkFeatures ボリュームのVNet機能のセットは

Basic、または `Standard`です。
ネットワーク機能は一部の地域で
は使用できず、サブスクリプショ
ンで有効にする必要がある場合が
あります。この機能を有効にしな
いタイミングを指定する
`networkFeatures`と、ボリューム
のプロビジョニングが失敗しま
す。

""

nfsMountOptions NFS マウントオプションのきめ細
かな制御。SMBボリュームでは無
視されます。NFSバージョン4.1を
使用してボリュームをマウントす
るには、カンマで区切ったマウン
トオプションのリストにを追加し
てNFS v4.1を `nfsvers=4`選択しま
す。ストレージクラス定義で設定
されたマウントオプションは、バ
ックエンド構成で設定されたマウ
ントオプションよりも優先されま
す。

"nfsvers=3 "

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合はプロビジ
ョニングが失敗します

"" （デフォルトでは適用されませ
ん）

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： `\{"api":
false, "method": true, "discovery":
true}`トラブルシューティングを行
って詳細なログダンプが必要な場
合を除き、このオプションは使用
しないでください。

null
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パラメータ 製品説明 デフォルト

nasType NFSボリュームまたはSMBボリュ
ームの作成を設定オプションは

nfs、 `smb`またはnullです。nullに
設定すると、デフォルトでNFSボ
リュームが使用されます。

nfs

supportedTopologies このバックエンドでサポートされ
ているリージョンとゾーンのリス
トを表します。詳細については、
を参照してください "CSI トポロジ
を使用します"。

ネットワーク機能の詳細については、を参照してください"Azure NetApp Files ボリュームのネ
ットワーク機能を設定します"。

必要な権限とリソース

PVCの作成時に「No capacity pools found」エラーが表示される場合は、アプリケーション登録に必要な権限
とリソース（サブネット、仮想ネットワーク、容量プール）が関連付けられていない可能性があります。デバ
ッグを有効にすると、バックエンドの作成時に検出されたAzureリソースがTridentによってログに記録されま
す。適切なロールが使用されていることを確認します。

`netappAccounts`、 `capacityPools`、、 `virtualNetwork`、の `subnet`値は

`resourceGroups`、短縮名または完全修飾名を使用して指定できます。ほとんどの場合、短縮名
は同じ名前の複数のリソースに一致する可能性があるため、完全修飾名を使用することを推奨しま
す。

`resourceGroups` `netappAccounts`、、および

`capacityPools`の値は、検出されたリソースのセットをこのストレージバックエンドで使用可
能なリソースに制限するフィルタで、任意の組み合わせで指定できます。完全修飾名の形式は次の
とおりです。

タイプ 形式

リソースグループ < リソースグループ >

ネットアップアカウント < リソースグループ >/< ネットアップアカウント >

容量プール < リソースグループ >/< ネットアップアカウント >/<
容量プール >

仮想ネットワーク < リソースグループ >/< 仮想ネットワーク >

サブネット <resource group>/< 仮想ネットワーク >/< サブネット
>

ボリュームのプロビジョニング

構成ファイルの特別なセクションで次のオプションを指定することで、デフォルトのボリュームプロビジョニ
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ングを制御できます。詳細については、を参照してください [構成例] 。

パラメータ 製品説明 デフォルト

exportRule 新しいボリュームに対するエクス
ポートルール
`exportRule`IPv4アドレスまた
はIPv4サブネットをCIDR表記で任
意に組み合わせたリストをカンマ
で区切って指定する必要がありま
す。SMBボリュームでは無視され
ます。

"0.0.0.0/0 "

snapshotDir .snapshot ディレクトリの表示を制
御します

NFSv4の場合は「true」NFSv3の場
合は「false」

size 新しいボリュームのデフォルトサ
イズ

"100G"

unixPermissions 新しいボリュームのUNIX権限（8
進数の4桁）。SMBボリュームでは
無視されます。

"" （プレビュー機能、サブスクリ
プションでホワイトリスト登録が
必要）

構成例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。
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最小限の構成

これは、バックエンドの絶対的な最小構成です。この構成では、Tridentは設定された場所でAzure
NetApp Filesに委譲されたすべてのNetAppアカウント、容量プール、およびサブネットを検出し、それ
らのプールおよびサブネットの1つに新しいボリュームをランダムに配置します。は省略されているた

め、 nasType nfs デフォルトが適用され、バックエンドでNFSボリュームがプロビジョニングされま
す。

この構成は、Azure NetApp Filesの使用を開始して試している段階で、実際にはプロビジョニングするボ
リュームに対して追加の範囲を設定することが必要な場合に適しています。

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-anf-1

  namespace: trident

spec:

  version: 1

  storageDriverName: azure-netapp-files

  subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

  tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

  clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

  clientSecret: SECRET

  location: eastus

AKSの管理対象ID

このバックエンド構成では、、 tenantID、 clientID、が `clientSecret`省略されてい `subscriptionID`
ます。これらは、管理対象IDを使用する場合はオプションです。

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-anf-1

  namespace: trident

spec:

  version: 1

  storageDriverName: azure-netapp-files

  capacityPools: ["ultra-pool"]

  resourceGroups: ["aks-ami-eastus-rg"]

  netappAccounts: ["smb-na"]

  virtualNetwork: eastus-prod-vnet

  subnet: eastus-anf-subnet
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AKSのクラウドID

このバックエンド構成では、クラウドIDを使用する場合はオプションである、、 clientID、が
`clientSecret`省略されて `tenantID`います。

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-anf-1

  namespace: trident

spec:

  version: 1

  storageDriverName: azure-netapp-files

  capacityPools: ["ultra-pool"]

  resourceGroups: ["aks-ami-eastus-rg"]

  netappAccounts: ["smb-na"]

  virtualNetwork: eastus-prod-vnet

  subnet: eastus-anf-subnet

  location: eastus

  subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

容量プールフィルタを使用した特定のサービスレベル構成

このバックエンド構成では、容量プール内のAzureの場所 `Ultra`にボリュームが配置され `eastus`ま
す。Tridentは、その場所のAzure NetApp Filesに委譲されたすべてのサブネットを自動的に検出し、その
いずれかに新しいボリュームをランダムに配置します。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

serviceLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
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高度な設定

このバックエンド構成は、ボリュームの配置を単一のサブネットにまで適用する手間をさらに削減し、
一部のボリュームプロビジョニングのデフォルト設定も変更します。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

serviceLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

virtualNetwork: my-virtual-network

subnet: my-subnet

networkFeatures: Standard

nfsMountOptions: vers=3,proto=tcp,timeo=600

limitVolumeSize: 500Gi

defaults:

  exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

  snapshotDir: 'true'

  size: 200Gi

  unixPermissions: '0777'
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仮想プール構成

このバックエンド構成では、 1 つのファイルに複数のストレージプールを定義します。これは、異なる
サービスレベルをサポートする複数の容量プールがあり、それらを表すストレージクラスを Kubernetes
で作成する場合に便利です。に基づいてプールを区別するために、仮想プールラベルが使用されました

performance。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

resourceGroups:

- application-group-1

networkFeatures: Basic

nfsMountOptions: vers=3,proto=tcp,timeo=600

labels:

  cloud: azure

storage:

- labels:

    performance: gold

  serviceLevel: Ultra

  capacityPools:

  - ultra-1

  - ultra-2

  networkFeatures: Standard

- labels:

    performance: silver

  serviceLevel: Premium

  capacityPools:

  - premium-1

- labels:

    performance: bronze

  serviceLevel: Standard

  capacityPools:

  - standard-1

  - standard-2
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サポートされるトポロジ構成

Tridentを使用すると、リージョンとアベイラビリティゾーンに基づいてワークロード用のボリュームを
簡単にプロビジョニングできます。 `supportedTopologies`このバックエンド構成のブロックは、バック
エンドごとにリージョンとゾーンのリストを提供するために使用されます。ここで指定するリージョン
とゾーンの値は、各Kubernetesクラスタノードのラベルのリージョンとゾーンの値と一致している必要
があります。これらのリージョンとゾーンは、ストレージクラスで指定できる許容値のリストです。バ
ックエンドで提供されるリージョンとゾーンのサブセットを含むストレージクラスの場合、Tridentは指
定されたリージョンとゾーンにボリュームを作成します。詳細については、を参照してください "CSI ト
ポロジを使用します"。

---

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: eastus

serviceLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus

  topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus

  topology.kubernetes.io/zone: eastus-2

ストレージクラスの定義

以下の `StorageClass`定義は、上記のストレージプールを表しています。

フィールドヲシヨウシタテイノレイ parameter.selector

を使用する parameter.selector`と、ボリュームのホストに使用する仮想プールごとにを指定できます

`StorageClass。ボリュームには、選択したプールで定義された要素があります。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=gold"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: silver

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: bronze

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=bronze"

allowVolumeExpansion: true

SMBボリュームの定義例

`node-stage-secret-name`、およびを使用する `nasType` `node-stage-secret-

namespace`と、SMBボリュームを指定し、必要なActive

Directoryクレデンシャルを指定できます。
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デフォルトネームスペースの基本設定

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: "default"

ネームスペースごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

ボリュームごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "azure-netapp-files"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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`nasType: smb`SMBボリュームをサポートするプールに対してフィルタを適用します。
`nasType: nfs`または `nasType: null`NFSプールのフィルタ。

バックエンドを作成します

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

tridentctl create backend -f <backend-file>

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。次のコマンドを実行する
と、ログを表示して原因を特定できます。

tridentctl logs

構成ファイルで問題を特定して修正したら、 create コマンドを再度実行できます。

Google Cloud NetAppボリューム

Google Cloud NetApp Volumeバックエンドの設定

Google Cloud NetApp VolumesをTridentのバックエンドとして設定できるようになりま
した。Google Cloud NetApp Volumeバックエンドを使用してNFSボリュームを接続でき
ます。

Google Cloud NetApp Volumesドライバの詳細

Tridentは、クラスタと通信するためのドライバを提供します google-cloud-netapp-volumes。サポート
されているアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)
、ReadWriteOncePod(RWOP)です。

ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

google-cloud-

netapp-volumes

NFS ファイルシ
ステム

RWO、ROX、RWX、RW
OP

nfs

GKEのクラウドID

クラウドIDを使用すると、Kubernetesポッドは、明示的なGoogle Cloudクレデンシャルを指定するのではな
く、ワークロードIDとして認証することで、Google Cloudリソースにアクセスできます。

Google Cloudでクラウドアイデンティティを活用するには、以下が必要です。

• GKEを使用して導入されるKubernetesクラスタ。

• GKEクラスタに設定されたワークロードID、およびノードプールに設定されたGKEメタデータサーバ。

• Google Cloud NetAppのボリューム管理者（roles/gcp.admin NetApp）ロールまたはカスタムロールを持
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つGCPサービスアカウント。

• 新しいGCPサービスアカウントを指定するcloudProviderとcloudIdentityを含むTridentがインストールされ
ます。以下に例を示します。
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Trident オペレータ

Trident演算子を使用してTridentをインストールするには、をに設定し、を

tridentorchestrator_cr.yaml`に `"GCP"`設定 `cloudProvider`し `cloudIdentity
`iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com`ま
す。

例：

apiVersion: trident.netapp.io/v1

kind: TridentOrchestrator

metadata:

  name: trident

spec:

  debug: true

  namespace: trident

  imagePullPolicy: IfNotPresent

  cloudProvider: "GCP"

  cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

次の環境変数を使用して、* cloud-provider（CP）フラグと cloud-identity（CI）*フラグの値を設定し
ます。

export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-

sa@mygcpproject.iam.gserviceaccount.com"

次の例では、環境変数を使用してTridentをインストールし、をGCPに設定し cloudProvider、を
環境変数を使用 `$ANNOTATION`して `$CP`を設定し `cloudIdentity`ます。

helm install trident trident-operator-100.2406.0.tgz --set

cloudProvider=$CP --set cloudIdentity="$ANNOTATION"

<code> tridentctl </code>

次の環境変数を使用して、* cloud provider フラグと cloud identity *フラグの値を設定します。

export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-

sa@mygcpproject.iam.gserviceaccount.com"

次の例では、Tridentをインストールし、フラグをに設定し、 `cloud-identity`を `$ANNOTATION`に
`$CP`設定し `cloud-provider`ます。
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tridentctl install --cloud-provider=$CP --cloud

-identity="$ANNOTATION" -n trident

Google Cloud NetApp Volumeバックエンドを設定する準備

Google Cloud NetApp Volumeバックエンドを設定する前に、次の要件が満たされている
ことを確認する必要があります。

NFSボリュームノゼンテイジョウケン

Google Cloud NetApp Volumeを初めてまたは新しい場所で使用している場合は、Google Cloud NetApp
VolumeをセットアップしてNFSボリュームを作成するために、いくつかの初期設定が必要です。を参照して
ください "開始する前に"。

Google Cloud NetApp Volumeバックエンドを設定する前に、次の条件を満たしていることを確認してくださ
い。

• Google Cloud NetApp Volumes Serviceで設定されたGoogle Cloudアカウント。を参照してください
"Google Cloud NetAppボリューム"。

• Google Cloudアカウントのプロジェクト番号。を参照してください "プロジェクトの特定"。

• NetApp Volume Admin）ロールが割り当てられたGoogle Cloudサービスアカウント

(roles/netapp.admin。を参照してください "IDおよびアクセス管理のロールと権限"。

• GCNVアカウントのAPIキーファイル。を参照して "サービスアカウントキーを作成します"

• ストレージプール。を参照してください "ストレージプールの概要"。

Google Cloud NetApp Volumeへのアクセスの設定方法の詳細については、を参照してください "Google Cloud
NetApp Volumeへのアクセスをセットアップする"。

Google Cloud NetApp Volumeのバックエンド構成オプションと例

Google Cloud NetApp VolumeのNFSバックエンド構成オプションについて説明し、構成
例を確認します。

バックエンド構成オプション

各バックエンドは、 1 つの Google Cloud リージョンにボリュームをプロビジョニングします。他のリージョ
ンにボリュームを作成する場合は、バックエンドを追加で定義します。

パラメータ 製品説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 の値は

storageDriverName

「google-cloud-netapp-
volumes」と指定する必要
があります。
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パラメータ 製品説明 デフォルト

backendName （オプション）ストレージバックエンドのカスタム名 ドライバ名 + "_" + API キ
ーの一部

storagePools ボリューム作成用のストレージプールを指定するオプ
ションのパラメータ。

projectNumber Google Cloud アカウントのプロジェクト番号。この
値は、Google Cloudポータルのホームページにあり
ます。

location TridentがGCNVボリュームを作成するGoogle Cloudの
場所。リージョン間Kubernetesクラスタを作成する

場合、で作成したボリュームは location 、複数
のGoogle Cloudリージョンのノードでスケジュール
されているワークロードで使用できます。リージョン
間トラフィックは追加コストを発生させます。

apiKey ロールが割り当てられたGoogle Cloudサービスアカ

ウントのAPIキー netapp.admin 。このレポートに
は、 Google Cloud サービスアカウントの秘密鍵ファ
イルの JSON 形式のコンテンツが含まれています（
バックエンド構成ファイルにそのままコピーされます

）。には apiKey 、、、、、の各キーのキーと値の

ペアを含める必要があります。 type project_id

client_email client_id auth_uri token_uri

auth_provider_x509_cert_url、、および

client_x509_cert_url。

nfsMountOptions NFS マウントオプションのきめ細かな制御。 "nfsvers=3 "

limitVolumeSize 要求されたボリュームサイズがこの値を超えている場
合はプロビジョニングが失敗します。

"" （デフォルトでは適用
されません）

serviceLevel ストレージプールとそのボリュームのサービスレベ

ル。値は flex、 standard、 premium、または
`extreme`です。

network GCNVボリュームに使用されるGoogle Cloudネットワ
ーク。

debugTraceFlags トラブルシューティング時に使用するデバッグフラ
グ。例： `{"api":false, "method":true}`トラブルシュー
ティングを行って詳細なログダンプが必要な場合を除
き、このオプションは使用しないでください。

null

supportedTopologies このバックエンドでサポートされているリージョンと
ゾーンのリストを表します。詳細については、を参照
してください "CSI トポロジを使用します"。例：

supportedTopologies:

- topology.kubernetes.io/region: asia-

east1

topology.kubernetes.io/zone: asia-east1-

a
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ボリュームプロビジョニングオプション

デフォルトのボリュームプロビジョニングは、構成ファイルのセクションで制御できます defaults。

パラメータ 製品説明 デフォルト

exportRule 新しいボリュームのエクスポート
ルール。IPv4アドレスの任意の組
み合わせをカンマで区切って指定
する必要があります。

"0.0.0.0/0 "

snapshotDir ディレクトリへのアクセス

.snapshot

NFSv4の場合は「true」NFSv3の場
合は「false」

snapshotReserve Snapshot 用にリザーブされている
ボリュームの割合

""（デフォルトの0を使用）

unixPermissions 新しいボリュームのUNIX権限（8
進数の4桁）。

""

構成例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。
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最小限の構成

これは、バックエンドの絶対的な最小構成です。この構成では、Tridentは設定された場所でGoogle
Cloud NetApp Volumeに委譲されたすべてのストレージプールを検出し、それらのプールの1つに新しい

ボリュームをランダムに配置します。は省略されているため、 nasType nfs デフォルトが適用され、
バックエンドでNFSボリュームがプロビジョニングされます。

この構成は、Google Cloud NetApp Volumeの使用を開始して試用する場合に最適ですが、実際には、プ
ロビジョニングするボリュームに対して追加の範囲設定が必要になることがよくあります。

---

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: 'f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec'

  private_key: |

    -----BEGIN PRIVATE KEY-----\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m\n

    XsYg6gyxy4zq7OlwWgLwGa==\n
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    -----END PRIVATE KEY-----\n

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: '123455380079'

  location: europe-west6

  serviceLevel: premium

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: '103346282737811234567'

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret
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StoragePoolsフイルタヲシヨウシタセツテイ

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: 'f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec'

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:
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  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: '123455380079'

  location: europe-west6

  serviceLevel: premium

  storagePools:

  - premium-pool1-europe-west6

  - premium-pool2-europe-west6

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: '103346282737811234567'

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret
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仮想プール構成

このバックエンド構成では、1つのファイルに複数の仮想プールが定義されます。仮想プールは、セクシ

ョンで定義し storage ます。さまざまなサービスレベルをサポートする複数のストレージプールがあ
り、それらを表すストレージクラスをKubernetesで作成する場合に役立ちます。仮想プールラベルは、

プールを区別するために使用されます。たとえば、次の例では performance 、仮想プールを区別する

ためにラベルと serviceLevel タイプが使用されています。

また、一部のデフォルト値をすべての仮想プールに適用できるように設定したり、個 々 の仮想プールの

デフォルト値を上書きしたりすることもできます。次の例では、 snapshotReserve exportRule す
べての仮想プールのデフォルトとして機能します。

詳細については、を参照してください "仮想プール"。

---

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: 'f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec'

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m
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    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: '123455380079'

  location: europe-west6

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: '103346282737811234567'

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret

  defaults:

    snapshotReserve: '10'

    exportRule: 10.0.0.0/24

  storage:

    - labels:

        performance: extreme

      serviceLevel: extreme

      defaults:

        snapshotReserve: '5'

        exportRule: 0.0.0.0/0

    - labels:

        performance: premium

      serviceLevel: premium

    - labels:
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        performance: standard

      serviceLevel: standard

GKEのクラウドID

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcp-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: '012345678901'

  network: gcnv-network

  location: us-west2

  serviceLevel: Premium

  storagePool: pool-premium1
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サポートされるトポロジ構成

Tridentを使用すると、リージョンとアベイラビリティゾーンに基づいてワークロード用のボリュームを
簡単にプロビジョニングできます。 `supportedTopologies`このバックエンド構成のブロックは、バック
エンドごとにリージョンとゾーンのリストを提供するために使用されます。ここで指定するリージョン
とゾーンの値は、各Kubernetesクラスタノードのラベルのリージョンとゾーンの値と一致している必要
があります。これらのリージョンとゾーンは、ストレージクラスで指定できる許容値のリストです。バ
ックエンドで提供されるリージョンとゾーンのサブセットを含むストレージクラスの場合、Tridentは指
定されたリージョンとゾーンにボリュームを作成します。詳細については、を参照してください "CSI ト
ポロジを使用します"。

---

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: asia-east1

serviceLevel: flex

supportedTopologies:

- topology.kubernetes.io/region: asia-east1

  topology.kubernetes.io/zone: asia-east1-a

- topology.kubernetes.io/region: asia-east1

  topology.kubernetes.io/zone: asia-east1-b

次の手順

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

kubectl create -f <backend-file>

バックエンドが正常に作成されたことを確認するには、次のコマンドを実行します。

kubectl get tridentbackendconfig

NAME               BACKEND NAME       BACKEND UUID

PHASE   STATUS

backend-tbc-gcnv   backend-tbc-gcnv   b2fd1ff9-b234-477e-88fd-713913294f65

Bound   Success

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。バックエンドについて

は、コマンドを使用して説明するか、次のコマンドを実行してログを表示して原因を特定できます kubectl

get tridentbackendconfig <backend-name> 。

44



tridentctl logs

構成ファイルの問題を特定して修正したら、バックエンドを削除してcreateコマンドを再度実行できます。

その他の例

ストレージクラスの定義の例

以下は、上記のバックエンドを参照する基本的な定義です StorageClass 。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gcnv-nfs-sc

provisioner: csi.trident.netapp.io

parameters:

  backendType: "google-cloud-netapp-volumes"

フィールドを使用した定義例 parameter.selector ：

を使用する parameter.selector と、ボリュームのホストに使用される各に対してを指定できます

StorageClass "仮想プール" 。ボリュームには、選択したプールで定義された要素があります。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: extreme-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=extreme"

  backendType: "google-cloud-netapp-volumes"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: premium-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=premium"

  backendType: "google-cloud-netapp-volumes"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: standard-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=standard"

  backendType: "google-cloud-netapp-volumes"

ストレージクラスの詳細については、を参照してください "ストレージクラスを作成する。"。

PVC定義の例PVCテイギノレイ

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: gcnv-nfs-pvc

spec:

  accessModes:

    - ReadWriteMany

  resources:

    requests:

      storage: 100Gi

  storageClassName: gcnv-nfs-sc

PVCがバインドされているかどうかを確認するには、次のコマンドを実行します。
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kubectl get pvc gcnv-nfs-pvc

NAME          STATUS   VOLUME                                    CAPACITY

ACCESS MODES   STORAGECLASS AGE

gcnv-nfs-pvc  Bound    pvc-b00f2414-e229-40e6-9b16-ee03eb79a213  100Gi

RWX            gcnv-nfs-sc  1m

Google Cloudバックエンド用にCloud Volumes Service を設定します

提供されている構成例を使用して、TridentインストールのバックエンドとしてNetApp
Cloud Volumes Service for Google Cloudを構成する方法を説明します。

Google Cloudドライバの詳細

Tridentは、クラスタと通信するためのドライバを提供します gcp-cvs。サポートされているアクセスモード
は、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)、ReadWriteOncePod(RWOP)で
す。

ドライバ プロトコル ボリュームモ
ード

サポートされているアクセス
モード

サポートされるファイルシス
テム

gcp-cvs NFS ファイルシス
テム

RWO、ROX、RWX、RWOP nfs

TridentによるCloud Volumes Service for Google Cloudのサポートの詳細

Tridentでは"サービスタイプ"、次の2つのいずれかにCloud Volumes Serviceボリュームを作成できます。

• * CVS-Performance *：デフォルトのTridentサービスタイプ。パフォーマンスが最適化されたこのサービ
スタイプは、パフォーマンスを重視する本番環境のワークロードに最適です。CVS -パフォーマンスサー
ビスタイプは、サイズが100GiB以上のボリュームをサポートするハードウェアオプションです。"3つのサ
ービスレベル"次のいずれかを選択できます。

◦ standard

◦ premium

◦ extreme

• * CVS *：CVSサービスタイプは、中程度のパフォーマンスレベルに制限された高レベルの可用性を提供
します。CVSサービスタイプは、ストレージプールを使用して1GiB未満のボリュームをサポートするソフ
トウェアオプションです。ストレージプールには最大50個のボリュームを含めることができ、すべてのボ
リュームでプールの容量とパフォーマンスを共有できます。"2つのサービスレベル"次のいずれかを選択で
きます。

◦ standardsw

◦ zoneredundantstandardsw

必要なもの

バックエンドを設定して使用するには "Cloud Volumes Service for Google Cloud"、次のものが必要です。
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• NetApp Cloud Volumes Service で設定されたGoogle Cloudアカウント

• Google Cloud アカウントのプロジェクト番号

• ロールが割り当てられたGoogle Cloudサービスアカウント netappcloudvolumes.admin

• Cloud Volumes Service アカウントのAPIキーファイル

バックエンド構成オプション

各バックエンドは、 1 つの Google Cloud リージョンにボリュームをプロビジョニングします。他のリージョ
ンにボリュームを作成する場合は、バックエンドを追加で定義します。

パラメータ 製品説明 デフォルト

version 常に 1

storageDriverName ストレージドライバの名前 "GCP-cvs"

backendName カスタム名またはストレージバックエンド ドライバ名 + "_" + API キ
ーの一部

storageClass CVSサービスタイプを指定するためのオプションのパ
ラメータ。CVSサービスタイプを選択するために使用
し `software`ます。それ以外の場合、Tridentはサービ
スタイプがCVS-Performanceとみなされ(`hardware`
ます）。

storagePools CVSサービスタイプのみ。ボリューム作成用のストレ
ージプールを指定するオプションのパラメータ。

projectNumber Google Cloud アカウントのプロジェクト番号。この
値は、Google Cloudポータルのホームページにあり
ます。

hostProjectNumber 共有VPCネットワークを使用する場合は必須です。こ
のシナリオでは、 `projectNumber`はサービスプロジ
ェクト、 `hostProjectNumber`はホストプロジェクト
です。

apiRegion TridentがCloud Volumes Serviceボリュームを作成す
るGoogle Cloudリージョン。リージョン
間Kubernetesクラスタを作成する場合、で作成した

ボリュームは apiRegion、複数のGoogle Cloudリー
ジョンのノードでスケジュールされているワークロー
ドで使用できます。リージョン間トラフィックは追加
コストを発生させます。

apiKey ロールが割り当てられたGoogle Cloudサービスアカ

ウントのAPIキー netappcloudvolumes.admin 。
このレポートには、 Google Cloud サービスアカウン
トの秘密鍵ファイルの JSON 形式のコンテンツが含
まれています（バックエンド構成ファイルにそのまま
コピーされます）。
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パラメータ 製品説明 デフォルト

proxyURL CVSアカウントへの接続にプロキシサーバが必要な場
合は、プロキシURLを指定します。プロキシサーバに
は、 HTTP プロキシまたは HTTPS プロキシを使用で
きます。HTTPS プロキシの場合、プロキシサーバで
自己署名証明書を使用するために証明書の検証はスキ
ップされます。認証が有効になっているプロキシサー
バはサポートされていません。

nfsMountOptions NFS マウントオプションのきめ細かな制御。 "nfsvers=3 "

limitVolumeSize 要求されたボリュームサイズがこの値を超えている場
合はプロビジョニングが失敗します。

"" （デフォルトでは適用
されません）

serviceLevel 新しいボリュームのCVS -パフォーマンスレベルまた
はCVSサービスレベル。CVS-Performanceの値は

standard、、 `premium`または `extreme`で
す。CVS値は `standardsw`または
`zoneredundantstandardsw`です。

CVS -パフォーマンスのデ
フォルトは「Standard」
です。CVSのデフォルト
は"standardsw"です。

network Cloud Volumes Service ボリュームに使用するGoogle
Cloudネットワーク。

デフォルト

debugTraceFlags トラブルシューティング時に使用するデバッグフラ
グ。例： `\{"api":false, "method":true}`トラブルシュー
ティングを行って詳細なログダンプが必要な場合を除
き、このオプションは使用しないでください。

null

allowedTopologies リージョン間アクセスを有効にするには、

のStorageClass定義 allowedTopologies`にすべ
てのリージョンが含まれている必要があります。例：

`- key: topology.kubernetes.io/region

values:

- us-east1

- europe-west1

ボリュームプロビジョニングオプション

デフォルトのボリュームプロビジョニングは、構成ファイルのセクションで制御できます defaults。

パラメータ 製品説明 デフォルト

exportRule 新しいボリュームのエクスポート
ルール。CIDR 表記の IPv4 アドレ
スまたは IPv4 サブネットの任意の
組み合わせをカンマで区切って指
定する必要があります。

"0.0.0.0/0 "

snapshotDir ディレクトリへのアクセス

.snapshot

いいえ

snapshotReserve Snapshot 用にリザーブされている
ボリュームの割合

"" （ CVS のデフォルト値をそのま
ま使用）

49



パラメータ 製品説明 デフォルト

size 新しいボリュームのサイズ。CVS -
パフォーマンス最小値は100GiBで
す。CVS最小値は1GiBです。

CVS -パフォーマンスサービスのタ
イプはデフォルトで「100GiB」で
す。CVSサービスのタイプではデ
フォルトが設定されません
が、1GiB以上が必要です。

CVS -パフォーマンスサービスの種類の例

次の例は、CVS -パフォーマンスサービスタイプの設定例を示しています。

例 1 ：最小限の構成

これは、デフォルトの「標準」サービスレベルでデフォルトのCVSパフォーマンスサービスタイプを使
用する最小バックエンド構成です。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    <key_value>

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

50



例2：サービスレベルの設定

この例は、サービスレベルやボリュームのデフォルトなど、バックエンド構成オプションを示していま
す。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    <key_value>

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

proxyURL: http://proxy-server-hostname/

nfsMountOptions: vers=3,proto=tcp,timeo=600

limitVolumeSize: 10Ti

serviceLevel: premium

defaults:

  snapshotDir: 'true'

  snapshotReserve: '5'

  exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

  size: 5Ti
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例3：仮想プールの構成

この例では、を使用して、 `storage`仮想プールとを参照するを設定し `StorageClasses`ます。ストレー
ジクラスの定義方法については、を参照して[ストレージクラスの定義]ください。

ここでは、すべての仮想プールに特定のデフォルトが設定されます。これにより、が5%に設定され、が

exportRule`0.0.0.0/0に設定され `snapshotReserve`ます。仮想プールは、セクションで定義し

`storage`ます。個 々 の仮想プールはそれぞれ独自に定義され `serviceLevel、一部のプールは

デフォルト値を上書きします。仮想プールラベルを使用して、および protection`に基づいてプール

を区別しました `performance。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

apiRegion: us-west2

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    <key_value>

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

nfsMountOptions: vers=3,proto=tcp,timeo=600

defaults:

  snapshotReserve: '5'

  exportRule: 0.0.0.0/0

labels:

  cloud: gcp

region: us-west2

storage:

- labels:

    performance: extreme

    protection: extra

  serviceLevel: extreme

  defaults:
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    snapshotDir: 'true'

    snapshotReserve: '10'

    exportRule: 10.0.0.0/24

- labels:

    performance: extreme

    protection: standard

  serviceLevel: extreme

- labels:

    performance: premium

    protection: extra

  serviceLevel: premium

  defaults:

    snapshotDir: 'true'

    snapshotReserve: '10'

- labels:

    performance: premium

    protection: standard

  serviceLevel: premium

- labels:

    performance: standard

  serviceLevel: standard

ストレージクラスの定義

次のStorageClass定義は、仮想プールの構成例に適用されます。を使用すると parameters.selector、ボ
リュームのホストに使用する仮想プールをStorageClassごとに指定できます。ボリュームには、選択したプー
ルで定義された要素があります。
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ストレージクラスの例

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extreme-extra-protection

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=extreme; protection=extra"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extreme-standard-protection

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=premium; protection=standard"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-premium-extra-protection

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=premium; protection=extra"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-premium

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=premium; protection=standard"

allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-standard

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=standard"
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allowVolumeExpansion: true

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: cvs-extra-protection

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection=extra"

allowVolumeExpansion: true

• 最初のStorageClass(cvs-extreme-extra-protection）が最初の仮想プールにマッピングされます。
スナップショット予約が 10% の非常に高いパフォーマンスを提供する唯一のプールです。

• 最後のStorageClass(cvs-extra-protection）は、10%のスナップショットリザーブを提供するストレ
ージプールを呼び出します。Tridentは、選択する仮想プールを決定し、スナップショット予約の要件を確
実に満たします。

CVSサービスタイプの例

次の例は、CVSサービスタイプの設定例を示しています。
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例1：最小構成

これは、CVSサービスタイプとデフォルトのサービスレベルを指定するために `standardsw`を使用する
最小のバックエンド構成 `storageClass`です。

---

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901'

storageClass: software

apiRegion: us-east4

apiKey:

  type: service_account

  project_id: my-gcp-project

  private_key_id: "<id_value>"

  private_key: |

    -----BEGIN PRIVATE KEY-----

    <key_value>

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@my-gcp-

project.iam.gserviceaccount.com

  client_id: '123456789012345678901'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40my-gcp-project.iam.gserviceaccount.com

serviceLevel: standardsw

56



例2：ストレージプールの構成

このバックエンド構成の例では、を使用して `storagePools`ストレージプールを構成しています。

---

version: 1

storageDriverName: gcp-cvs

backendName: gcp-std-so-with-pool

projectNumber: '531265380079'

apiRegion: europe-west1

apiKey:

  type: service_account

  project_id: cloud-native-data

  private_key_id: "<id_value>"

  private_key: |-

    -----BEGIN PRIVATE KEY-----

    <key_value>

    -----END PRIVATE KEY-----

  client_email: cloudvolumes-admin-sa@cloud-native-

data.iam.gserviceaccount.com

  client_id: '107071413297115343396'

  auth_uri: https://accounts.google.com/o/oauth2/auth

  token_uri: https://oauth2.googleapis.com/token

  auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

  client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/cloudvolumes-admin-

sa%40cloud-native-data.iam.gserviceaccount.com

storageClass: software

zone: europe-west1-b

network: default

storagePools:

- 1bc7f380-3314-6005-45e9-c7dc8c2d7509

serviceLevel: Standardsw

次の手順

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

tridentctl create backend -f <backend-file>

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。次のコマンドを実行する
と、ログを表示して原因を特定できます。
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tridentctl logs

構成ファイルで問題を特定して修正したら、 create コマンドを再度実行できます。

NetApp HCI または SolidFire バックエンドを設定します

Trident環境でElementバックエンドを作成して使用する方法について説明します。

Elementドライバの詳細

Tridentは、クラスタと通信するためのストレージドライバを提供します solidfire-san。サポートされて
いるアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)
、ReadWriteOncePod(RWOP)です。

`solidfire-san`ストレージドライバは、

_file_and_block_volumeモードをサポートしています。volumeModeの場合

`Filesystem`、Tridentはボリュームを作成し、ファイルシステムを作成します。ファイルシス

テムのタイプは StorageClass で指定されます。

ドライバ プロトコル ボリュームモード サポートされている
アクセスモード

サポートされるファ
イルシステム

solidfire-san iSCSI ブロック RWO、ROX、RWX
、RWOP

ファイルシステムが
ありません。raw ブ
ロックデバイスで
す。

solidfire-san iSCSI ファイルシステム RWO、RWOP xfs、 ext3、 ext4

開始する前に

Elementバックエンドを作成する前に、次の情報が必要になります。

• Element ソフトウェアを実行する、サポート対象のストレージシステム。

• NetApp HCI / SolidFire クラスタ管理者またはボリュームを管理できるテナントユーザのクレデンシャル。

• すべての Kubernetes ワーカーノードに適切な iSCSI ツールをインストールする必要があります。を参照
してください "ワーカーノードの準備情報"。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 製品説明 デフォルト

version 常に 1
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パラメータ 製品説明 デフォルト

storageDriverName ストレージドライバの名前 常に「 solidfire-san-」

backendName カスタム名またはストレージバッ
クエンド

「 iSCSI_ 」 + ストレージ（ iSCSI
） IP アドレス SolidFire

Endpoint テナントのクレデンシャルを使用
する SolidFire クラスタの MVIP

SVIP ストレージ（ iSCSI ）の IP アドレ
スとポート

labels ボリュームに適用する任意の
JSON 形式のラベルのセット。

「」

TenantName 使用するテナント名（見つからな
い場合に作成）

InitiatorIFace iSCSI トラフィックを特定のホスト
インターフェイスに制限します

デフォルト

UseCHAP CHAPを使用してiSCSIを認証しま
す。TridentはCHAPを使用します。

正しい

AccessGroups 使用するアクセスグループ ID のリ
スト

「 trident 」という名前のアクセス
グループの ID を検索します。

Types QoS の仕様

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します

“”（デフォルトでは適用されません
）

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例： {"API"
： false 、 "method" ： true}

null

トラブルシューティングを行い、詳細なログダンプが必要な場合を除き、は使用しない
`debugTraceFlags`でください。

例1：3つのボリュームタイプを持つドライバのバックエンド構成 solidfire-san

次の例は、 CHAP 認証を使用するバックエンドファイルと、特定の QoS 保証を適用した 3 つのボリュームタ
イプのモデリングを示しています。次に、ストレージクラスパラメータを使用して各ストレージクラスを使用

するように定義します IOPS。

59



---

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0

SVIP: "<svip>:3260"

TenantName: "<tenant>"

labels:

  k8scluster: dev1

  backend: dev1-element-cluster

UseCHAP: true

Types:

- Type: Bronze

  Qos:

    minIOPS: 1000

    maxIOPS: 2000

    burstIOPS: 4000

- Type: Silver

  Qos:

    minIOPS: 4000

    maxIOPS: 6000

    burstIOPS: 8000

- Type: Gold

  Qos:

    minIOPS: 6000

    maxIOPS: 8000

    burstIOPS: 10000

例2：仮想プールを使用するドライバのバックエンドとストレージクラスの構成 solidfire-san

この例は、仮想プールとともに、それらを参照するStorageClassesとともに構成されているバックエンド定義
ファイルを示しています。

ストレージプールに存在するラベルを、プロビジョニング時にバックエンドストレージLUNにコピーしま
すTrident。ストレージ管理者は、仮想プールごとにラベルを定義したり、ボリュームをラベルでグループ化し
たりできます。

以下に示すサンプルのバックエンド定義ファイルでは、すべてのストレージプールに特定のデフォルトが設定
されており、そのデフォルトはAt Silverに設定されて `type`います。仮想プールは、セクションで定義し
`storage`ます。この例では、一部のストレージプールが独自のタイプを設定し、一部のプールが上記のデフォ
ルト値を上書きします。

---

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0

SVIP: "<svip>:3260"
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TenantName: "<tenant>"

UseCHAP: true

Types:

- Type: Bronze

  Qos:

    minIOPS: 1000

    maxIOPS: 2000

    burstIOPS: 4000

- Type: Silver

  Qos:

    minIOPS: 4000

    maxIOPS: 6000

    burstIOPS: 8000

- Type: Gold

  Qos:

    minIOPS: 6000

    maxIOPS: 8000

    burstIOPS: 10000

type: Silver

labels:

  store: solidfire

  k8scluster: dev-1-cluster

region: us-east-1

storage:

- labels:

    performance: gold

    cost: '4'

  zone: us-east-1a

  type: Gold

- labels:

    performance: silver

    cost: '3'

  zone: us-east-1b

  type: Silver

- labels:

    performance: bronze

    cost: '2'

  zone: us-east-1c

  type: Bronze

- labels:

    performance: silver

    cost: '1'

  zone: us-east-1d

次のStorageClass定義は、上記の仮想プールを参照しています。フィールドを使用して

parameters.selector、各StorageClassはボリュームのホストに使用できる仮想プールを呼び出します。
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ボリュームには、選択した仮想プール内で定義された要素があります。

最初のStorageClass(solidfire-gold-four）が最初の仮想プールにマッピングされます。これは、ゴール

ドのパフォーマンスとゴールドのパフォーマンスを提供する唯一のプールです Volume Type QoS。最後

のStorageClass(solidfire-silver）は、Silverパフォーマンスを提供するストレージプールを呼び出しま
す。Tridentが選択する仮想プールを決定し、ストレージ要件が満たされるようにします。

62



apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-gold-four

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=gold; cost=4"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver-three

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver; cost=3"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-bronze-two

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=bronze; cost=2"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver-one

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver; cost=1"

  fsType: "ext4"

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: solidfire-silver

provisioner: csi.trident.netapp.io

parameters:

  selector: "performance=silver"

  fsType: "ext4"
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詳細情報

• "ボリュームアクセスグループ"

ONTAP SANドライバ

ONTAP SANドライバの概要

ONTAP および Cloud Volumes ONTAP の SAN ドライバを使用した ONTAP バックエン
ドの設定について説明します。

ONTAP SANドライバの詳細

Tridentは、ONTAPクラスタと通信するための次のSANストレージドライバを提供します。サポートされてい
るアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)
、ReadWriteOncePod(RWOP)です。

ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

ontap-san iSCSI SCSI
over FC
（Trident
24.10の技術
プレビュー
）

ブロック RWO、ROX、RWX、RW
OP

ファイルシステムな
し。rawブロックデバイス
です

ontap-san iSCSI SCSI
over FC
（Trident
24.10の技術
プレビュー
）

ファイルシ
ステム

RWO、RWOP

ROXおよびRWXは、ファ
イルシステムボリューム
モードでは使用できませ
ん。

xfs、 ext3、 ext4

ontap-san NVMe /
TCP

を参照して
ください
NVMe/TCP
に関するそ
の他の考慮
事項。

ブロック RWO、ROX、RWX、RW
OP

ファイルシステムな
し。rawブロックデバイス
です
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ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

ontap-san NVMe /
TCP

を参照して
ください
NVMe/TCP
に関するそ
の他の考慮
事項。

ファイルシ
ステム

RWO、RWOP

ROXおよびRWXは、ファ
イルシステムボリューム
モードでは使用できませ
ん。

xfs、 ext3、 ext4

ontap-san-economy iSCSI ブロック RWO、ROX、RWX、RW
OP

ファイルシステムな
し。rawブロックデバイス
です

ontap-san-economy iSCSI ファイルシ
ステム

RWO、RWOP

ROXおよびRWXは、ファ
イルシステムボリューム
モードでは使用できませ
ん。

xfs、 ext3、 ext4

• 永続的ボリュームの使用数がよりも多くなると予想される場合にのみ使用します `ontap-
san-economy`"サポートされるONTAPの制限"。

• 永続的ボリュームの使用数がよりも多いと予想され、 `ontap-san-economy`ドライバを使用
できない場合にのみ"サポートされるONTAPの制限"使用して `ontap-nas-economy`くださ
い。

• データ保護、ディザスタリカバリ、モビリティの必要性が予想される場合は使用しない
`ontap-nas-economy`でください。

ユーザ権限

Tridentは、ONTAP管理者またはSVM管理者（通常はクラスタユーザ、 vsadmin`SVMユーザ、または別の名

前で同じロールのユーザを使用）として実行することを想定しています `admin。Amazon FSx for NetApp

ONTAP環境では、Tridentは、クラスタユーザまたは vsadmin`SVMユーザを使用するONTAP管理者また

はSVM管理者、または同じロールの別の名前のユーザとして実行される必要があります `fsxadmin。この
`fsxadmin`ユーザは、クラスタ管理者ユーザに代わる限定的なユーザです。

パラメータを使用する場合は limitAggregateUsage、クラスタ管理者の権限が必要で
す。TridentでAmazon FSx for NetApp ONTAPを使用している場合、

limitAggregateUsage`パラメータはユーザアカウントと `fsxadmin`ユーザアカウントで

は機能しません `vsadmin。このパラメータを指定すると設定処理は失敗します。

ONTAP内でTridentドライバが使用できる、より制限の厳しいロールを作成することは可能ですが、推奨しま
せん。Trident の新リリースでは、多くの場合、考慮すべき API が追加で必要になるため、アップグレードが
難しく、エラーも起こりやすくなります。
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NVMe/TCPに関するその他の考慮事項

Tridentは、次のドライバを使用してNon-Volatile Memory Express（NVMe）プロトコルをサポートします

ontap-san。

• IPv6

• NVMeボリュームのSnapshotとクローン

• NVMeボリュームのサイズ変更

• Tridentの外部で作成されたNVMeボリュームをインポートして、そのライフサイクルをTridentで管理でき
るようにする

• NVMeネイティブマルチパス

• Kubernetesノードのグレースフルシャットダウンまたはグレースフルシャットダウン（24.06）

Tridentは以下をサポートしていません。

• NVMeでネイティブにサポートされるDH-HMAC-CHAP

• Device Mapper（DM；デバイスマッパー）マルチパス

• LUKS暗号化

ONTAP SANドライバを使用してバックエンドを設定する準備をします

ONTAP SANドライバでONTAPバックエンドを構成するための要件と認証オプションを
理解します。

要件

すべてのONTAPバックエンドについて、TridentでSVMにアグリゲートを少なくとも1つ割り当てる必要があ
ります。

複数のドライバを実行し、 1 つまたは複数のドライバを参照するストレージクラスを作成することもできま

す。たとえば、ドライバを使用するクラス ontap-san`と、ドライバ `san-default`を使用するクラスを

`ontap-san-economy`設定できます `san-dev。

すべてのKubernetesワーカーノードに適切なiSCSIツールをインストールしておく必要があります。詳細につ
いては、を参照してください "ワーカーノードを準備します" 。

ONTAPバックエンドの認証

Tridentには、ONTAPバックエンドの認証に2つのモードがあります。

• credential based ：必要な権限を持つ ONTAP ユーザのユーザ名とパスワード。ONTAPのバージョンと最
大限の互換性を確保するために、や `vsadmin`などの事前定義されたセキュリティログインロールを使用
することを推奨し `admin`ます。

• 証明書ベース：Tridentは、バックエンドにインストールされている証明書を使用してONTAPクラスタと
通信することもできます。この場合、バックエンド定義には、 Base64 でエンコードされたクライアント
証明書、キー、および信頼された CA 証明書（推奨）が含まれている必要があります。

既存のバックエンドを更新して、クレデンシャルベースの方式と証明書ベースの方式を切り替えることができ
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ます。ただし、一度にサポートされる認証方法は1つだけです。別の認証方式に切り替えるには、バックエン
ド設定から既存の方式を削除する必要があります。

クレデンシャルと証明書の両方を*指定しようとすると、バックエンドの作成が失敗し、構成フ
ァイルに複数の認証方法が指定されているというエラーが表示されます。

クレデンシャルベースの認証を有効にします

TridentがONTAPバックエンドと通信するには、SVMを対象としたクラスタを対象とした管理者に対するクレ

デンシャルが必要です。や vsadmin`などの事前定義された標準のロールを使用することを推奨します

`admin。これにより、今後のONTAPリリースで使用する機能APIが公開される可能性がある将来のTridentリ
リースとの前方互換性が確保されます。Tridentでは、カスタムのセキュリティログインロールを作成して使用
できますが、推奨されません。

バックエンド定義の例は次のようになります。

YAML

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: password

JSON

{

  "version": 1,

  "backendName": "ExampleBackend",

  "storageDriverName": "ontap-san",

  "managementLIF": "10.0.0.1",

  "svm": "svm_nfs",

  "username": "vsadmin",

  "password": "password"

}

バックエンド定義は、クレデンシャルがプレーンテキストで保存される唯一の場所であることに注意してくだ
さい。バックエンドが作成されると、ユーザ名とパスワードが Base64 でエンコードされ、 Kubernetes シー
クレットとして格納されます。クレデンシャルの知識が必要なのは、バックエンドの作成または更新だけで
す。この処理は管理者専用で、 Kubernetes / ストレージ管理者が実行します。
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証明書ベースの認証を有効にする

新規または既存のバックエンドは証明書を使用して ONTAP バックエンドと通信できます。バックエンド定義
には 3 つのパラメータが必要です。

• clientCertificate ： Base64 でエンコードされたクライアント証明書の値。

• clientPrivateKey ： Base64 でエンコードされた、関連付けられた秘密鍵の値。

• trustedCACertifate: 信頼された CA 証明書の Base64 エンコード値。信頼された CA を使用する場合は、
このパラメータを指定する必要があります。信頼された CA が使用されていない場合は無視してかまいま
せん。

一般的なワークフローは次の手順で構成されます。

手順

1. クライアント証明書とキーを生成します。生成時に、 ONTAP ユーザとして認証するように Common
Name （ CN ；共通名）を設定します。

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key

-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. 信頼された CA 証明書を ONTAP クラスタに追加します。この処理は、ストレージ管理者がすでに行って
いる可能性があります。信頼できる CA が使用されていない場合は無視します。

security certificate install -type server -cert-name <trusted-ca-cert-

name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled

true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP クラスタにクライアント証明書とキーをインストールします（手順 1 ）。

security certificate install -type client-ca -cert-name <certificate-

name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPのセキュリティログインロールが認証方式をサポートしていることを確認します cert。

security login create -user-or-group-name admin -application ontapi

-authentication-method cert

security login create -user-or-group-name admin -application http

-authentication-method cert

5. 生成された証明書を使用して認証をテストONTAP 管理 LIF > と <vserver name> は、管理 LIF の IP アド
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レスおよび SVM 名に置き換えてください。

curl -X POST -Lk https://<ONTAP-Management-

LIF>/servlets/netapp.servlets.admin.XMLrequest_filer --key k8senv.key

--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp

xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 で証明書、キー、および信頼された CA 証明書をエンコードする。

base64 -w 0 k8senv.pem >> cert_base64

base64 -w 0 k8senv.key >> key_base64

base64 -w 0 trustedca.pem >> trustedca_base64

7. 前の手順で得た値を使用してバックエンドを作成します。

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver_test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",

"clientPrivateKey": "LS0tFaKE...0VaLuES0tLS0K",

"trustedCACertificate": "QNFinfO...SiqOyN",

"storagePrefix": "myPrefix_"

}

tridentctl create backend -f cert-backend.json -n trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| SanBackend | ontap-san      | 586b1cd5-8cf8-428d-a76c-2872713612c1 |

online |       0 |

+------------+----------------+--------------------------------------

+--------+---------+
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認証方法を更新するか、クレデンシャルをローテーションして

既存のバックエンドを更新して、別の認証方法を使用したり、クレデンシャルをローテーションしたりできま
す。これはどちらの方法でも機能します。ユーザ名とパスワードを使用するバックエンドは証明書を使用する
ように更新できますが、証明書を使用するバックエンドはユーザ名とパスワードに基づいて更新できます。こ
れを行うには、既存の認証方法を削除して、新しい認証方法を追加する必要があります。次に、実行に必要な
パラメータを含む更新されたbackend.jsonファイルを使用し `tridentctl backend update`ます。

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver_test",

"username": "vsadmin",

"password": "password",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend SanBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| SanBackend | ontap-san      | 586b1cd5-8cf8-428d-a76c-2872713612c1 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

パスワードのローテーションを実行する際には、ストレージ管理者が最初に ONTAP でユーザ
のパスワードを更新する必要があります。この後にバックエンドアップデートが続きます。証
明書のローテーションを実行する際に、複数の証明書をユーザに追加することができます。そ
の後、バックエンドが更新されて新しい証明書が使用されるようになります。この証明書に続
く古い証明書は、 ONTAP クラスタから削除できます。

バックエンドを更新しても、すでに作成されているボリュームへのアクセスは中断されず、その後のボリュー
ム接続にも影響しません。バックエンドの更新が成功すると、TridentがONTAPバックエンドと通信し、以降
のボリューム処理を処理できるようになります。

Trident用のカスタムONTAPロールの作成

Tridentで処理を実行するためにONTAP adminロールを使用する必要がないように、最小Privilegesを持
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つONTAPクラスタロールを作成できます。Tridentバックエンド構成にユーザ名を含めると、Trident作成した
ONTAPクラスタロールが使用されて処理が実行されます。

Tridentカスタムロールの作成の詳細については、を参照してください"Tridentカスタムロールジェネレータ"。

ONTAP CLIノシヨウ

1. 次のコマンドを使用して新しいロールを作成します。

security login role create <role_name\> -cmddirname "command" -access all

–vserver <svm_name\>

2. Tridentユーザのユーザ名を作成します。

security login create -username <user_name\> -application ontapi

-authmethod <password\> -role <name_of_role_in_step_1\> –vserver

<svm_name\> -comment "user_description"

3. ユーザにロールをマッピングします。

security login modify username <user_name\> –vserver <svm_name\> -role

<role_name\> -application ontapi -application console -authmethod

<password\>

System Managerの使用

ONTAPシステムマネージャで、次の手順を実行します。

1. カスタムロールの作成：

a. クラスタレベルでカスタムロールを作成するには、*[クラスタ]>[設定]*を選択します。

（または）SVMレベルでカスタムロールを作成するには、*[ストレージ]>[Storage VM]>[設定]>[
ユーザとロール]*を選択し `required SVM`ます。

b. の横にある矢印アイコン（→*）を選択します。

c. [Roles]*で[+Add]*を選択します。

d. ロールのルールを定義し、*[保存]*をクリックします。

2. ロールをTridentユーザにマップする:+[ユーザとロール]ページで次の手順を実行します。

a. で[アイコンの追加]+*を選択します。

b. 必要なユーザ名を選択し、* Role *のドロップダウンメニューでロールを選択します。

c. [ 保存（ Save ） ] をクリックします。

詳細については、次のページを参照してください。

• "ONTAPの管理用のカスタムロール"または"カスタムロールの定義"

• "ロールとユーザを使用する"
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双方向 CHAP を使用して接続を認証します

Tridentでは、ドライバと ontap-san-economy`ドライバの双方向CHAPを使用してiSCSIセッションを認証

できます `ontap-san。これには、バックエンド定義でオプションを有効にする必要があり `useCHAP`ま
す。に設定する `true`と、TridentはSVMのデフォルトのイニシエータセキュリティを双方向CHAPに設定し、
ユーザ名とシークレットをバックエンドファイルに設定します。接続の認証には双方向 CHAP を使用するこ
とを推奨します。次の設定例を参照してください。

---

version: 1

storageDriverName: ontap-san

backendName: ontap_san_chap

managementLIF: 192.168.0.135

svm: ontap_iscsi_svm

useCHAP: true

username: vsadmin

password: password

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

`useCHAP`パラメータはブール値のオプションで、一度だけ設定できます。デフォルトでは
false に設定されています。true に設定したあとで、 false に設定することはできません。

さらに useCHAP=true、 chapInitiatorSecret、 chapTargetInitiatorSecret、

chapTargetUsername、および chapUsername`フィールドをバックエンド定義に含める必要があります。

シークレットは、を実行してバックエンドを作成したあとに変更できます `tridentctl update。

仕組み

trueに設定する `useCHAP`と、ストレージ管理者はTridentにストレージバックエンドでCHAPを構成するよう
に指示します。これには次のものが含まれます。

• SVM で CHAP をセットアップします。

◦ SVMのデフォルトのイニシエータセキュリティタイプがnone（デフォルトで設定）*で、*ボリューム

に既存のLUNがない場合、Tridentはデフォルトのセキュリティタイプをに設定し CHAP、CHAPイニシ
エータとターゲットのユーザ名とシークレットの設定に進みます。

◦ SVMにLUNが含まれている場合、TridentはSVMでCHAPを有効にしません。これにより、SVMにすで
に存在するLUNへのアクセスが制限されなくなります。

• CHAP イニシエータとターゲットのユーザ名とシークレットを設定します。これらのオプションは、バッ
クエンド構成で指定する必要があります（上記を参照）。

バックエンドが作成されると、Tridentは対応するCRDを作成し tridentbackend、CHAPシークレットとユ
ーザ名をKubernetesシークレットとして格納します。このバックエンドでTridentによって作成されたすべて
のPVSがマウントされ、CHAP経由で接続されます。
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クレデンシャルをローテーションし、バックエンドを更新

CHAPクレデンシャルを更新するには、ファイルのCHAPパラメータを更新し `backend.json`ます。そのため
には、CHAPシークレットを更新し、コマンドを使用して変更を反映する必要があり `tridentctl update`ます。

バックエンドのCHAPシークレットを更新する場合は、を使用してバックエンドを更新する必

要があります tridentctl。Tridentではこれらの変更を反映できないため、CLI / ONTAP UIで
ストレージクラスタのクレデンシャルを更新しないでください。

cat backend-san.json

{

    "version": 1,

    "storageDriverName": "ontap-san",

    "backendName": "ontap_san_chap",

    "managementLIF": "192.168.0.135",

    "svm": "ontap_iscsi_svm",

    "useCHAP": true,

    "username": "vsadmin",

    "password": "password",

    "chapInitiatorSecret": "cl9qxUpDaTeD",

    "chapTargetInitiatorSecret": "rqxigXgkeUpDaTeD",

    "chapTargetUsername": "iJF4heBRT0TCwxyz",

    "chapUsername": "uh2aNCLSd6cNwxyz",

}

./tridentctl update backend ontap_san_chap -f backend-san.json -n trident

+----------------+----------------+--------------------------------------

+--------+---------+

|   NAME         | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+----------------+----------------+--------------------------------------

+--------+---------+

| ontap_san_chap | ontap-san      | aa458f3b-ad2d-4378-8a33-1a472ffbeb5c |

online |       7 |

+----------------+----------------+--------------------------------------

+--------+---------+

既存の接続は影響を受けず、SVM上のTridentによってクレデンシャルが更新されてもアクティブなままで
す。新しい接続では更新されたクレデンシャルが使用され、既存の接続は引き続きアクティブになります。古
い PVS を切断して再接続すると、更新されたクレデンシャルが使用されます。

ONTAP SANの設定オプションと例

Tridentのインストール時にONTAP SANドライバを作成して使用する方法について説明
します。このセクションでは、バックエンドの構成例と、バックエンド
をStorageClassesにマッピングするための詳細を示します。
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バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 製品説明 デフォルト

version 常に 1

storageDrive

rName

ストレージドライバの名前 ontap-nas ontap-nas-

economy、、 ontap-nas-

flexgroup、、 ontap-san

ontap-san-economy

backendName カスタム名またはストレージバックエンド ドライバ名+"_"+ dataLIF

managementLI

F

クラスタ管理LIFまたはSVM管理LIFのIPアドレ
ス。Fully Qualified Domain Name（FQDN；完全修飾
ドメイン名）を指定できます。IPv6フラグを使用し
てTridentがインストールされている場合は、IPv6アド
レスを使用するように設定できます。IPv6アドレス
は、のように角かっこで定義する必要があります

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

]。シームレスなMetroClusterスイッチオーバーにつ
いては、を参照して[mcc-best]ください。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」

dataLIF プロトコル LIF の IP アドレス。IPv6フラグを使用し
てTridentがインストールされている場合は、IPv6アド
レスを使用するように設定できます。IPv6アドレス
は、のように角かっこで定義する必要があります

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

]。* iSCSIの場合は指定しないでください。Trident

は、を使用して"ONTAP の選択的LUNマップ"、マル
チパスセッションの確立に必要なiSCI LIFを検出しま
す。が明示的に定義されている場合は、警告が生成さ
れ `dataLIF`ます。 MetroClusterの場合は省略してく
ださい。*を参照してください[mcc-best]。

SVMの派生物です

svm 使用するStorage Virtual Machine * MetroClusterでは
省略*を参照してください[mcc-best]。

SVMが指定されている場合に派生

managementLIF

useCHAP CHAPを使用してONTAP SANドライバのiSCSIを認証
します（ブーリアン）。バックエンドで指定され
たSVMのデフォルト認証として双方向CHAPを設定し
て使用する場合は、Tridentのをに設定し `true`ます。
詳細については、を参照してください "ONTAP SAN
ドライバを使用してバックエンドを設定する準備をし
ます" 。

false

chapInitiato

rSecret

CHAP イニシエータシークレット。必要な場合

useCHAP=true

""

labels ボリュームに適用する任意の JSON 形式のラベルの
セット

""

chapTargetIn

itiatorSecre

t

CHAP ターゲットイニシエータシークレット。必要な

場合 useCHAP=true

""
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パラメータ 製品説明 デフォルト

chapUsername インバウンドユーザ名。必要な場合 useCHAP=true ""

chapTargetUs

ername

ターゲットユーザ名。必要な場合 useCHAP=true ""

clientCertif

icate

クライアント証明書の Base64 エンコード値。証明書
ベースの認証に使用されます

""

clientPrivat

eKey

クライアント秘密鍵の Base64 エンコード値。証明書
ベースの認証に使用されます

""

trustedCACer

tificate

信頼された CA 証明書の Base64 エンコード値。オプ
ション。証明書ベースの認証に使用されます。

""

username ONTAP クラスタとの通信に必要なユーザ名。クレデ
ンシャルベースの認証に使用されます。

""

password ONTAP クラスタとの通信にパスワードが必要です。
クレデンシャルベースの認証に使用されます。

""

svm 使用する Storage Virtual Machine SVMが指定されている場合に派生

managementLIF

storagePrefi

x

SVM で新しいボリュームをプロビジョニングする際
に使用するプレフィックスを指定します。あとから変
更することはできません。このパラメータを更新する
には、新しいバックエンドを作成する必要がありま
す。

trident

aggregate プロビジョニング用のアグリゲート（オプション。
設定する場合は SVM に割り当てる必要があります

）。ドライバの場合 ontap-nas-flexgroup、この
オプションは無視されます。割り当てられていない
場合は 、使用可能ないずれかのアグリゲートを使用
してFlexGroupボリュームをプロビジョニングできま
す。

SVMでアグリゲートが更新される
と、Tridentコントローラを再起動せず
にSVMをポーリングすること
で、Tridentでアグリゲートが自動的に
更新されます。ボリュームをプロビジ
ョニングするようにTridentで特定のア
グリゲートを設定している場合、アグ
リゲートの名前を変更するかSVMから
移動すると、SVMアグリゲートのポー
リング中にTridentでバックエンドが障
害状態になります。アグリゲート
をSVMにあるアグリゲートに変更する
か、アグリゲートを完全に削除してバ
ックエンドをオンラインに戻す必要が
あります。

""
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パラメータ 製品説明 デフォルト

limitAggrega

teUsage

使用率がこの割合を超えている場合は、プロビジョニ
ングが失敗します。Amazon FSx for NetApp ONTAP
バックエンドを使用している場合は、を指定しないで

limitAggregateUsage`ください。指定されたと

`vsadmin`には `fsxadmin、アグリゲートの使用
量を取得してTridentを使用して制限するために必要
な権限が含まれていません。

"" （デフォルトでは適用されませ
ん）

limitVolumeS

ize

要求されたボリュームサイズがこの値を超えている場
合、プロビジョニングが失敗します。また、LUNで管
理するボリュームの最大サイズも制限します。

"" （デフォルトでは適用されませ
ん）

lunsPerFlexv

ol

FlexVol あたりの最大 LUN 数。有効な範囲は 50 、
200 です

100

debugTraceFl

ags

トラブルシューティング時に使用するデバッグフラ
グ。例：｛"api"：false、"method"：true｝トラブルシ
ューティングを行って詳細なログダンプが必要な場合
を除き、は使用しないでください。

null

useREST ONTAP REST API を使用するためのブーリアンパラ
メータ。

useREST`に設定する `true`と、Tridentはバッ

クエンドとの通信にONTAP REST APIを使用しま

す。に設定する `false`と、Tridentはバックエン

ドとの通信にONTAP ZAPI呼び出しを使用します。こ

の機能にはONTAP 9.11.1以降が必要です。また、

使用するONTAPログインロールには、アプリケーショ

ンへのアクセス権が必要です `ontap 。これは、事
前に定義された役割と役割によって実現され

vsadmin cluster-admin ます。Trident 24.06リリ
ースおよびONTAP 9 .15.1以降では、

useREST`がデフォルトでに設定されて `true`いま

す。ONTAP ZAPI呼び出しを使用するには、をに

`false`変更してください。

`useREST

useREST はNVMe/TCPに完全修飾されています。

true ONTAP 9.15.1以降の場合

は、それ以外の場合は false。

sanType iSCSI、 nvme`NVMe/TCP、または `fcp`SCSI

over Fibre Channel（FC；SCSI over Fibre

Channel）に対してを選択します `iscsi。「
FCP」（SCSI over FC）は、Trident 24.10リリース
の技術プレビュー機能です。

`iscsi`空白の場合
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パラメータ 製品説明 デフォルト

formatOption

s

を使用して、 `formatOptions`コマンドのコマンドラ
イン引数を指定します。この引数 `mkfs`は、ボリュ
ームがフォーマットされるたびに適用されます。こ
れにより、好みに応じてボリュームをフォーマット
できます。デバイスパスを除いて、mkfsコマンドオ
プションと同様にformatOptionsを指定してくださ
い。例：「-E nodiscard」

• `ontap-san`および `ontap-san-economy`ドライバ
でのみサポートされています。*

limitVolumeP

oolSize

ONTAP SANエコノミーバックエンドでLUNを使用す
る場合の、要求可能な最大FlexVolサイズ。

"" （デフォルトでは適用されませ
ん）

denyNewVolum

ePools

バックエンドがLUNを格納するために新しいFlexVol

ボリュームを作成することを制限します ontap-

san-economy。新しいPVのプロビジョニングには、
既存のFlexVolのみが使用されます。

formatOptionsの使用に関する推奨事項

Tridentでは、フォーマット処理を高速化するために、次のオプションを推奨しています。

-E nodiscard：

• keep：mkfsの時点でブロックを破棄しないでください（ブロックの破棄は、最初はソリッドステートデバ
イスやスパース/シンプロビジョニングされたストレージで有効です）。これは廃止されたオプション「-
K」に代わるもので、すべてのファイルシステム（xfs、ext3、およびext4）に適用できます。

ボリュームのプロビジョニング用のバックエンド構成オプション

設定のセクションで、これらのオプションを使用してデフォルトのプロビジョニングを制御できます

defaults。例については、以下の設定例を参照してください。

パラメータ 製品説明 デフォルト

spaceAllocat

ion

space-allocation for LUN のコマンドを指定します "正しい"

spaceReserve スペースリザベーションモード：「none」（シン）
または「volume」（シック）

"なし"

snapshotPoli

cy

使用する Snapshot ポリシー "なし"
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パラメータ 製品説明 デフォルト

qosPolicy 作成したボリュームに割り当てる QoS ポリシーグル
ープ。ストレージプール / バックエンドごとに
QOSPolicy または adaptiveQosPolicy のいずれかを選
択します。TridentでQoSポリシーグループを使用する
には、ONTAP 9 .8以降が必要です。共有されていな
いQoSポリシーグループを使用し、ポリシーグループ
が各コンスティチュエントに個別に適用されるように
します。QoSポリシーグループを共有すると、すべて
のワークロードの合計スループットの上限が適用され
ます。

""

adaptiveQosP

olicy

アダプティブ QoS ポリシーグループ：作成したボリ
ュームに割り当てます。ストレージプール / バックエ
ンドごとに QOSPolicy または adaptiveQosPolicy の
いずれかを選択します

""

snapshotRese

rve

Snapshot 用にリザーブされているボリュームの割合 が「none」の場合は「0」

snapshotPolicy、それ以外の場
合は「」

splitOnClone 作成時にクローンを親からスプリットします いいえ

encryption 新しいボリュームでNetApp Volume Encryption（NVE
）を有効にします。デフォルトはです。 `false`このオ
プションを使用するには、クラスタで NVE のライセ
ンスが設定され、有効になっている必要があります。
バックエンドでNAEが有効になっている場
合、Tridentでプロビジョニングされたすべてのボリ
ュームでNAEが有効になります。詳細については、を
参照してください"TridentとNVEおよびNAEとの連携
"。

いいえ

luksEncrypti

on

LUKS暗号化を有効にします。を参照してください
"Linux Unified Key Setup（LUKS；統合キーセットア
ップ）を使用"。LUKS暗号化はNVMe/TCPではサポー
トされません。

""

securityStyl

e

新しいボリュームのセキュリティ形式 unix

tieringPolic

y

「none」を使用する階層化ポリシー ONTAP 9.5より前のSVM-DR設定
の場合は「snapshot-only」

nameTemplate カスタムボリューム名を作成するためのテンプレー
ト。

""

ボリュームプロビジョニングの例

デフォルトが定義されている例を次に示します。
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---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: trident_svm

username: admin

password: <password>

labels:

  k8scluster: dev2

  backend: dev2-sanbackend

storagePrefix: alternate-trident

debugTraceFlags:

  api: false

  method: true

defaults:

  spaceReserve: volume

  qosPolicy: standard

  spaceAllocation: 'false'

  snapshotPolicy: default

  snapshotReserve: '10'

ドライバを使用して作成されたすべてのボリュームについて、 `ontap-san`TridentはLUNメタデ
ータに対応するために10%の容量をFlexVolに追加します。LUN は、ユーザが PVC で要求した
サイズとまったく同じサイズでプロビジョニングされます。Tridentは、FlexVolに10%を追加し
ます（ONTAPでは使用可能なサイズとして表示されます）。ユーザには、要求した使用可能容
量が割り当てられます。また、利用可能なスペースがフルに活用されていないかぎり、 LUN が
読み取り専用になることもありません。これは、 ONTAP と SAN の経済性には該当しません。

定義されたバックエンドの場合 snapshotReserve、Tridentは次のようにボリュームのサイズを計算しま
す。

Total volume size = [(PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

1.1は、LUNメタデータに対応するためにFlexVolに追加される10%のTridentです。= 5%、PVC要求= 5GiBの
場合、 `snapshotReserve`ボリュームの合計サイズは5.79GiB、使用可能なサイズは5.5GiBです。 `volume
show`次の例のような結果が表示されます。
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現在、既存のボリュームに対して新しい計算を行うには、サイズ変更だけを使用します。

最小限の設定例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。

TridentでAmazon FSx on NetApp ONTAPを使用している場合は、IPアドレスではなく、LIF
のDNS名を指定することを推奨します。

ONTAP SANの例

これはドライバを使用した基本的な設定です ontap-san。

---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

labels:

  k8scluster: test-cluster-1

  backend: testcluster1-sanbackend

username: vsadmin

password: <password>

ONTAP SANの経済性の例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

username: vsadmin

password: <password>

1. 例
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スイッチオーバー後およびスイッチバック中にバックエンド定義を手動で更新する必要がないようにバ
ックエンドを設定できます"SVMレプリケーションとリカバリ"。

スイッチオーバーとスイッチバックをシームレスに実行するには、を使用してSVMを指定し

managementLIF、パラメータと svm`パラメータを省略します `dataLIF。例：

---

version: 1

storageDriverName: ontap-san

managementLIF: 192.168.1.66

username: vsadmin

password: password

証明書ベースの認証の例

この基本的な設定例では clientCertificate clientPrivateKey、および

trustedCACertificate（信頼されたCAを使用している場合はオプション）が入力され

backend.json、それぞれクライアント証明書、秘密鍵、および信頼されたCA証明書のbase64でエン
コードされた値が使用されます。

---

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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双方向CHAPの例

これらの例では、がに設定され `true`たバックエンドが作成され `useCHAP`ます。

ONTAP SAN CHAPの例

---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

labels:

  k8scluster: test-cluster-1

  backend: testcluster1-sanbackend

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

ONTAP SANエコノミーCHAPの例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCPの例

ONTAPバックエンドでNVMeを使用するSVMを設定しておく必要があります。これはNVMe/TCPの基本
的なバックエンド構成です。

---

version: 1

backendName: NVMeBackend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

nameTemplateを使用したバックエンド構成の例

---

version: 1

storageDriverName: ontap-san

backendName: ontap-san-backend

managementLIF: <ip address>

svm: svm0

username: <admin>

password: <password>

defaults: {

    "nameTemplate":

"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.volume.R

equestName}}"

},

"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}}_{{.volume.RequestName}}"}
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<code> ONTAP SANエコノミー</code>ドライバのformatOptionsの例

version: 1

storageDriverName: ontap-san-economy

managementLIF: ''

svm: svm1

username: ''

password: "!"

storagePrefix: whelk_

debugTraceFlags:

  method: true

  api: true

defaults:

  formatOptions: "-E nodiscard"

仮想プールを使用するバックエンドの例

これらのサンプルバックエンド定義ファイルでは、none、 spaceAllocation`false、false

`encryption`など、すべてのストレージプールに特定のデフォルトが設定されています

`spaceReserve。仮想プールは、ストレージセクションで定義します。

Tridentでは、[Comments]フィールドにプロビジョニングラベルが設定されます。FlexVol にコメントが設定さ
れます。Tridentは、仮想プールに存在するすべてのラベルをプロビジョニング時にストレージボリュームにコ
ピーします。ストレージ管理者は、仮想プールごとにラベルを定義したり、ボリュームをラベルでグループ化
したりできます。

これらの例では、一部のストレージプールで独自の、、 spaceAllocation`および `encryption`の値が

設定され `spaceReserve、一部のプールでデフォルト値が上書きされます。
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ONTAP SANの例
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---

version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:

  spaceAllocation: 'false'

  encryption: 'false'

  qosPolicy: standard

labels:

  store: san_store

  kubernetes-cluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    protection: gold

    creditpoints: '40000'

  zone: us_east_1a

  defaults:

    spaceAllocation: 'true'

    encryption: 'true'

    adaptiveQosPolicy: adaptive-extreme

- labels:

    protection: silver

    creditpoints: '20000'

  zone: us_east_1b

  defaults:

    spaceAllocation: 'false'

    encryption: 'true'

    qosPolicy: premium

- labels:

    protection: bronze

    creditpoints: '5000'

  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'
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ONTAP SANの経済性の例

---

version: 1

storageDriverName: ontap-san-economy

managementLIF: 10.0.0.1

svm: svm_iscsi_eco

useCHAP: true

chapInitiatorSecret: cl9qxIm36DKyawxy

chapTargetInitiatorSecret: rqxigXgkesIpwxyz

chapTargetUsername: iJF4heBRT0TCwxyz

chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:

  spaceAllocation: 'false'

  encryption: 'false'

labels:

  store: san_economy_store

region: us_east_1

storage:

- labels:

    app: oracledb

    cost: '30'

  zone: us_east_1a

  defaults:

    spaceAllocation: 'true'

    encryption: 'true'

- labels:

    app: postgresdb

    cost: '20'

  zone: us_east_1b

  defaults:

    spaceAllocation: 'false'

    encryption: 'true'

- labels:

    app: mysqldb

    cost: '10'

  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'

- labels:

    department: legal

    creditpoints: '5000'
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  zone: us_east_1c

  defaults:

    spaceAllocation: 'true'

    encryption: 'false'

NVMe/TCPの例

---

version: 1

storageDriverName: ontap-san

sanType: nvme

managementLIF: 10.0.0.1

svm: nvme_svm

username: vsadmin

password: <password>

useREST: true

defaults:

  spaceAllocation: 'false'

  encryption: 'true'

storage:

- labels:

    app: testApp

    cost: '20'

  defaults:

    spaceAllocation: 'false'

    encryption: 'false'

バックエンドを StorageClasses にマッピングします

次のStorageClass定義は、を参照して[仮想プールを使用するバックエンドの例]ください。フィールドを使用

して parameters.selector、各StorageClassはボリュームのホストに使用できる仮想プールを呼び出しま
す。ボリュームには、選択した仮想プール内で定義された要素があります。

• protection-gold`StorageClassはバックエンドの最初の仮想プールにマッピングされます

`ontap-san。ゴールドレベルの保護を提供する唯一のプールです。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection=gold"

  fsType: "ext4"

• protection-not-gold`StorageClassは、バックエンドの2番目と3番目の仮想プールにマッピング

されます `ontap-san。これらは、ゴールド以外の保護レベルを提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-not-gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection!=gold"

  fsType: "ext4"

• app-mysqldb`StorageClassはバックエンドの3番目の仮想プールにマッピングされます `ontap-

san-economy。これは、mysqldbタイプアプリケーション用のストレージプール構成を提供する唯一のプ
ールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: app-mysqldb

provisioner: csi.trident.netapp.io

parameters:

  selector: "app=mysqldb"

  fsType: "ext4"

• protection-silver-creditpoints-20k`StorageClassはバックエンドの2番目の仮想プールにマ

ッピングされます `ontap-san。シルバーレベルの保護と20000クレジットポイントを提供する唯一のプ
ールです。

89



apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection=silver; creditpoints=20000"

  fsType: "ext4"

• creditpoints-5k`StorageClassは、バックエンドの3番目の仮想プールとバックエンドの4番目の仮

想プール `ontap-san-economy`にマッピングされます `ontap-san。これらは、5000クレジットポ
イントを持つ唯一のプールオファリングです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: creditpoints-5k

provisioner: csi.trident.netapp.io

parameters:

  selector: "creditpoints=5000"

  fsType: "ext4"

• my-test-app-sc`StorageClassは、を使用してドライバの `sanType: nvme`仮想プールに

`ontap-san`マッピングされます `testAPP。これは唯一のプール `testApp`です。

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: my-test-app-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: "app=testApp"

  fsType: "ext4"

Tridentが選択する仮想プールを決定し、ストレージ要件が満たされるようにします。

ONTAP NASドライバ

ONTAP NASドライバの概要

ONTAP および Cloud Volumes ONTAP の NAS ドライバを使用した ONTAP バックエン
ドの設定について説明します。
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ONTAP NASドライバの詳細

Tridentは、ONTAPクラスタと通信するための次のNASストレージドライバを提供します。サポートされてい
るアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)
、ReadWriteOncePod(RWOP)です。

ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

ontap-nas NFS SMB ファイルシ
ステム

RWO、ROX、RWX、RW
OP

""、 nfs smb

ontap-nas-economy NFS SMB ファイルシ
ステム

RWO、ROX、RWX、RW
OP

""、 nfs smb

ontap-nas-flexgroup NFS SMB ファイルシ
ステム

RWO、ROX、RWX、RW
OP

""、 nfs smb

• 永続的ボリュームの使用数がよりも多くなると予想される場合にのみ使用します `ontap-
san-economy`"サポートされるONTAPの制限"。

• 永続的ボリュームの使用数がよりも多いと予想され、 `ontap-san-economy`ドライバを使用
できない場合にのみ"サポートされるONTAPの制限"使用して `ontap-nas-economy`くださ
い。

• データ保護、ディザスタリカバリ、モビリティの必要性が予想される場合は使用しない
`ontap-nas-economy`でください。

ユーザ権限

Tridentは、ONTAP管理者またはSVM管理者（通常はクラスタユーザ、 vsadmin`SVMユーザ、または別の名

前で同じロールのユーザを使用）として実行することを想定しています `admin。

Amazon FSx for NetApp ONTAP環境では、Tridentは、クラスタユーザまたは vsadmin`SVMユーザを使用す

るONTAP管理者またはSVM管理者、または同じロールの別の名前のユーザとして実行される必要があります

`fsxadmin。この `fsxadmin`ユーザは、クラスタ管理者ユーザに代わる限定的なユーザです。

パラメータを使用する場合は limitAggregateUsage、クラスタ管理者の権限が必要で
す。TridentでAmazon FSx for NetApp ONTAPを使用している場合、

limitAggregateUsage`パラメータはユーザアカウントと `fsxadmin`ユーザアカウントで

は機能しません `vsadmin。このパラメータを指定すると設定処理は失敗します。

ONTAP内でTridentドライバが使用できる、より制限の厳しいロールを作成することは可能ですが、推奨しま
せん。Trident の新リリースでは、多くの場合、考慮すべき API が追加で必要になるため、アップグレードが
難しく、エラーも起こりやすくなります。

ONTAP NASドライバを使用してバックエンドを設定する準備をします

ONTAP NASドライバでONTAPバックエンドを設定するための要件、認証オプション、
およびエクスポートポリシーを理解します。
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要件

• すべてのONTAPバックエンドについて、TridentでSVMにアグリゲートを少なくとも1つ割り当てる必要が
あります。

• 複数のドライバを実行し、どちらか一方を参照するストレージクラスを作成できます。たとえば、ドライ

バを使用するGoldクラスと、ドライバを使用するBronzeクラスを ontap-nas-economy`設定できます

`ontap-nas。

• すべてのKubernetesワーカーノードに適切なNFSツールをインストールしておく必要があります。"ここ
をクリック"詳細については、を参照してください。

• Tridentでは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみがサポートさ
れます。詳細については、を参照してください SMBボリュームをプロビジョニングする準備をします 。

ONTAPバックエンドの認証

Tridentには、ONTAPバックエンドの認証に2つのモードがあります。

• Credential-based：このモードでは、ONTAPバックエンドに十分な権限が必要です。ONTAPのバージョン

と最大限の互換性を確保するために、や vsadmin`などの事前定義されたセキュリティログインロールに

関連付けられたアカウントを使用することを推奨します `admin。

• 証明書ベース：このモードでは、TridentがONTAPクラスタと通信するために、バックエンドに証明書を
インストールする必要があります。この場合、バックエンド定義には、 Base64 でエンコードされたクラ
イアント証明書、キー、および信頼された CA 証明書（推奨）が含まれている必要があります。

既存のバックエンドを更新して、クレデンシャルベースの方式と証明書ベースの方式を切り替えることができ
ます。ただし、一度にサポートされる認証方法は1つだけです。別の認証方式に切り替えるには、バックエン
ド設定から既存の方式を削除する必要があります。

クレデンシャルと証明書の両方を*指定しようとすると、バックエンドの作成が失敗し、構成フ
ァイルに複数の認証方法が指定されているというエラーが表示されます。

クレデンシャルベースの認証を有効にします

TridentがONTAPバックエンドと通信するには、SVMを対象としたクラスタを対象とした管理者に対するクレ

デンシャルが必要です。や vsadmin`などの事前定義された標準のロールを使用することを推奨します

`admin。これにより、今後のONTAPリリースで使用する機能APIが公開される可能性がある将来のTridentリ
リースとの前方互換性が確保されます。Tridentでは、カスタムのセキュリティログインロールを作成して使用
できますが、推奨されません。

バックエンド定義の例は次のようになります。
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YAML

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password

JSON

{

  "version": 1,

  "backendName": "ExampleBackend",

  "storageDriverName": "ontap-nas",

  "managementLIF": "10.0.0.1",

  "dataLIF": "10.0.0.2",

  "svm": "svm_nfs",

  "username": "vsadmin",

  "password": "password"

}

バックエンド定義は、クレデンシャルがプレーンテキストで保存される唯一の場所であることに注意してくだ
さい。バックエンドが作成されると、ユーザ名とパスワードが Base64 でエンコードされ、 Kubernetes シー
クレットとして格納されます。クレデンシャルの知識が必要なのは、バックエンドの作成と更新だけです。こ
の処理は管理者専用で、 Kubernetes / ストレージ管理者が実行します。

証明書ベースの認証を有効にします

新規または既存のバックエンドは証明書を使用して ONTAP バックエンドと通信できます。バックエンド定義
には 3 つのパラメータが必要です。

• clientCertificate ： Base64 でエンコードされたクライアント証明書の値。

• clientPrivateKey ： Base64 でエンコードされた、関連付けられた秘密鍵の値。

• trustedCACertifate: 信頼された CA 証明書の Base64 エンコード値。信頼された CA を使用する場合は、
このパラメータを指定する必要があります。信頼された CA が使用されていない場合は無視してかまいま
せん。

一般的なワークフローは次の手順で構成されます。

手順

1. クライアント証明書とキーを生成します。生成時に、 ONTAP ユーザとして認証するように Common
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Name （ CN ；共通名）を設定します。

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key

-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. 信頼された CA 証明書を ONTAP クラスタに追加します。この処理は、ストレージ管理者がすでに行って
いる可能性があります。信頼できる CA が使用されていない場合は無視します。

security certificate install -type server -cert-name <trusted-ca-cert-

name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled

true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP クラスタにクライアント証明書とキーをインストールします（手順 1 ）。

security certificate install -type client-ca -cert-name <certificate-

name> -vserver <vserver-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPのセキュリティログインロールが認証方式をサポートしていることを確認します cert。

security login create -user-or-group-name vsadmin -application ontapi

-authentication-method cert -vserver <vserver-name>

security login create -user-or-group-name vsadmin -application http

-authentication-method cert -vserver <vserver-name>

5. 生成された証明書を使用して認証をテストONTAP 管理 LIF > と <vserver name> は、管理 LIF の IP アド
レスおよび SVM 名に置き換えてください。LIFのサービスポリシーがに設定されていることを確認する必
要があり `default-data-management`ます。

curl -X POST -Lk https://<ONTAP-Management-

LIF>/servlets/netapp.servlets.admin.XMLrequest_filer --key k8senv.key

--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp

xmlns="http://www.netapp.com/filer/admin" version="1.21"

vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 で証明書、キー、および信頼された CA 証明書をエンコードする。
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base64 -w 0 k8senv.pem >> cert_base64

base64 -w 0 k8senv.key >> key_base64

base64 -w 0 trustedca.pem >> trustedca_base64

7. 前の手順で得た値を使用してバックエンドを作成します。

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver_test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",

"clientPrivateKey": "LS0tFaKE...0VaLuES0tLS0K",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| NasBackend | ontap-nas      | 98e19b74-aec7-4a3d-8dcf-128e5033b214 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

認証方法を更新するか、クレデンシャルをローテーションして

既存のバックエンドを更新して、別の認証方法を使用したり、クレデンシャルをローテーションしたりできま
す。これはどちらの方法でも機能します。ユーザ名とパスワードを使用するバックエンドは証明書を使用する
ように更新できますが、証明書を使用するバックエンドはユーザ名とパスワードに基づいて更新できます。こ
れを行うには、既存の認証方法を削除して、新しい認証方法を追加する必要があります。次に、実行に必要な
パラメータを含む更新されたbackend.jsonファイルを使用し `tridentctl update backend`ます。
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver_test",

"username": "vsadmin",

"password": "password",

"storagePrefix": "myPrefix_"

}

#Update backend with tridentctl

tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

+------------+----------------+--------------------------------------

+--------+---------+

|    NAME    | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+------------+----------------+--------------------------------------

+--------+---------+

| NasBackend | ontap-nas      | 98e19b74-aec7-4a3d-8dcf-128e5033b214 |

online |       9 |

+------------+----------------+--------------------------------------

+--------+---------+

パスワードのローテーションを実行する際には、ストレージ管理者が最初に ONTAP でユーザ
のパスワードを更新する必要があります。この後にバックエンドアップデートが続きます。証
明書のローテーションを実行する際に、複数の証明書をユーザに追加することができます。そ
の後、バックエンドが更新されて新しい証明書が使用されるようになります。この証明書に続
く古い証明書は、 ONTAP クラスタから削除できます。

バックエンドを更新しても、すでに作成されているボリュームへのアクセスは中断されず、その後のボリュー
ム接続にも影響しません。バックエンドの更新が成功すると、TridentがONTAPバックエンドと通信し、以降
のボリューム処理を処理できるようになります。

Trident用のカスタムONTAPロールの作成

Tridentで処理を実行するためにONTAP adminロールを使用する必要がないように、最小Privilegesを持
つONTAPクラスタロールを作成できます。Tridentバックエンド構成にユーザ名を含めると、Trident作成し
たONTAPクラスタロールが使用されて処理が実行されます。

Tridentカスタムロールの作成の詳細については、を参照してください"Tridentカスタムロールジェネレータ"。
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ONTAP CLIノシヨウ

1. 次のコマンドを使用して新しいロールを作成します。

security login role create <role_name\> -cmddirname "command" -access all

–vserver <svm_name\>

2. Tridentユーザのユーザ名を作成します。

security login create -username <user_name\> -application ontapi

-authmethod <password\> -role <name_of_role_in_step_1\> –vserver

<svm_name\> -comment "user_description"

3. ユーザにロールをマッピングします。

security login modify username <user_name\> –vserver <svm_name\> -role

<role_name\> -application ontapi -application console -authmethod

<password\>

System Managerの使用

ONTAPシステムマネージャで、次の手順を実行します。

1. カスタムロールの作成：

a. クラスタレベルでカスタムロールを作成するには、*[クラスタ]>[設定]*を選択します。

（または）SVMレベルでカスタムロールを作成するには、*[ストレージ]>[Storage VM]>[設定]>[
ユーザとロール]*を選択し `required SVM`ます。

b. の横にある矢印アイコン（→*）を選択します。

c. [Roles]*で[+Add]*を選択します。

d. ロールのルールを定義し、*[保存]*をクリックします。

2. ロールをTridentユーザにマップする:+[ユーザとロール]ページで次の手順を実行します。

a. で[アイコンの追加]+*を選択します。

b. 必要なユーザ名を選択し、* Role *のドロップダウンメニューでロールを選択します。

c. [ 保存（ Save ） ] をクリックします。

詳細については、次のページを参照してください。

• "ONTAPの管理用のカスタムロール"または"カスタムロールの定義"

• "ロールとユーザを使用する"

NFS エクスポートポリシーを管理します

Tridentは、NFSエクスポートポリシーを使用して、プロビジョニングするボリュームへのアクセスを制御しま
す。

Tridentでエクスポートポリシーを使用する場合は、次の2つのオプションがあります。
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• Tridentでは、エクスポートポリシー自体を動的に管理できます。この処理モードでは、許可可能なIPアド
レスを表すCIDRブロックのリストをストレージ管理者が指定します。Tridentは、これらの範囲に該当す
る該当するノードIPを公開時に自動的にエクスポートポリシーに追加します。または、CIDRを指定しな
い場合は、パブリッシュ先のボリュームで見つかったグローバル対象のユニキャストIPがすべてエクスポ
ートポリシーに追加されます。

• ストレージ管理者は、エクスポートポリシーを作成したり、ルールを手動で追加したりできます。Trident
では、設定で別のエクスポートポリシー名を指定しないかぎり、デフォルトのエクスポートポリシーが使
用されます。

エクスポートポリシーを動的に管理

Tridentでは、ONTAPバックエンドのエクスポートポリシーを動的に管理できます。これにより、ストレージ
管理者は、明示的なルールを手動で定義するのではなく、ワーカーノードの IP で許容されるアドレススペー
スを指定できます。エクスポートポリシーの管理が大幅に簡易化され、エクスポートポリシーを変更しても、
ストレージクラスタに対する手動の操作は不要になります。さらに、ボリュームをマウントしていて、指定さ
れた範囲のIPを持つワーカーノードだけにストレージクラスタへのアクセスを制限し、きめ細かく自動化され
た管理をサポートします。

ダイナミックエクスポートポリシーを使用する場合は、Network Address Translation（NAT;ネ
ットワークアドレス変換）を使用しないでください。NATを使用すると、ストレージコントロ
ーラは実際のIPホストアドレスではなくフロントエンドのNATアドレスを認識するため、エク
スポートルールに一致しない場合はアクセスが拒否されます。

Trident 24.10では、 `ontap-nas`ストレージドライバは以前のリリースと同様に動作しま
す。ONTAP NASドライバに変更はありません。Trident 24.10では、ボリュームベースのきめ細
かなアクセス制御が可能なのはストレージドライバだけ `ontap-nas-economy`です。

例

2 つの設定オプションを使用する必要があります。バックエンド定義の例を次に示します。

---

version: 1

storageDriverName: ontap-nas-economy

backendName: ontap_nas_auto_export

managementLIF: 192.168.0.135

svm: svm1

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true

この機能を使用する場合は、SVMのルートジャンクションに、ノードのCIDRブロックを許可す
るエクスポートルール（デフォルトのエクスポートポリシーなど）を含む事前に作成したエク
スポートポリシーがあることを確認する必要があります。1つのSVMをTrident専用にするに
は、必ずNetAppのベストプラクティスに従ってください。
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ここでは、上記の例を使用してこの機能がどのように動作するかについて説明します。

• autoExportPolicy`がに設定されてい `true`ます。これは、Tridentが、このバックエンドを使用

してSVMに対してプロビジョニングされたボリュームごとにエクスポートポリシーを作成し、アドレスブ

ロックを使用してルールの追加と削除を処理すること `autoexportCIDRs`を示します `svm1。ボリ
ュームがノードに接続されるまでは、そのボリュームへの不要なアクセスを防止するルールのない空のエ
クスポートポリシーが使用されます。ボリュームがノードに公開されると、Tridentは、指定したCIDRブ
ロック内のノードIPを含む基盤となるqtreeと同じ名前のエクスポートポリシーを作成します。これらのIP
は、親FlexVolで使用されるエクスポートポリシーにも追加されます。

◦ 例：

▪ バックエンドUUID 403b5326-8482-40dB-96d0-d83fb3f4daec

▪ autoExportPolicy`に設定 `true

▪ ストレージプレフィックス trident

▪ PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1c

▪ svm_pvc_a79bcf5f_7b6d_4a40_9876_e2551f159c1cという名前のqtree Tridentでは、という名前
のFlexVolのエクスポートポリシー、という名前のqtreeのエクスポートポリシー、

trident_pvc_a79bcf5f_7b6d_4a40_9876_e2551f159c1c`およびという名前の空のエクス

ポートポリシー `trident_empty`がSVM上に作成されます `trident-403b5326-8482-

40db96d0-d83fb3f4daec。FlexVolエクスポートポリシーのルールは、qtreeエクスポートポリ
シーに含まれるすべてのルールのスーパーセットになります。空のエクスポートポリシーは、関
連付けられていないボリュームで再利用されます。

• `autoExportCIDRs`アドレスブロックのリストが含まれます。このフィールドは省略可能で、デフォルト
値は ["0.0.0.0/0" 、 "::/0" です。定義されていない場合、Tridentは、パブリケーションを使用して、ワーカ
ーノード上で見つかったグローバルスコープのユニキャストアドレスをすべて追加します。

この例では 192.168.0.0/24、アドレス空間が提供されています。これは、パブリケーションでこのアドレ
ス範囲に含まれるKubernetesノードIPが、Tridentが作成するエクスポートポリシーに追加されることを示し
ます。Tridentは、実行するノードを登録すると、ノードのIPアドレスを取得し、で指定されたアドレスブロッ
クと照合し `autoExportCIDRs`ます。公開時に、IPをフィルタリングした後、Tridentは公開先ノードのクライ
アントIPのエクスポートポリシールールを作成します。

バックエンドを作成した後で、バックエンドのおよびを autoExportCIDRs`更新できます

`autoExportPolicy。自動的に管理されるバックエンドに新しい CIDRs を追加したり、既存の CIDRs を
削除したりできます。CIDRs を削除する際は、既存の接続が切断されないように注意してください。バック
エンドに対して無効にして、手動で作成したエクスポートポリシーにフォールバックすることもできます

autoExportPolicy。この場合、バックエンド設定でパラメータを設定する必要があります

exportPolicy。

Tridentがバックエンドを作成または更新した後、または対応するCRDを `tridentbackend`使用してバックエン
ドをチェックでき `tridentctl`ます。
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./tridentctl get backends ontap_nas_auto_export -n trident -o yaml

items:

- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec

  config:

    aggregate: ""

    autoExportCIDRs:

    - 192.168.0.0/24

    autoExportPolicy: true

    backendName: ontap_nas_auto_export

    chapInitiatorSecret: ""

    chapTargetInitiatorSecret: ""

    chapTargetUsername: ""

    chapUsername: ""

    dataLIF: 192.168.0.135

    debug: false

    debugTraceFlags: null

    defaults:

      encryption: "false"

      exportPolicy: <automatic>

      fileSystemType: ext4

ノードを削除すると、Tridentはすべてのエクスポートポリシーをチェックして、そのノードに対応するアクセ
スルールを削除します。Tridentは、管理対象バックエンドのエクスポートポリシーからこのノードIPを削除す
ることで、不正なマウントを防止します。ただし、このIPがクラスタ内の新しいノードで再利用される場合を
除きます。

既存のバックエンドがある場合は、を使用してバックエンドを更新する `tridentctl update backend`
と、Tridentがエクスポートポリシーを自動的に管理するようになります。これにより、バックエンドのUUID
とqtree名に基づいて、必要に応じてという名前の新しいエクスポートポリシーが2つ作成されます。バックエ
ンドにあるボリュームは、アンマウントして再度マウントしたあとに、新しく作成したエクスポートポリシー
を使用します。

自動管理されたエクスポートポリシーを使用してバックエンドを削除すると、動的に作成され
たエクスポートポリシーが削除されます。バックエンドが再作成されると、そのバックエンド
は新しいバックエンドとして扱われ、新しいエクスポートポリシーが作成されます。

稼働中のノードのIPアドレスが更新された場合は、そのノードでTridentポッドを再起動する必要があります。
その後、Tridentは管理しているバックエンドのエクスポートポリシーを更新して、IPの変更を反映します。

SMBボリュームをプロビジョニングする準備をします

少し準備をするだけで、ドライバを使用してSMBボリュームをプロビジョニングできます ontap-nas。

オンプレミスのONTAP用のSMBボリュームを作成するには、SVMでNFSプロトコルとSMB /

CIFSプロトコルの両方を設定する必要があります ontap-nas-economy。これらのプロトコ
ルのいずれかを設定しないと、原因 SMBボリュームの作成が失敗します。
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`autoExportPolicy`SMBボリュームではサポートされません。

開始する前に

SMBボリュームをプロビジョニングする前に、以下を準備しておく必要があります。

• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2022を実行して
いるKubernetesクラスタ。Tridentでは、Windowsノードで実行されているポッドにマウントされたSMB
ボリュームのみがサポートされます。

• Active Directoryクレデンシャルを含む少なくとも1つのTridentシークレット。シークレットを生成するに

は smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

• Windowsサービスとして設定されたCSIプロキシ。を設定するには csi-proxy、Windowsで実行されて
いるKubernetesノードについて、またはを"GitHub: Windows向けCSIプロキシ"参照してください"GitHub:
CSIプロキシ"。

手順

1. オンプレミスのONTAPでは、必要に応じてSMB共有を作成することも、Tridentで共有を作成することも
できます。

Amazon FSx for ONTAPにはSMB共有が必要です。

SMB管理共有は、共有フォルダスナップインを使用するか、ONTAP CLIを使用して作成できま
す"Microsoft管理コンソール"。ONTAP CLIを使用してSMB共有を作成するには、次の手順を実行します

a. 必要に応じて、共有のディレクトリパス構造を作成します。

コマンドは vserver cifs share create、共有の作成時に-pathオプションで指定されたパスをチ
ェックします。指定したパスが存在しない場合、コマンドは失敗します。

b. 指定したSVMに関連付けられているSMB共有を作成します。

vserver cifs share create -vserver vserver_name -share-name

share_name -path path [-share-properties share_properties,...]

[other_attributes] [-comment text]

c. 共有が作成されたことを確認します。

vserver cifs share show -share-name share_name

詳細については、を参照して"SMB共有を作成する"ください。
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2. バックエンドを作成する際に、SMBボリュームを指定するように次の項目を設定する必要がありま
す。FSx for ONTAPのバックエンド構成オプションについては、を参照してください"FSX（ONTAP の構
成オプションと例）"。

パラメータ 製品説明 例

smbShare 次のいずれかを指定できます。Microsoft管理コンソ
ールまたはONTAP CLIを使用して作成されたSMB
共有の名前、TridentでSMB共有を作成できるよう
にする名前、ボリュームへの共通の共有アクセスを
禁止する場合はパラメータを空白のままにします。
オンプレミスのONTAPでは、このパラメータはオ
プションです。このパラメータはAmazon FSx for
ONTAPバックエンドで必須であり、空にすること
はできません。

smb-share

nasType *に設定する必要があります smb。*nullの場合、デ

フォルトはになります nfs。

smb

securityStyle 新しいボリュームのセキュリティ形式。* SMBボリ

ュームの場合はまたは mixed`に設定する必要があ

ります `ntfs。*

ntfs`SMBボリュームの

場合はまたは `mixed

unixPermissions 新しいボリュームのモード。* SMBボリュームは空
にしておく必要があります。*

""

ONTAP NASの設定オプションと例

Tridentのインストール時にONTAP NASドライバを作成して使用する方法について説明
します。このセクションでは、バックエンドの構成例と、バックエンド
をStorageClassesにマッピングするための詳細を示します。

バックエンド構成オプション

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 製品説明 デフォルト

version 常に 1

storageDrive

rName

ストレージドライバの名前 「ontap-nas」、「ontap-nas-
economy」、「ontap-nas-
flexgroup」、「ontap-san
」、「ontap-san-economy」

backendName カスタム名またはストレージバックエンド ドライバ名+"_"+ dataLIF

managementLI

F

クラスタまたはSVM管理LIFのIPアドレス完全修飾ド
メイン名（FQDN）を指定できます。IPv6フラグを使
用してTridentがインストールされている場合は、IPv6
アドレスを使用するように設定できます。IPv6アドレ
スは、のように角かっこで定義する必要があります

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

]。シームレスなMetroClusterスイッチオーバーにつ
いては、を参照して[mcc-best]ください。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」
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パラメータ 製品説明 デフォルト

dataLIF プロトコル LIF の IP アドレス。指定することをお勧

めします dataLIF。指定しない場合、TridentはSVM
からデータLIFをフェッチします。NFSマウント処理
に使用するFully Qualified Domain Name（FQDN；完
全修飾ドメイン名）を指定して、ラウンドロビ
ンDNSを作成して複数のデータLIF間で負荷を分散す
ることができます。初期設定後に変更できます。を参
照してください 。IPv6フラグを使用してTridentがイ
ンストールされている場合は、IPv6アドレスを使用す
るように設定できます。IPv6アドレスは、のように角
かっこで定義する必要があります

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

]。* MetroClusterの場合は省略してください。*を参
照してください[mcc-best]。

指定されたアドレス、または指定
されていない場合はSVMから取得
されるアドレス（非推奨）

svm 使用するStorage Virtual Machine * MetroClusterでは
省略*を参照してください[mcc-best]。

SVMが指定されている場合に派生

managementLIF

autoExportPo

licy

エクスポートポリシーの自動作成と更新を有効にしま
す[ブーリアン]。オプションと `autoExportCIDRs`オ
プションを使用する `autoExportPolicy`と、Tridentで
エクスポートポリシーを自動的に管理できます。

正しくない

autoExportCI

DRs

が有効な場合にKubernetesのノードIPをフィルタリン

グするCIDRのリスト autoExportPolicy。オプシ
ョンと `autoExportCIDRs`オプションを使用する
`autoExportPolicy`と、Tridentでエクスポートポリシ
ーを自動的に管理できます。

["0.0.0.0/0","::/0"]'

labels ボリュームに適用する任意の JSON 形式のラベルの
セット

""

clientCertif

icate

クライアント証明書の Base64 エンコード値。証明書
ベースの認証に使用されます

""

clientPrivat

eKey

クライアント秘密鍵の Base64 エンコード値。証明書
ベースの認証に使用されます

""

trustedCACer

tificate

信頼された CA 証明書の Base64 エンコード値。オプ
ション。証明書ベースの認証に使用されます

""

username クラスタ / SVM に接続するためのユーザ名。クレデ
ンシャルベースの認証に使用されます

password クラスタ / SVM に接続するためのパスワード。クレ
デンシャルベースの認証に使用されます
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パラメータ 製品説明 デフォルト

storagePrefi

x

SVM で新しいボリュームをプロビジョニングする際
に使用するプレフィックスを指定します。設定後に
更新することはできません

qtree-nas-economyとstoragePrefix
をONTAP 24文字以上で使用する場
合、ボリューム名にはストレージプレ
フィックスは含まれませんが、qtreeに
はストレージプレフィックスが埋め込
まれます。

"トライデント"

aggregate プロビジョニング用のアグリゲート（オプション。
設定する場合は SVM に割り当てる必要があります

）。ドライバの場合 ontap-nas-flexgroup、この
オプションは無視されます。割り当てられていない
場合は 、使用可能ないずれかのアグリゲートを使用
してFlexGroupボリュームをプロビジョニングできま
す。

SVMでアグリゲートが更新される
と、Tridentコントローラを再起動せず
にSVMをポーリングすること
で、Tridentでアグリゲートが自動的に
更新されます。ボリュームをプロビジ
ョニングするようにTridentで特定のア
グリゲートを設定している場合、アグ
リゲートの名前を変更するかSVMから
移動すると、SVMアグリゲートのポー
リング中にTridentでバックエンドが障
害状態になります。アグリゲート
をSVMにあるアグリゲートに変更する
か、アグリゲートを完全に削除してバ
ックエンドをオンラインに戻す必要が
あります。

""

limitAggrega

teUsage

使用率がこの割合を超えている場合は、プロビジョニ
ングが失敗します。* Amazon FSX for ONTAP * には
適用されません

"" （デフォルトでは適用されませ
ん）
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パラメータ 製品説明 デフォルト

flexgroupAggreg
ateList

プロビジョニング用のアグリゲートのリスト（オプ
ション。設定されている場合はSVMに割り当てる必
要があります）。SVMに割り当てられたすべてのア
グリゲートを使用して、FlexGroupボリュームがプロ
ビジョニングされます。ONTAP - NAS - FlexGroup *
ストレージドライバーでサポートされています。

SVMでアグリゲートリストが更新され
ると、Tridentコントローラを再起動せ
ずにSVMをポーリングすること
で、Trident内のアグリゲートリストが
自動的に更新されます。ボリュームを
プロビジョニングするようにTridentで
特定のアグリゲートリストを設定して
いる場合、アグリゲートリストの名前
を変更するかSVMから移動する
と、Tridentアグリゲートのポーリング
中にバックエンドが障害状態になりま
す。アグリゲートリストをSVM上のア
グリゲートリストに変更するか、アグ
リゲートリストを完全に削除してバッ
クエンドをオンラインに戻す必要があ
ります。

""

limitVolumeS

ize

要求されたボリュームサイズがこの値を超えている場
合、プロビジョニングが失敗します。また、qtreeに
対して管理するボリュームの最大サイズを制限し、オ
プションを使用 `qtreesPerFlexvol`するとFlexVolあた
りの最大qtree数をカスタマイズできます。

"" （デフォルトでは適用されませ
ん）

debugTraceFl

ags

トラブルシューティング時に使用するデバッグフラ
グ。例：｛"api"：false、"method"：true｝トラブルシ
ューティングを行って詳細なログダンプが必要な場合
を除き、は使用しない `debugTraceFlags`でくださ
い。

null

nasType NFSボリュームまたはSMBボリュームの作成を設定

オプションは nfs、 `smb`またはnullです。nullに設定
すると、デフォルトでNFSボリュームが使用されま
す。

nfs

nfsMountOpti

ons

NFSマウントオプションをカンマで区切ったリス
ト。Kubernetes永続ボリュームのマウントオプショ
ンは通常ストレージクラスで指定されますが、ストレ
ージクラスにマウントオプションが指定されていない
場合、Tridentはストレージバックエンドの構成ファ
イルに指定されているマウントオプションを使用して
フォールバックします。ストレージクラスまたは構成
ファイルでマウントオプションが指定されていない場
合、Tridentは関連付けられた永続ボリュームにマウ
ントオプションを設定しません。

""
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パラメータ 製品説明 デフォルト

qtreesPerFle

xvol

FlexVol あたりの最大 qtree 数。有効な範囲は [50 、
300] です。

"200"

smbShare 次のいずれかを指定できます。Microsoft管理コンソー
ルまたはONTAP CLIを使用して作成されたSMB共有
の名前、TridentでSMB共有を作成できるようにする
名前、ボリュームへの共通の共有アクセスを禁止する
場合はパラメータを空白のままにします。オンプレミ
スのONTAPでは、このパラメータはオプションで
す。このパラメータはAmazon FSx for ONTAPバック
エンドで必須であり、空にすることはできません。

smb-share

useREST ONTAP REST API を使用するためのブーリアンパラ

メータ。 useREST`に設定する `true`

と、Tridentはバックエンドとの通信にONTAP

REST APIを使用します。に設定する `false`

と、Tridentはバックエンドとの通信にONTAP

ZAPI呼び出しを使用します。この機能にはONTAP

9.11.1以降が必要です。また、使用するONTAPログ
インロールには、アプリケーションへのアクセス権が

必要です `ontap 。これは、事前に定義された役割

と役割によって実現され vsadmin cluster-admin
ます。Trident 24.06リリースおよびONTAP 9 .15.1以

降では、 useREST`がデフォルトでに設定されて

`true`います。ONTAP ZAPI呼び出しを使用するに

は、をに `false`変更してください。 `useREST

true ONTAP 9.15.1以降の場合

は、それ以外の場合は false。

limitVolumeP

oolSize

ONTAP NASエコノミーバックエンドでqtreeを使用す
る場合の、要求可能なFlexVolの最大サイズ。

"" （デフォルトでは適用されませ
ん）

denyNewVolum

ePools

を制限し `ontap-nas-economy`バックエンドがqtreeを
格納するために新しいFlexVolボリュームを作成する
ことます。新しいPVのプロビジョニングには、既存
のFlexVolのみが使用されます。

ボリュームのプロビジョニング用のバックエンド構成オプション

設定のセクションで、これらのオプションを使用してデフォルトのプロビジョニングを制御できます

defaults。例については、以下の設定例を参照してください。

パラメータ 製品説明 デフォルト

spaceAllocat

ion

qtreeに対するスペース割り当て "正しい"

spaceReserve スペースリザベーションモード：「none」（シン）
または「volume」（シック）

"なし"

snapshotPoli

cy

使用する Snapshot ポリシー "なし"
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パラメータ 製品説明 デフォルト

qosPolicy 作成したボリュームに割り当てる QoS ポリシーグル
ープ。ストレージプール / バックエンドごとに
QOSPolicy または adaptiveQosPolicy のいずれかを選
択します

""

adaptiveQosP

olicy

アダプティブ QoS ポリシーグループ：作成したボリ
ュームに割り当てます。ストレージプール / バックエ
ンドごとに QOSPolicy または adaptiveQosPolicy の
いずれかを選択します。経済性に影響する ONTAP -
NAS ではサポートされません。

""

snapshotRese

rve

Snapshot 用にリザーブされているボリュームの割合 が「none」の場合は「0」

snapshotPolicy、それ以外の場
合は「」

splitOnClone 作成時にクローンを親からスプリットします いいえ

encryption 新しいボリュームでNetApp Volume Encryption（NVE
）を有効にします。デフォルトはです。 `false`このオ
プションを使用するには、クラスタで NVE のライセ
ンスが設定され、有効になっている必要があります。
バックエンドでNAEが有効になっている場
合、Tridentでプロビジョニングされたすべてのボリ
ュームでNAEが有効になります。詳細については、を
参照してください"TridentとNVEおよびNAEとの連携
"。

いいえ

tieringPolic

y

「none」を使用する階層化ポリシー ONTAP 9.5より前のSVM-DR設定
の場合は「snapshot-only」

unixPermissi

ons

新しいボリュームのモード NFSボリュームの場合は「777
」、SMBボリュームの場合は空（
該当なし）

snapshotDir ディレクトリへのアクセスを管理します。

.snapshot

NFSv4の場合は「true」NFSv3の場
合は「false」

exportPolicy 使用するエクスポートポリシー デフォルト

securityStyl

e

新しいボリュームのセキュリティ形式。NFSのサポー
ト `mixed`と `unix`セキュリティ形式SMBのサポート
`mixed`と `ntfs`セキュリティ形式。

NFSのデフォルトはです unix

。SMBのデフォルトはです ntfs。

nameTemplate カスタムボリューム名を作成するためのテンプレー
ト。

""

TridentでQoSポリシーグループを使用するには、ONTAP 9 .8以降が必要です。共有されていな
いQoSポリシーグループを使用し、ポリシーグループが各コンスティチュエントに個別に適用
されるようにします。QoSポリシーグループを共有すると、すべてのワークロードの合計スル
ープットの上限が適用されます。

ボリュームプロビジョニングの例

デフォルトが定義されている例を次に示します。
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---

version: 1

storageDriverName: ontap-nas

backendName: customBackendName

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

labels:

  k8scluster: dev1

  backend: dev1-nasbackend

svm: trident_svm

username: cluster-admin

password: <password>

limitAggregateUsage: 80%

limitVolumeSize: 50Gi

nfsMountOptions: nfsvers=4

debugTraceFlags:

  api: false

  method: true

defaults:

  spaceReserve: volume

  qosPolicy: premium

  exportPolicy: myk8scluster

  snapshotPolicy: default

  snapshotReserve: '10'

と `ontap-nas-flexgroups`については、 `ontap-nas`Trident新しい計算式を使用して、FlexVol
がsnapshotReserveの割合とPVCで正しくサイジングされるようになりました。ユーザがPVCを要求する
と、Tridentは新しい計算を使用して、より多くのスペースを持つ元のFlexVolを作成します。この計算によ
り、ユーザは要求された PVC 内の書き込み可能なスペースを受信し、要求されたスペースよりも少ないスペ
ースを確保できます。v21.07 より前のバージョンでは、ユーザが PVC を要求すると（ 5GiB など）、
snapshotReserve が 50% に設定されている場合、書き込み可能なスペースは 2.5GiB のみになります。これ
は、ユーザが要求したのはボリューム全体であり、その割合であるため `snapshotReserve`です。Trident
21.07では、ユーザが要求するのは書き込み可能なスペースであり、Tridentではボリューム全体に対する割合
として定義されます。 `snapshotReserve`これはには適用されませ `ontap-nas-economy`ん。この機能の仕組
みについては、次の例を参照してください。

計算は次のとおりです。

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% 、 PVC 要求 = 5GiB の場合、ボリュームの合計サイズは 2/0.5 = 10GiB であり、使
用可能なサイズは 5GiB であり、これが PVC 要求で要求されたサイズです。 `volume show`次の例のような
結果が表示されます。
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以前のインストールからの既存のバックエンドでは、Tridentのアップグレード時に前述のようにボリュームが
プロビジョニングされます。アップグレード前に作成したボリュームについては、変更が反映されるようにボ
リュームのサイズを変更する必要があります。たとえば、以前のと2GiBのPVCで `snapshotReserve=50`
は、1GiBの書き込み可能なスペースを提供するボリュームが作成されました。たとえば、ボリュームのサイ
ズを 3GiB に変更すると、アプリケーションの書き込み可能なスペースが 6GiB のボリュームで 3GiB になり
ます。

最小限の設定例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。

ネットアップ ONTAP で Trident を使用している場合は、 IP アドレスではなく LIF の DNS 名
を指定することを推奨します。

ONTAP NASの経済性の例

---

version: 1

storageDriverName: ontap-nas-economy

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password

ONTAP NAS FlexGroupの例

---

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password
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MetroClusterの例

スイッチオーバー後およびスイッチバック中にバックエンド定義を手動で更新する必要がないようにバ
ックエンドを設定できます"SVMレプリケーションとリカバリ"。

スイッチオーバーとスイッチバックをシームレスに実行するには、を使用してSVMを指定し

managementLIF、パラメータと svm`パラメータを省略します `dataLIF。例：

---

version: 1

storageDriverName: ontap-nas

managementLIF: 192.168.1.66

username: vsadmin

password: password

SMBボリュームの例

---

version: 1

backendName: ExampleBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

nasType: smb

securityStyle: ntfs

unixPermissions: ""

dataLIF: 10.0.0.2

svm: svm_nfs

username: vsadmin

password: password
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証明書ベースの認証の例

これは最小限のバックエンド構成の例です。 clientCertificate、 clientPrivateKey、および

trustedCACertificate（信頼されたCAを使用している場合はオプション）に値が入力され

backend.json、それぞれクライアント証明書、秘密鍵、および信頼されたCA証明書のBase64でエン
コードされた値が使用されます。

---

version: 1

backendName: DefaultNASBackend

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs_svm

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix_

自動エクスポートポリシーの例

この例は、動的なエクスポートポリシーを使用してエクスポートポリシーを自動的に作成および管理す
るようにTridentに指示する方法を示しています。これは、ドライバと `ontap-nas-flexgroup`ドライバで
同じように機能し `ontap-nas-economy`ます。

---

version: 1

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm_nfs

labels:

  k8scluster: test-cluster-east-1a

  backend: test1-nasbackend

autoExportPolicy: true

autoExportCIDRs:

- 10.0.0.0/24

username: admin

password: password

nfsMountOptions: nfsvers=4
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IPv6アドレスの例

次に、IPv6アドレスの使用例を示し `managementLIF`ます。

---

version: 1

storageDriverName: ontap-nas

backendName: nas_ipv6_backend

managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"

labels:

  k8scluster: test-cluster-east-1a

  backend: test1-ontap-ipv6

svm: nas_ipv6_svm

username: vsadmin

password: password

SMBボリュームを使用したAmazon FSx for ONTAPの例

`smbShare`SMBボリュームを使用するFSx for ONTAPでは、パラメータは必須です。

---

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fqdn.aws.com

nasType: smb

dataLIF: 10.0.0.15

svm: nfs_svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2

clientPrivateKey: vciwKIyAgZG...0cnksIGRlc2NyaX

trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix_
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nameTemplateを使用したバックエンド構成の例

---

version: 1

storageDriverName: ontap-nas

backendName: ontap-nas-backend

managementLIF: <ip address>

svm: svm0

username: <admin>

password: <password>

defaults: {

    "nameTemplate":

"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.volume.R

equestName}}"

},

"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}}_{{.volume.RequestName}}"}

仮想プールを使用するバックエンドの例

以下に示すサンプルのバックエンド定義ファイルでは、すべてのストレージプールに特定のデフォルトが設定

されています（at none、at spaceAllocation false、at false encryption`など） `spaceReserve。仮
想プールは、ストレージセクションで定義します。

Tridentでは、[Comments]フィールドにプロビジョニングラベルが設定されます。コメントは、のFlexVolまた

はのFlexGroup ontap-nas-flexgroup`で設定します `ontap-nas。Tridentは、仮想プールに存在するす
べてのラベルをプロビジョニング時にストレージボリュームにコピーします。ストレージ管理者は、仮想プー
ルごとにラベルを定義したり、ボリュームをラベルでグループ化したりできます。

これらの例では、一部のストレージプールで独自の、、 spaceAllocation`および `encryption`の値が

設定され `spaceReserve、一部のプールでデフォルト値が上書きされます。
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ONTAP NASの例

---

version: 1

storageDriverName: ontap-nas

managementLIF: 10.0.0.1

svm: svm_nfs

username: admin

password: <password>

nfsMountOptions: nfsvers=4

defaults:

  spaceReserve: none

  encryption: 'false'

  qosPolicy: standard

labels:

  store: nas_store

  k8scluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    app: msoffice

    cost: '100'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

    adaptiveQosPolicy: adaptive-premium

- labels:

    app: slack

    cost: '75'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    department: legal

    creditpoints: '5000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

114



    app: wordpress

    cost: '50'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    app: mysqldb

    cost: '25'

  zone: us_east_1d

  defaults:

    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'
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ONTAP NAS FlexGroupの例

---

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: <password>

defaults:

  spaceReserve: none

  encryption: 'false'

labels:

  store: flexgroup_store

  k8scluster: prod-cluster-1

region: us_east_1

storage:

- labels:

    protection: gold

    creditpoints: '50000'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: gold

    creditpoints: '30000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: silver

    creditpoints: '20000'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    protection: bronze

    creditpoints: '10000'

  zone: us_east_1d
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  defaults:

    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'
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ONTAP NASの経済性の例

---

version: 1

storageDriverName: ontap-nas-economy

managementLIF: 10.0.0.1

svm: svm_nfs

username: vsadmin

password: <password>

defaults:

  spaceReserve: none

  encryption: 'false'

labels:

  store: nas_economy_store

region: us_east_1

storage:

- labels:

    department: finance

    creditpoints: '6000'

  zone: us_east_1a

  defaults:

    spaceReserve: volume

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    protection: bronze

    creditpoints: '5000'

  zone: us_east_1b

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0755'

- labels:

    department: engineering

    creditpoints: '3000'

  zone: us_east_1c

  defaults:

    spaceReserve: none

    encryption: 'true'

    unixPermissions: '0775'

- labels:

    department: humanresource

    creditpoints: '2000'

  zone: us_east_1d

  defaults:
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    spaceReserve: volume

    encryption: 'false'

    unixPermissions: '0775'

バックエンドを StorageClasses にマッピングします

次のStorageClass定義は、を参照してください[仮想プールを使用するバックエンドの例]。フィールドを使用

して parameters.selector、各StorageClassはボリュームのホストに使用できる仮想プールを呼び出しま
す。ボリュームには、選択した仮想プール内で定義された要素があります。

• protection-gold`StorageClassは、バックエンドの最初と2番目の仮想プールにマッピングされま

す `ontap-nas-flexgroup。ゴールドレベルの保護を提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection=gold"

  fsType: "ext4"

• protection-not-gold`StorageClassは、バックエンドの3番目と4番目の仮想プールにマッピング

されます `ontap-nas-flexgroup。金色以外の保護レベルを提供する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-not-gold

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection!=gold"

  fsType: "ext4"

• app-mysqldb`StorageClassはバックエンドの4番目の仮想プールにマッピングされます `ontap-

nas。これは、mysqldbタイプアプリ用のストレージプール構成を提供する唯一のプールです。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: app-mysqldb

provisioner: csi.trident.netapp.io

parameters:

  selector: "app=mysqldb"

  fsType: "ext4"

• protection-silver-creditpoints-20k`StorageClassはバックエンドの3番目の仮想プールにマ

ッピングされます `ontap-nas-flexgroup。シルバーレベルの保護と20000クレジットポイントを提供
する唯一のプールです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: protection-silver-creditpoints-20k

provisioner: csi.trident.netapp.io

parameters:

  selector: "protection=silver; creditpoints=20000"

  fsType: "ext4"

• creditpoints-5k`StorageClassは、バックエンドの3番目の仮想プールとバックエンドの2番目の仮

想プール `ontap-nas-economy`にマッピングされます `ontap-nas。これらは、5000クレジットポ
イントを持つ唯一のプールオファリングです。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: creditpoints-5k

provisioner: csi.trident.netapp.io

parameters:

  selector: "creditpoints=5000"

  fsType: "ext4"

Tridentが選択する仮想プールを決定し、ストレージ要件が満たされるようにします。

初期設定後に更新 dataLIF

初期設定後にデータLIFを変更するには、次のコマンドを実行して、更新されたデータLIFを新しいバックエン
ドJSONファイルに指定します。
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-dataLIF>

PVCが1つ以上のポッドに接続されている場合は、対応するすべてのポッドを停止してから、新
しいデータLIFを有効にするために稼働状態に戻す必要があります。

NetApp ONTAP 対応の Amazon FSX

Amazon FSx for NetApp ONTAPでTridentを使用

"NetApp ONTAP 対応の Amazon FSX"は、NetApp ONTAPストレージオペレーティング
システムを基盤とするファイルシステムを起動して実行できる、フルマネージドのAWS
サービスです。FSX for ONTAP を使用すると、使い慣れたネットアップの機能、パフォ
ーマンス、管理機能を活用しながら、AWSにデータを格納するためのシンプルさ、即応
性、セキュリティ、拡張性を活用できます。FSX for ONTAP は、ONTAP ファイルシス
テムの機能と管理APIをサポートしています。

Amazon FSx for NetApp ONTAPファイルシステムをTridentと統合すると、Amazon Elastic Kubernetes
Service（EKS）で実行されているKubernetesクラスタが、ONTAPを基盤とするブロックおよびファイルの永
続ボリュームをプロビジョニングできるようになります。

ファイルシステムは、オンプレミスの ONTAP クラスタに似た、 Amazon FSX のプライマリリソースです。
各 SVM 内には、ファイルとフォルダをファイルシステムに格納するデータコンテナである 1 つ以上のボリュ
ームを作成できます。Amazon FSX for NetApp ONTAP を使用すると、 Data ONTAP はクラウド内の管理対
象ファイルシステムとして提供されます。新しいファイルシステムのタイプは * NetApp ONTAP * です。

TridentとAmazon FSx for NetApp ONTAPを使用すると、Amazon Elastic Kubernetes Service（EKS）で実行
されているKubernetesクラスタが、ONTAPを基盤とするブロックおよびファイルの永続ボリュームをプロビ
ジョニングできるようになります。

要件

"Tridentの要件"FSx for ONTAPとTridentを統合するには、さらに次のものが必要です。

• 既存のAmazon EKSクラスタまたはがインストールされた自己管理型Kubernetesクラスタ kubectl。

• クラスタのワーカーノードから到達可能な既存のAmazon FSx for NetApp ONTAPファイルシステムおよ
びStorage Virtual Machine（SVM）。

• 用に準備されたワーカーノード"NFSまたはiSCSI"。

EKS AMIタイプに応じて、Amazon LinuxおよびUbuntu（AMIS）で必要なノードの準備手
順に従って "Amazon Machine Images の略"ください。

考慮事項

• SMBボリューム：

◦ SMBボリュームはドライバのみを使用してサポートされ `ontap-nas`ます。
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◦ SMBボリュームは、Trident EKSアドオンではサポートされません。

◦ Tridentでは、Windowsノードで実行されているポッドにマウントされたSMBボリュームのみがサポー
トされます。詳細については、を参照してください "SMBボリュームをプロビジョニングする準備を
します" 。

• Trident 24.02より前のバージョンでは、自動バックアップが有効になっているAmazon FSxファイルシス
テム上に作成されたボリュームは、Tridentで削除できませんでした。Trident 24.02以降でこの問題を回避

するには、AWS FSx for ONTAPのバックエンド構成ファイルで、 apiRegion`AWS、AWS、およびAWS

`apikey`を `secretKey`指定します `fsxFilesystemID。

TridentにIAMロールを指定する場合は、、 apiKey、および secretKey`の各フィールド

をTridentに明示的に指定する必要はありません `apiRegion。詳細については、を参照
してください "FSX（ONTAP の構成オプションと例）"。

認証

Tridentには2つの認証モードがあります。

• クレデンシャルベース（推奨）：クレデンシャルをAWS Secrets Managerに安全に格納します。ファイル

システムのユーザ、またはSVM用に設定されているユーザを使用できます fsxadmin vsadmin 。

Tridentは、SVMユーザ、または別の名前で同じロールのユーザとして実行することを想定

しています vsadmin。Amazon FSx for NetApp ONTAPには、ONTAPクラスタユーザに代

わる限定的なユーザが admin`い `fsxadmin`ます。Tridentでの使用を強くお勧めしま

す `vsadmin。

• 証明書ベース：Tridentは、SVMにインストールされている証明書を使用してFSxファイルシステム上
のSVMと通信します。

認証を有効にする方法の詳細については、使用しているドライバタイプの認証を参照してください。

• "ONTAP NAS認証"

• "ONTAP SAN認証"

テスト済みのAmazonマシンイメージ（AMIS）

EKSクラスタはさまざまなオペレーティングシステムをサポートしていますが、AWSではコンテナとEKS用
に特定のAmazon Machine Images（AMIS）が最適化されています。次のAMIはTrident 24.10でテストされて
います。

亜美 NAS NASエコノミー SAN SANエコノミー

AL2023_x86_64_ST
ANDARD

はい はい はい はい

AL2_x86_64 はい はい はい** はい**

BOTTLEROCKET_x
86_64

はい* はい N/A N/A

AL2023_ARM_64_S
TANDARD

はい はい はい はい
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AL2_ARM_64 はい はい はい** はい**

BOTTLEROCKET_A
RM_64

はい* はい N/A N/A

• *マウントオプションでは「nolock」を使用する必要があります。

• **ノードを再起動せずにPVを削除できません

目的のAMIがここにリストされていない場合、サポートされていないという意味ではなく、単
にテストされていないことを意味します。このリストは、動作が確認されているAMISのガイド
として機能します。

テスト実施項目：

• EKS version: 1.30

• インストール方法：HelmとAWSアドオンとして

• NASについては、NFSv3とNFSv4.1の両方をテストしました。

• SANについてはiSCSIのみをテストし、NVMe-oFはテストしませんでした。

実行されたテスト：

• 作成：ストレージクラス、PVC、POD

• 削除：ポッド、PVC（通常、qtree / LUN–エコノミー、NASとAWSバックアップ）

詳細情報

• "Amazon FSX for NetApp ONTAP のドキュメント"

• "Amazon FSX for NetApp ONTAP に関するブログ記事です"

IAMロールとAWS Secretを作成する

KubernetesポッドがAWSリソースにアクセスするように設定するには、明示的なAWSク
レデンシャルを指定する代わりに、AWS IAMロールとして認証します。

AWS IAMロールを使用して認証するには、EKSを使用してKubernetesクラスタを導入する必要
があります。

AWS Secret Managerシークレットの作成

次の例では、Trident CSIクレデンシャルを格納するAWSシークレットマネージャシークレットを作成しま
す。

aws secretsmanager create-secret --name trident-secret --description

"Trident CSI credentials"\

  --secret-string

"{\"username\":\"vsadmin\",\"password\":\"<svmpassword>\"}"
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IAMポリシーの作成

次の例は、AWS CLIを使用してIAMポリシーを作成します。

aws iam create-policy --policy-name AmazonFSxNCSIDriverPolicy --policy

-document file://policy.json

  --description "This policy grants access to Trident CSI to FSxN and

Secret manager"

ポリシーJSONファイル：

policy.json:

{

    "Statement": [

        {

            "Action": [

                "fsx:DescribeFileSystems",

                "fsx:DescribeVolumes",

                "fsx:CreateVolume",

                "fsx:RestoreVolumeFromSnapshot",

                "fsx:DescribeStorageVirtualMachines",

                "fsx:UntagResource",

                "fsx:UpdateVolume",

                "fsx:TagResource",

                "fsx:DeleteVolume"

            ],

            "Effect": "Allow",

            "Resource": "*"

        },

        {

            "Action": "secretsmanager:GetSecretValue",

            "Effect": "Allow",

            "Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager-name>*"

        }

    ],

    "Version": "2012-10-17"

}

サービスアカウント用のIAMロールを作成する
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AWS CLI

aws iam create-role --role-name trident-controller \

  --assume-role-policy-document file://trust-relationship.json

• trust-relationship.jsonファイル：*

{

    "Version": "2012-10-17",

    "Statement": [

        { "Effect": "Allow",

        "Principal": {

            "Federated": "arn:aws:iam::<account_id>:oidc-

provider/<oidc_provider>"

        },

        "Action": "sts:AssumeRoleWithWebIdentity",

        "Condition": {

            "StringEquals": {

                "<oidc_provider>:aud": "sts.amazonaws.com",

                "<oidc_provider>:sub":

"system:serviceaccount:trident:trident-controller"

            }

        }

    }

   ]

}

ファイルの次の値を更新し `trust-relationship.json`ます。

• <account_id>-お客様のAWSアカウントID

• <oidc_provider>- EKSクラスタのOIDC。oidc_providerを取得するには、次のコマンドを実行しま
す。

aws eks describe-cluster --name my-cluster --query

"cluster.identity.oidc.issuer"\

  --output text | sed -e "s/^https:\/\///"

• IAMポリシーにIAMロールを関連付ける*：

ロールを作成したら、次のコマンドを使用して（上記の手順で作成した）ポリシーをロールに関連付け
ます。
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aws iam attach-role-policy --role-name my-role --policy-arn <IAM policy

ARN>

• OICDプロバイダが関連付けられていることを確認します*：

OIDCプロバイダがクラスタに関連付けられていることを確認します。次のコマンドを使用して確認でき
ます。

aws iam list-open-id-connect-providers | grep $oidc_id | cut -d "/" -f4

IAM OIDCをクラスタに関連付けるには、次のコマンドを使用します。

eksctl utils associate-iam-oidc-provider --cluster $cluster_name

--approve

eksctl

次の例では、EKSでサービスアカウント用のIAMロールを作成します。

eksctl create iamserviceaccount --name trident-controller --namespace

trident \

  --cluster <my-cluster> --role-name <AmazonEKS_FSxN_CSI_DriverRole>

--role-only \

  --attach-policy-arn <IAM-Policy ARN> --approve

Trident をインストール

Tridentは、KubernetesでAmazon FSx for NetApp ONTAPストレージ管理を合理化し、開
発者や管理者がアプリケーションの導入に集中できるようにします。

次のいずれかの方法でTridentをインストールできます。

• Helm

• EKSアドオン

スナップショット機能を利用する場合は、CSIスナップショットコントローラアドオンをインストールしま
す。詳細については、を参照してください "CSIボリュームのスナップショット機能を有効にする" 。

Helmを使用したTridentのインストール

1. Tridentインストーラパッケージのダウンロード

Tridentインストーラパッケージには、Tridentオペレータの導入とTridentのインストールに必要なすべての
ものが含まれています。GitHubのAssetsセクションから最新バージョンのTridentインストーラをダウンロ
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ードして展開します。

wget https://github.com/NetApp/trident/releases/download/v24.10.0/trident-

installer-24.10.0.tar.gz

tar -xf trident-installer-24.10.0.tar.gz

cd trident-installer/helm

2. 次の環境変数を使用して、* cloud provider フラグと cloud identity *フラグの値を設定します。

次の例では、Tridentをインストールし、フラグをに設定し、 `cloud-identity`を `$CI`に `$CP`設定し
`cloud-provider`ます。

helm install trident trident-operator-100.2410.0.tgz --set

cloudProvider="AWS" \

    --set cloudIdentity="'eks.amazonaws.com/role-arn:

arn:aws:iam::<accountID>:role/<AmazonEKS_FSxN_CSI_DriverRole>'" \

    -–namespace trident --create-namespace

コマンドを使用して、名前、ネームスペース、グラフ、ステータス、アプリケーションのバージョン、リ

ビジョン番号など、インストールの詳細を確認できます helm list。

helm list -n trident

NAME                NAMESPACE   REVISION    UPDATED

STATUS       CHART                          APP VERSION

trident-operator    trident     1           2024-10-14 14:31:22.463122

+0300 IDT    deployed     trident-operator-100.2410.0    24.10.0

EKSアドオンを使用してTridentをインストールする

Trident EKSアドオンには、最新のセキュリティパッチ、バグ修正が含まれており、AWSによってAmazon
EKSと連携することが検証されています。EKSアドオンを使用すると、Amazon EKSクラスタの安全性と安定
性を一貫して確保し、アドオンのインストール、構成、更新に必要な作業量を削減できます。

前提条件

AWS EKS用のTridentアドオンを設定する前に、次の条件を満たしていることを確認してください。

• アドオンサブスクリプションがあるAmazon EKSクラスタアカウント

• AWS MarketplaceへのAWS権限：

"aws-marketplace:ViewSubscriptions",

"aws-marketplace:Subscribe",

"aws-marketplace:Unsubscribe

• AMIタイプ：Amazon Linux 2（AL2_x86_64）またはAmazon Linux 2 ARM（AL2_Linux_64 ARM）
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• ノードタイプ：AMDまたはARM

• 既存のAmazon FSx for NetApp ONTAPファイルシステム

AWS向けTridentアドオンを有効にする
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eksctl

次のコマンド例では、Trident EKSアドオンをインストールします。

eksctl create addon --name netapp_trident-operator --cluster

<cluster_name> \

    --service-account-role-arn

arn:aws:iam::<account_id>:role/<role_name> --force

管理コンソール

1. でAmazon EKSコンソールを開きます https://console.aws.amazon.com/eks/home#/clusters。

2. 左側のナビゲーションペインで、*[クラスタ]*をクリックします。

3. NetApp Trident CSIアドオンを設定するクラスタの名前をクリックします。

4. をクリックし、[その他のアドオンの入手]*をクリックします。

5. [アドオンの選択]ページで、次の手順を実行します。

a. [AWS Marketplace EKS-addons]セクションで、* Trident by NetApp *チェックボックスを選択し
ます。

b. 「 * 次へ * 」をクリックします。

6. [Configure selected add-ons* settings]ページで、次の手順を実行します。

a. 使用する*バージョン*を選択します。

b. では、[Not set]*のままにします。

c. *オプションの構成設定*を展開し、*アドオン構成スキーマ*に従って、*構成値*セクション
のconfigurationValuesパラメーターを前の手順で作成したrole-arnに設定します（値は次の形式に

する必要があります eks.amazonaws.com/role-arn:

arn:aws:iam::464262061435:role/AmazonEKS_FSXN_CSI_DriverRole）。[Conflict
resolution method]で[Override]を選択すると、既存のアドオンの1つ以上の設定をAmazon EKSア
ドオン設定で上書きできます。このオプションを有効にしない場合、既存の設定と競合すると、
操作は失敗します。表示されたエラーメッセージを使用して、競合のトラブルシューティングを
行うことができます。このオプションを選択する前に、Amazon EKSアドオンが自己管理に必要
な設定を管理していないことを確認してください。

7. [次へ]*を選択します。

8. [確認して追加]ページで、*[作成]*を選択します。

アドオンのインストールが完了すると、インストールされているアドオンが表示されます。

AWS CLI

1. ファイルを作成し add-on.json ます。
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add-on.json

{

   "clusterName": "<eks-cluster>",

   "addonName": "netapp_trident-operator",

   "addonVersion": "v24.10.0-eksbuild.1",

   "serviceAccountRoleArn": "<arn:aws:iam::123456:role/astratrident-

role>",

   "configurationValues": "{"cloudIdentity":

"'eks.amazonaws.com/role-arn:

<arn:aws:iam::123456:role/astratrident-role>'",

   "cloudProvider": "AWS"}"

}

2. Trident EKSアドオンをインストールします。"

aws eks create-addon --cli-input-json file://add-on.json

Trident EKSアドオンの更新
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eksctl

• お使いのFSxN Trident CSIアドオンの現在のバージョンを確認してください。をクラスタ名に置き換

え my-cluster ます。

eksctl get addon --name netapp_trident-operator --cluster my-cluster

出力例：

NAME                        VERSION             STATUS    ISSUES

IAMROLE    UPDATE AVAILABLE    CONFIGURATION VALUES

netapp_trident-operator    v24.10.0-eksbuild.1    ACTIVE    0

{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS_FSXN_CSI_DriverRole'"}

• 前の手順の出力でupdate availableで返されたバージョンにアドオンを更新します。

eksctl update addon --name netapp_trident-operator --version v24.10.0-

eksbuild.1 --cluster my-cluster --force

オプションを削除し、いずれかのAmazon EKSアドオン設定が既存の設定と競合している場合

--force 、Amazon EKSアドオンの更新は失敗します。競合の解決に役立つエラーメッセージが表
示されます。このオプションを指定する前に、管理する必要がある設定がAmazon EKSアドオンで管
理されていないことを確認してください。これらの設定はこのオプションで上書きされます。この設
定のその他のオプションの詳細については、を参照してください "アドオン"。Amazon EKS
Kubernetesフィールド管理の詳細については、を参照してください "Kubernetesフィールド管理"。

管理コンソール

1. Amazon EKSコンソールを開き https://console.aws.amazon.com/eks/home#/clustersます。

2. 左側のナビゲーションペインで、*[クラスタ]*をクリックします。

3. NetApp Trident CSIアドオンを更新するクラスタの名前をクリックします。

4. [アドオン]タブをクリックします。

5. をクリックし、[編集（Edit）]*をクリックします。

6. [Configure Trident by NetApp *]ページで、次の手順を実行します。

a. 使用する*バージョン*を選択します。

b. [Optional configuration settings]*を展開し、必要に応じて変更します。

c. [ 変更の保存 *] をクリックします。

AWS CLI

次の例では、EKSアドオンを更新します。
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aws eks update-addon --cluster-name my-cluster netapp_trident-operator

vpc-cni --addon-version v24.6.1-eksbuild.1 \

    --service-account-role-arn arn:aws:iam::111122223333:role/role-name

--configuration-values '{}' --resolve-conflicts --preserve

Trident EKSアドオンのアンインストール/削除

Amazon EKSアドオンを削除するには、次の2つのオプションがあります。

• クラスタにアドオンソフトウェアを保持–このオプションを選択すると、Amazon EKSによる設定の管理
が削除されます。また、Amazon EKSが更新を通知し、更新を開始した後にAmazon EKSアドオンを自動
的に更新する機能も削除されます。ただし、クラスタ上のアドオンソフトウェアは保持されます。このオ
プションを選択すると、アドオンはAmazon EKSアドオンではなく自己管理型インストールになります。
このオプションを使用すると、アドオンのダウンタイムは発生しません。アドオンを保持するには、コマ

ンドのオプションをそのまま使用し --preserve ます。

• クラスタからアドオンソフトウェアを完全に削除する–クラスターに依存するリソースがない場合にの
み、Amazon EKSアドオンをクラスターから削除することをお勧めします。コマンドからオプションを削

除してアドオンを削除し --preserve delete ます。

アドオンにIAMアカウントが関連付けられている場合、IAMアカウントは削除されません。
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eksctl

次のコマンドは、Trident EKSアドオンをアンインストールします。

eksctl delete addon --cluster K8s-arm --name netapp_trident-operator

管理コンソール

1. でAmazon EKSコンソールを開きます https://console.aws.amazon.com/eks/home#/clusters。

2. 左側のナビゲーションペインで、*[クラスタ]*をクリックします。

3. NetApp Trident CSIアドオンを削除するクラスタの名前をクリックします。

4. [アドオン]タブをクリックし、[ Trident by NetApp ]*をクリックします。

5. [ 削除（ Remove ） ] をクリックします。

6. [Remove netapp_trident-operator confirmation]*ダイアログで、次の手順を実行します。

a. Amazon EKSでアドオンの設定を管理しないようにするには、*[クラスタに保持]*を選択します。
クラスタにアドオンソフトウェアを残して、アドオンのすべての設定を自分で管理できるように
する場合は、この手順を実行します。

b. 「netapp_trident -operator *」と入力します。

c. [ 削除（ Remove ） ] をクリックします。

AWS CLI

をクラスタの名前に置き換え my-cluster 、次のコマンドを実行します。

aws eks delete-addon --cluster-name my-cluster --addon-name netapp_trident-

operator --preserve

ストレージバックエンドの設定

ONTAP SANとNASドライバの統合

ストレージバックエンドを作成するには、JSONまたはYAML形式の構成ファイルを作成する必要がありま
す。ファイルには、使用するストレージのタイプ（NASまたはSAN）、ファイルの取得元のファイルシステ
ム、SVM、およびその認証方法を指定する必要があります。次の例は、NASベースのストレージを定義
し、AWSシークレットを使用して使用するSVMにクレデンシャルを格納する方法を示しています。
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YAML

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-ontap-nas

  namespace: trident

spec:

  version: 1

  storageDriverName: ontap-nas

  backendName: tbc-ontap-nas

  svm: svm-name

  aws:

    fsxFilesystemID: fs-xxxxxxxxxx

  credentials:

    name: "arn:aws:secretsmanager:us-west-2:xxxxxxxx:secret:secret-

name"

    type: awsarn

JSON

{

  "apiVersion": "trident.netapp.io/v1",

  "kind": "TridentBackendConfig",

  "metadata": {

    "name": "backend-tbc-ontap-nas"

    "namespace": "trident"

  },

  "spec": {

    "version": 1,

    "storageDriverName": "ontap-nas",

    "backendName": "tbc-ontap-nas",

    "svm": "svm-name",

    "aws": {

      "fsxFilesystemID": "fs-xxxxxxxxxx"

    },

    "managementLIF": null,

    "credentials": {

      "name": "arn:aws:secretsmanager:us-west-2:xxxxxxxx:secret:secret-

name",

      "type": "awsarn"

    }

  }

}
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次のコマンドを実行して、Tridentバックエンド構成（TBC）を作成および検証します。

• YAMLファイルからTridentバックエンド構成（TBC）を作成し、次のコマンドを実行します。

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

• Tridentバックエンド構成（TBC）が正常に作成されたことを確認します。

Kubectl get tbc -n trident

NAME                         BACKEND NAME         BACKEND UUID

PHASE   STATUS

backend-tbc-ontap-nas        tbc-ontap-nas        933e0071-66ce-4324-

b9ff-f96d916ac5e9   Bound   Success

FSx for ONTAPドライバの詳細

次のドライバを使用して、TridentとAmazon FSx for NetApp ONTAPを統合できます。

• ontap-san：プロビジョニングされる各PVは、それぞれのAmazon FSx for NetApp ONTAPボリューム内
のLUNです。ブロックストレージに推奨されます。

• ontap-nas：プロビジョニングされる各PVは、完全なAmazon FSx for NetApp ONTAPボリュームで
す。NFSとSMBで推奨されます。

• ontap-san-economy：プロビジョニングされた各PVは、Amazon FSx for NetApp ONTAPボリュームご
とに設定可能なLUN数を持つLUNです。

• ontap-nas-economy：プロビジョニングされる各PVはqtreeであり、Amazon FSx for NetApp ONTAPボ
リュームごとにqtree数を設定できます。

• ontap-nas-flexgroup：プロビジョニングされる各PVは、完全なAmazon FSx for NetApp ONTAP
FlexGroupボリュームです。

ドライバの詳細については、およびを参照して"NASドライバ""SANドライバ"ください。

構成ファイルが作成されたら、次のコマンドを実行してEKS内に作成します。

kubectl create -f configuration_file

ステータスを確認するには、次のコマンドを実行します。
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kubectl get tbc -n trident

NAME                    BACKEND NAME            BACKEND UUID

PHASE   STATUS

backend-fsx-ontap-nas   backend-fsx-ontap-nas   7a551921-997c-4c37-a1d1-

f2f4c87fa629   Bound   Success

バックエンドの高度な設定と例

バックエンド設定オプションについては、次の表を参照してください。

パラメータ 製品説明 例

version 常に 1

storageDriverName ストレージドライバの名前 ontap-nas ontap-nas-

economy、、 ontap-nas-

flexgroup、、 ontap-san

ontap-san-economy

backendName カスタム名またはストレージバッ
クエンド

ドライバ名 + "_" + データ LIF

managementLIF クラスタまたはSVM管理LIFのIPア
ドレス完全修飾ドメイン名（FQDN
）を指定できます。IPv6フラグを
使用してTridentがインストールさ
れている場合は、IPv6アドレスを
使用するように設定できま
す。IPv6アドレスは、[28e8：d9fb
：a825：b7bf：69a8：d02f：9e7b
：3555]などの角かっこで定義する

必要があります。 aws`フィールド

でを指定する場合は

`fsxFilesystemID、を指定する

必要はありませ managementLIF`

ん。TridentはAWSからSVM情報を

取得するためです。

`managementLIF`そのため、SVM

の下のユーザ（vsadminなど）の
クレデンシャルを指定し、そのユ
ーザにロールが割り当てられてい

る必要があり `vsadmin ます。

「 10.0.0.1 」、「
[2001:1234:abcd::fefe] 」
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パラメータ 製品説明 例

dataLIF プロトコル LIF の IP アドレス。*
ONTAP NASドライバ*：データLIF
を指定することを推奨します。指
定しない場合、TridentはSVMから
データLIFをフェッチします。NFS
マウント処理に使用するFully
Qualified Domain Name（FQDN；
完全修飾ドメイン名）を指定し
て、ラウンドロビンDNSを作成し
て複数のデータLIF間で負荷を分散
することができます。初期設定後
に変更できます。を参照してくだ
さい 。* ONTAP SANドライバ*:
iSCSIには指定しないでくださ
いTridentは、ONTAP選択的LUNマ
ップを使用して、マルチパスセッ
ションの確立に必要なiSCI LIFを検
出します。データLIFが明示的に定
義されている場合は警告が生成さ
れます。IPv6フラグを使用し
てTridentがインストールされてい
る場合は、IPv6アドレスを使用す
るように設定できます。IPv6アド
レスは、[28e8：d9fb：a825：b7bf
：69a8：d02f：9e7b：3555]など
の角かっこで定義する必要があり
ます。

autoExportPolicy エクスポートポリシーの自動作成
と更新を有効にします[ブーリアン
]。オプションと
`autoExportCIDRs`オプションを使
用する `autoExportPolicy`
と、Tridentでエクスポートポリシ
ーを自動的に管理できます。

false

autoExportCIDRs が有効な場合にKubernetesのノー
ドIPをフィルタリングするCIDRの

リスト autoExportPolicy。オプ
ションと `autoExportCIDRs`オプシ
ョンを使用する `autoExportPolicy`
と、Tridentでエクスポートポリシ
ーを自動的に管理できます。

「[0.0.0.0/0]、「::/0」」」

labels ボリュームに適用する任意の
JSON 形式のラベルのセット

""

clientCertificate クライアント証明書の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

""

clientPrivateKey クライアント秘密鍵の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

""
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パラメータ 製品説明 例

trustedCACertificate 信頼された CA 証明書の Base64 エ
ンコード値。オプション。証明書
ベースの認証に使用されます。

""

username クラスタまたはSVMに接続するた
めのユーザ名。クレデンシャルベ
ースの認証に使用されます。たと
えば、vsadminのように指定しま
す。

password クラスタまたはSVMに接続するた
めのパスワード。クレデンシャル
ベースの認証に使用されます。

svm 使用する Storage Virtual Machine SVM管理LIFが指定されている場合
に生成されます。

storagePrefix SVM で新しいボリュームをプロビ
ジョニングする際に使用するプレ
フィックスを指定します。作成後
に変更することはできません。こ
のパラメータを更新するには、新
しいバックエンドを作成する必要
があります。

trident

limitAggregateUsage * Amazon FSx for NetApp ONTAP
には指定しないでください。*指定

されたと vsadmin`には

`fsxadmin、アグリゲートの使用
量を取得してTridentを使用して制
限するために必要な権限が含まれ
ていません。

使用しないでください。

limitVolumeSize 要求されたボリュームサイズがこ
の値を超えている場合、プロビジ
ョニングが失敗します。ま
た、qtreeおよびLUNに対して管理
するボリュームの最大サイズを制
限し、オプションを使用すると、
`qtreesPerFlexvol`FlexVolあたり
のqtreeの最大数をカスタマイズで
きます。

“”（デフォルトでは適用されません
）

lunsPerFlexvol FlexVol あたりの最大LUN数。有効
な範囲は50、200です。SANのみ。

“100”

debugTraceFlags トラブルシューティング時に使用
するデバッグフラグ。例：｛"api"
：false、"method"：true｝トラブル
シューティングを行って詳細なロ
グダンプが必要な場合以外は使用
しない `debugTraceFlags`でくださ
い。

null
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パラメータ 製品説明 例

nfsMountOptions NFSマウントオプションをカンマ
で区切ったリスト。Kubernetes永
続ボリュームのマウントオプショ
ンは通常ストレージクラスで指定
されますが、ストレージクラスに
マウントオプションが指定されて
いない場合、Tridentはストレージ
バックエンドの構成ファイルに指
定されているマウントオプション
を使用してフォールバックしま
す。ストレージクラスまたは構成
ファイルでマウントオプションが
指定されていない場合、Tridentは
関連付けられた永続ボリュームに
マウントオプションを設定しませ
ん。

""

nasType NFSボリュームまたはSMBボリュ
ームの作成を設定オプションは

nfs、、 smb`またはnullです。*

SMBボリュームの場合はに設定する

必要があります `smb。*nullに設
定すると、デフォルトでNFSボリ
ュームが使用されます。

nfs

qtreesPerFlexvol FlexVol あたりの最大 qtree 数。有
効な範囲は [50 、 300] です。

"200"

smbShare 次のいずれかを指定できま
す。Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、またはTrident
にSMB共有の作成を許可する名
前。このパラメータは、Amazon
FSx for ONTAPバックエンドに必要
です。

smb-share

useREST ONTAP REST API を使用するため
のブーリアンパラメータ。技術プ
レビュー

useREST は技術プレビューとして
提供されており、本番環境のワー
クロードには推奨されません。に

設定する true`と、Trident

はONTAP REST APIを使用してバ
ックエンドと通信します。この機

能にはONTAP 9.11.1以降が必要

です。また、使用するONTAPログ
インロールには、アプリケーショ

ンへのアクセス権が必要です

`ontap 。これは、事前に定義され
た役割と役割によって実現され

vsadmin cluster-admin ます。

false
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パラメータ 製品説明 例

aws AWS FSx for ONTAPの構成ファイ
ルでは次のように指定できます。-
：AWS FSxファイルシステムのID
を指定します。

fsxFilesystemID- apiRegion
：AWS APIリージョン名。-

apikey：AWS APIキー。-

secretKey：AWSシークレットキ
ー。

""

""

""

credentials AWS Secret Managerに保存す
るFSx SVMのクレデンシャルを指

定します。- name：シークレット
のAmazonリソース名（ARN
）。SVMのクレデンシャルが含ま

れています。- type：に設定しま

す awsarn。詳細については、を参
照してください "AWS Secrets
Managerシークレットの作成" 。

ボリュームのプロビジョニング用のバックエンド構成オプション

設定のセクションで、これらのオプションを使用してデフォルトのプロビジョニングを制御できます

defaults。例については、以下の設定例を参照してください。

パラメータ 製品説明 デフォルト

spaceAllocation space-allocation for LUN のコマン
ドを指定します

true

spaceReserve スペースリザベーションモード
：「 none 」（シン）または「
volume 」（シック）

none

snapshotPolicy 使用する Snapshot ポリシー none

qosPolicy 作成したボリュームに割り当てる
QoS ポリシーグループ。ストレー
ジプールまたはバックエンドごと
に、QOSPolicyまた
はadaptiveQosPolicyのいずれかを
選択します。TridentでQoSポリシ
ーグループを使用するに
は、ONTAP 9 .8以降が必要です。
共有されていないQoSポリシーグ
ループを使用し、ポリシーグルー
プが各コンスティチュエントに個
別に適用されるようにしま
す。QoSポリシーグループを共有
すると、すべてのワークロードの
合計スループットの上限が適用さ
れます。

「」
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パラメータ 製品説明 デフォルト

adaptiveQosPolicy アダプティブ QoS ポリシーグルー
プ：作成したボリュームに割り当
てます。ストレージプールまたは
バックエンドごとに、QOSPolicyま
たはadaptiveQosPolicyのいずれか
を選択します。経済性に影響する
ONTAP - NAS ではサポートされま
せん。

「」

snapshotReserve スナップショット "0" 用に予約され
たボリュームの割合

がの none`場合

`snapshotPolicy else

splitOnClone 作成時にクローンを親からスプリ
ットします

false

encryption 新しいボリュームでNetApp
Volume Encryption（NVE）を有効
にします。デフォルトはです。
`false`このオプションを使用するに
は、クラスタで NVE のライセンス
が設定され、有効になっている必
要があります。バックエンド
でNAEが有効になっている場
合、Tridentでプロビジョニングさ
れたすべてのボリュームでNAEが
有効になります。詳細について
は、を参照してください"Trident
とNVEおよびNAEとの連携"。

false

luksEncryption LUKS暗号化を有効にします。を参
照してください "Linux Unified Key
Setup（LUKS；統合キーセットア
ップ）を使用"。SANのみ。

""

tieringPolicy 使用する階層化ポリシー none `snapshot-only`ONTAP 9 .5より前
のSVM-DR構成

unixPermissions 新しいボリュームのモード。* SMB
ボリュームは空にしておきます。*

「」

securityStyle 新しいボリュームのセキュリティ
形式。NFSのサポート `mixed`と
`unix`セキュリティ形式SMBのサポ
ート `mixed`と `ntfs`セキュリティ
形式。

NFSのデフォルトはです unix

。SMBのデフォルトはです ntfs。

SMBボリュームをプロビジョニングする準備をします

ドライバを使用してSMBボリュームをプロビジョニングできます ontap-nas。完了する前に、次の手順を実
行してONTAP SANとNASドライバの統合ください。

開始する前に

ドライバを使用してSMBボリュームをプロビジョニングする `ontap-nas`には、次の準備が必要です。
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• Linuxコントローラノードと少なくとも1つのWindowsワーカーノードでWindows Server 2019を実行して
いるKubernetesクラスタ。Tridentでは、Windowsノードで実行されているポッドにマウントされたSMB
ボリュームのみがサポートされます。

• Active Directoryクレデンシャルを含む少なくとも1つのTridentシークレット。シークレットを生成するに

は smbcreds：

kubectl create secret generic smbcreds --from-literal username=user

--from-literal password='password'

• Windowsサービスとして設定されたCSIプロキシ。を設定するには csi-proxy、Windowsで実行されて
いるKubernetesノードについて、またはを"GitHub: Windows向けCSIプロキシ"参照してください"GitHub:
CSIプロキシ"。

手順

1. SMB共有を作成SMB管理共有は、共有フォルダスナップインを使用するか、ONTAP CLIを使用して作成
できます"Microsoft管理コンソール"。ONTAP CLIを使用してSMB共有を作成するには、次の手順を実行し
ます

a. 必要に応じて、共有のディレクトリパス構造を作成します。

コマンドは vserver cifs share create、共有の作成時に-pathオプションで指定されたパスをチ
ェックします。指定したパスが存在しない場合、コマンドは失敗します。

b. 指定したSVMに関連付けられているSMB共有を作成します。

vserver cifs share create -vserver vserver_name -share-name

share_name -path path [-share-properties share_properties,...]

[other_attributes] [-comment text]

c. 共有が作成されたことを確認します。

vserver cifs share show -share-name share_name

詳細については、を参照して"SMB共有を作成する"ください。

2. バックエンドを作成する際に、SMBボリュームを指定するように次の項目を設定する必要がありま
す。FSx for ONTAPのバックエンド構成オプションについては、を参照してください"FSX（ONTAP の構
成オプションと例）"。
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パラメータ 製品説明 例

smbShare 次のいずれかを指定できま
す。Microsoft管理コンソールまた
はONTAP CLIを使用して作成され
たSMB共有の名前、またはTrident
にSMB共有の作成を許可する名
前。このパラメータは、Amazon
FSx for ONTAPバックエンドに必
要です。

smb-share

nasType *に設定する必要があります

smb。*nullの場合、デフォルトは

になります nfs。

smb

securityStyle 新しいボリュームのセキュリティ
形式。* SMBボリュームの場合は

または mixed`に設定する必要が

あります `ntfs。*

ntfs`SMBボリュームの場合はま

たは `mixed

unixPermissions 新しいボリュームのモード。*
SMBボリュームは空にしておく必
要があります。*

""

ストレージクラスとPVCを設定する

Kubernetes StorageClassオブジェクトを設定してストレージクラスを作成し、Tridentで
ボリュームのプロビジョニング方法を指定します。設定したKubernetes StorageClassを
使用してPVへのアクセスを要求するPersistentVolume（PV）とPersistentVolumeClaim
（PVC）を作成します。その後、PVをポッドにマウントできます。

ストレージクラスを作成する。

Kubernetes StorageClassオブジェクトの設定

では、 "Kubernetes StorageClassオブジェクト"そのクラスで使用されるプロビジョニングツールとし
てTridentが指定され、ボリュームのプロビジョニング方法がTridentに指示されます。例：

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: ontap-gold

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-nas"

  media: "ssd"

  provisioningType: "thin"

  snapshots: "true"

ストレージクラスとパラメータおよびパラメータとの連携によるTridentによるボリュームのプロビジョニング
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方法の詳細については PersistentVolumeClaim、を参照してください"Kubernetes オブジェクトと Trident
オブジェクト"。

ストレージクラスを作成する。

手順

1. これはKubernetesオブジェクトなので、を使用して `kubectl`Kubernetesで作成します。

kubectl create -f storage-class-ontapnas.yaml

2. KubernetesとTridentの両方で「basic-csi」ストレージクラスが表示され、Tridentがバックエンドでプール
を検出していることを確認します。

kubectl get sc basic-csi

NAME         PROVISIONER             AGE

basic-csi    csi.trident.netapp.io   15h

PVおよびPVCの作成

"永続ボリューム_"（PV）は、Kubernetesクラスタ上のクラスタ管理者によってプロビジョニングされる物理
ストレージリソースです。 "PersistentVolumeClaim_"（PVC）は、クラスタ上のPersistentVolumeへのアクセ
ス要求です。

PVCは、特定のサイズまたはアクセスモードのストレージを要求するように設定できます。クラスタ管理者
は、関連付けられているStorageClassを使用して、PersistentVolumeのサイズとアクセスモード（パフォーマ
ンスやサービスレベルなど）以上を制御できます。

PVとPVCを作成したら、ポッドにボリュームをマウントできます。

マニフェストの例
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PersistentVolumeサンプルマニフェスト

このサンプルマニフェストは、StorageClassに関連付けられた10Giの基本PVを示しています basic-

csi。

apiVersion: v1

kind: PersistentVolume

metadata:

  name: pv-storage

  labels:

    type: local

spec:

  storageClassName: basic-csi

  capacity:

    storage: 10Gi

  accessModes:

    - ReadWriteMany

  hostPath:

    path: "/my/host/path"
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PersistentVolumeClaimサンプルマニフェスト

次に、基本的なPVC設定オプションの例を示します。

RWXアクセスを備えたPVC

この例は、という名前のStorageClassに関連付けられたRWXアクセスを持つ基本的なPVCを示していま

す basic-csi。

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: pvc-storage

spec:

  accessModes:

    - ReadWriteMany

  resources:

    requests:

      storage: 1Gi

  storageClassName: basic-csi

NVMe / TCP対応PVC

この例は、という名前のStorageClassに関連付けられたNVMe/TCPの基本的なPVCとRWOアクセスを示

しています protection-gold。

---

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

name: pvc-san-nvme

spec:

accessModes:

  - ReadWriteMany

resources:

  requests:

    storage: 300Mi

storageClassName: protection-gold

PVおよびPVCの作成

手順

1. PVを作成
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kubectl create -f pv.yaml

2. PVステータスを確認します。

kubectl get pv

NAME        CAPACITY  ACCESS MODES  RECLAIM POLICY  STATUS    CLAIM

STORAGECLASS  REASON  AGE

pv-storage  4Gi       RWO           Retain          Available

7s

3. PVCを作成

kubectl create -f pvc.yaml

4. PVCステータスを確認します。

kubectl get pvc

NAME        STATUS VOLUME     CAPACITY ACCESS MODES STORAGECLASS AGE

pvc-storage Bound  pv-name 2Gi      RWO                       5m

ストレージクラスとパラメータおよびパラメータとの連携によるTridentによるボリュームのプロビジョニング

方法の詳細については PersistentVolumeClaim、を参照してください"Kubernetes オブジェクトと Trident
オブジェクト"。

Trident属性

これらのパラメータは、特定のタイプのボリュームのプロビジョニングに使用する Trident で管理されている
ストレージプールを決定します。

属性 タイプ 値 提供 リクエスト でサポートされ
ます

メディア ^1 文字列 HDD 、ハイブリ
ッド、 SSD

プールにはこの
タイプのメディ
アが含まれてい
ます。ハイブリ
ッドは両方を意
味します

メディアタイプ
が指定されまし
た

ONTAPNAS 、
ONTAPNAS エコ
ノミー、
ONTAP-NAS-
flexgroup 、
ONTAPSAN 、
solidfire-san-
SAN 、 solidfire-
san-SAN のいず
れかに対応して
います
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属性 タイプ 値 提供 リクエスト でサポートされ
ます

プロビジョニン
グタイプ

文字列 シン、シック プールはこのプ
ロビジョニング
方法をサポート
します

プロビジョニン
グ方法が指定さ
れました

シック：All
ONTAP ；thin
：All ONTAP &
solidfire-san-
SAN

backendType 文字列 ONTAPNAS、O
NTAPNASエコ
ノミ
ー、ONTAP-
NAS-flexgroup
、ONTAPSAN、
solidfire-san-
SAN、solidfire-
san-SAN、GCP-
cvs、azure-
NetApp-files
、ONTAP-SAN-
bエコノミー

プールはこのタ
イプのバックエ
ンドに属してい
ます

バックエンドが
指定されて

すべてのドライ
バ

Snapshot ブール値 true false プールは、
Snapshot を含む
ボリュームをサ
ポートします

Snapshot が有効
なボリューム

ONTAP-NAS,
ONTAP-SAN,
solidfire-san-,
gcvs

クローン ブール値 true false プールはボリュ
ームのクローニ
ングをサポート
します

クローンが有効
なボリューム

ONTAP-NAS,
ONTAP-SAN,
solidfire-san-,
gcvs

暗号化 ブール値 true false プールでは暗号
化されたボリュ
ームをサポート

暗号化が有効な
ボリューム

ONTAP-NAS 、
ONTAP-NAS-エ
コノミー 、
ONTAP-NAS-
FlexArray グルー
プ、 ONTAP-
SAN

IOPS 整数 正の整数 プールは、この
範囲内で IOPS
を保証する機能
を備えています

ボリュームで
IOPS が保証され
ました

solidfire - SAN

^1 ^ ： ONTAP Select システムではサポートされていません

サンプルアプリケーションのデプロイ

サンプルアプリケーションをデプロイします。

手順

1. ボリュームをポッドにマウントします。
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kubectl create -f pv-pod.yaml

次に、PVCをポッドに接続するための基本的な設定例を示します。基本設定：

kind: Pod

apiVersion: v1

metadata:

  name: pv-pod

spec:

  volumes:

    - name: pv-storage

      persistentVolumeClaim:

       claimName: basic

  containers:

    - name: pv-container

      image: nginx

      ports:

        - containerPort: 80

          name: "http-server"

      volumeMounts:

        - mountPath: "/my/mount/path"

          name: pv-storage

進捗状況はを使用して監視でき `kubectl get pod --watch`ます。

2. ボリュームがにマウントされていることを確認します /my/mount/path。

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem                                                        Size

Used  Avail Use%  Mounted on

192.168.188.78:/trident_pvc_ae45ed05_3ace_4e7c_9080_d2a83ae03d06  1.1G

320K  1.0G   1%   /my/mount/path

ポッドを削除できるようになりました。Podアプリケーションは存在しなくなりますが、ボリュームは残りま
す。

kubectl delete pod pv-pod
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EKSクラスタでのTrident EKSアドオンの設定

NetApp Tridentは、KubernetesでAmazon FSx for NetApp ONTAPストレージ管理を合理
化し、開発者や管理者がアプリケーションの導入に集中できるようにします。NetApp
Trident EKSアドオンには、最新のセキュリティパッチ、バグ修正が含まれており、AWS
によってAmazon EKSと連携することが検証されています。EKSアドオンを使用する
と、Amazon EKSクラスタの安全性と安定性を一貫して確保し、アドオンのインストー
ル、構成、更新に必要な作業量を削減できます。

前提条件

AWS EKS用のTridentアドオンを設定する前に、次の条件を満たしていることを確認してください。

• アドオンを使用する権限を持つAmazon EKSクラスタアカウント。を参照してください "Amazon EKSア
ドオン"。

• AWS MarketplaceへのAWS権限：

"aws-marketplace:ViewSubscriptions",

"aws-marketplace:Subscribe",

"aws-marketplace:Unsubscribe

• AMIタイプ：Amazon Linux 2（AL2_x86_64）またはAmazon Linux 2 ARM（AL2_Linux_64 ARM）

• ノードタイプ：AMDまたはARM

• 既存のAmazon FSx for NetApp ONTAPファイルシステム

手順

1. EKSポッドがAWSリソースにアクセスできるようにするために、IAMロールとAWSシークレットを作成し
てください。手順については、を参照してください"IAMロールとAWS Secretを作成する"。

2. EKS Kubernetesクラスタで、*[アドオン]*タブに移動します。

3. [AWS Marketplace add-ons]*にアクセスし、_storage_categoryを選択します。
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4. NetApp Trident を探し、Tridentアドオンのチェックボックスを選択して Next *をクリックします。

5. 必要なアドオンのバージョンを選択します。
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6. ノードから継承するIAMロールオプションを選択します。

7. 必要に応じてオプションの設定を行い、* Next *を選択します。

Add-on構成スキーマ*に従って、* Configuration Values *セクションのConfiguration Valuesパラメーター
を、前の手順（手順1）で作成したrole-arnに設定します（値は次の形式にする必要があります）。
`eks.amazonaws.com/role-arn: arn:aws:iam::464262061435:role/AmazonEKS_FSXN_CSI_DriverRole`注:[
競合解決方法]で[上書き]を選択した場合、既存のアドオンの1つ以上の設定をAmazon EKSアドオン設定で
上書きできます。このオプションを有効にしない場合、既存の設定と競合すると、操作は失敗します。表
示されたエラーメッセージを使用して、競合のトラブルシューティングを行うことができます。このオプ
ションを選択する前に、Amazon EKSアドオンが自己管理に必要な設定を管理していないことを確認して
ください。
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8. 「 * Create * 」を選択します。

9. アドオンのステータスが_Active_であることを確認します。

10. 次のコマンドを実行して、Tridentがクラスタに正しくインストールされていることを確認します。

kubectl get pods -n trident

11. セットアップを続行し、ストレージバックエンドを設定します。詳細については、を参照してください "
ストレージバックエンドの設定"。

CLIを使用したTrident EKSアドオンのインストールとアンインストール

CLIを使用してNetApp Trident EKSアドオンをインストールします。

次の例では、Trident EKSアドオンをインストールします。
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eksctl create addon --name aws-ebs-csi-driver --cluster <cluster_name>

--service-account-role-arn arn:aws:iam::<account_id>:role/<role_name>

--force

CLIを使用してNetApp Trident EKSアドオンをアンインストールします。

次のコマンドは、Trident EKSアドオンをアンインストールします。

eksctl delete addon --cluster K8s-arm --name netapp_trident-operator

kubectl を使用してバックエンドを作成します

バックエンドは、Tridentとストレージシステムの間の関係を定義します。Tridentは、そ
のストレージシステムとの通信方法や、Tridentがそのシステムからボリュームをプロビ
ジョニングする方法を解説します。Tridentをインストールしたら、次の手順でバックエ

ンドを作成します。 TridentBackendConfig`Custom Resource Definition

（CRD）を使用すると、Kubernetesインターフェイスから直接Tridentバックエンド

を作成および管理できます。これは、またはKubernetesディストリビューション用の

同等のCLIツールを使用して実行できます `kubectl。

TridentBackendConfig

TridentBackendConfig(tbc, tbconfig, tbackendconfig)は、を使用してTridentバックエンドを管理で
きるフロントエンドの名前空間CRDです。 `kubectl`Kubernetes管理者やストレージ管理者は、Kubernetes
CLIを使用して直接バックエンドを作成、管理できるようになりまし(`tridentctl`た。専用のコマンドラインユ
ーティリティは必要ありません）。

オブジェクトを作成すると、 `TridentBackendConfig`次の処理が実行されます。

• バックエンドは、指定した設定に基づいてTridentによって自動的に作成されます。これは内部的には

(tbe、 tridentbackend）CRとして表され `TridentBackend`ます。

• は TridentBackendConfig、Tridentによって作成されたに一意にバインドされます

TridentBackend。

それぞれが `TridentBackendConfig`との1対1のマッピングを保持し `TridentBackend`ます。前者はバックエン
ドを設計および設定するためにユーザーに提供されるインターフェイスです。後者はTridentが実際のバックエ
ンドオブジェクトを表す方法です。

`TridentBackend`CRSはTridentによって自動的に作成されます。これらは * 変更しないでくだ
さい。バックエンドを更新するには、オブジェクトを変更し `TridentBackendConfig`ます。

CRの形式については、次の例を参照して `TridentBackendConfig`ください。
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apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-ontap-san

spec:

  version: 1

  backendName: ontap-san-backend

  storageDriverName: ontap-san

  managementLIF: 10.0.0.1

  dataLIF: 10.0.0.2

  svm: trident_svm

  credentials:

    name: backend-tbc-ontap-san-secret

必要なストレージプラットフォーム/サービスの設定例については、ディレクトリにある例を参照し "Trident
インストーラ"てください。

は spec、バックエンド固有の設定パラメータを取得します。この例では、バックエンドでストレージドライ

バを使用し ontap-san、次の表に示す設定パラメータを使用しています。ご使用のストレージドライバの設
定オプションのリストについては、を参照してください"ストレージドライバのバックエンド設定情報"。

この `spec`セクションには、CRで新たに導入されたフィールドと `deletionPolicy`フィールド
`TridentBackendConfig`も含まれてい `credentials`ます。

• credentials：このパラメータは必須フィールドで、ストレージシステム/サービスとの認証に使用する
クレデンシャルが含まれます。ユーザが作成した Kubernetes Secret に設定されます。クレデンシャルを
プレーンテキストで渡すことはできないため、エラーになります。

• deletionPolicy：このフィールドは、が削除されたときの動作を定義します

TridentBackendConfig。次の 2 つの値のいずれかを指定できます。

◦ delete:これにより、CRと関連するバックエンドの両方が削除され `TridentBackendConfig`ます。こ
れがデフォルト値です。

◦ retain：CRが削除されても、 TridentBackendConfig`バックエンド定義は引き続き存在し、で

管理できます。 `tridentctl`削除ポリシーをに設定する `retain`と、ユーザは以前のリリース

（21.04より前のリリース）にダウングレードして、作成されたバックエンドを保持できます。この

フィールドの値は、の作成後に更新できます `TridentBackendConfig。

バックエンドの名前はを使用して設定され `spec.backendName`ます。指定しない場合、バッ
クエンドの名前はオブジェクトの名前（metadata.name）に設定され `TridentBackendConfig`
ます。を使用してバックエンド名を明示的に設定することをお勧めし `spec.backendName`ま
す。

で作成されたバックエンドに tridentctl`は、関連付けられたオブジェクトはありません

`TridentBackendConfig。このようなバックエンドをで管理するには、 kubectl`CRを作

成し `TridentBackendConfig`ます。同一の設定パラメータ（、、

`spec.storagePrefix spec.storageDriverName`など）を指定するように注意する必要

があります `spec.backendName。Tridentは、新しく作成されたを既存のバックエンドに自
動的にバインドし `TridentBackendConfig`ます。
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手順の概要

を使用して新しいバックエンドを作成するには kubectl、次の手順を実行します。

1. を作成し "Kubernetes Secret"ます。シークレットには、Tridentがストレージクラスタ/サービスと通信す
るために必要なクレデンシャルが含まれています。

2. オブジェクトを作成し `TridentBackendConfig`ます。ストレージクラスタ / サービスの詳細を指定し、前
の手順で作成したシークレットを参照します。

バックエンドを作成したら、を使用してそのステータスを確認し、追加の詳細情報を収集できます kubectl

get tbc <tbc-name> -n <trident-namespace>。

手順 1 ： Kubernetes Secret を作成します

バックエンドのアクセスクレデンシャルを含むシークレットを作成します。ストレージサービス / プラットフ
ォームごとに異なる固有の機能です。次に例を示します。

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-ontap-san-secret

type: Opaque

stringData:

  username: cluster-admin

  password: password

次の表に、各ストレージプラットフォームの Secret に含める必要があるフィールドをまとめます。

ストレージプラットフォームのシ
ークレットフィールド概要

秘密 Field 概要の略

Azure NetApp Files ClientID アプリケーション登録からのクラ
イアント ID

Cloud Volumes Service for GCP private_key_id です 秘密鍵の ID 。CVS 管理者ロール
を持つ GCP サービスアカウントの
API キーの一部

Cloud Volumes Service for GCP private_key を使用します 秘密鍵CVS 管理者ロールを持つ
GCP サービスアカウントの API キ
ーの一部

Element （ NetApp HCI / SolidFire
）

エンドポイント テナントのクレデンシャルを使用
する SolidFire クラスタの MVIP
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ストレージプラットフォームのシ
ークレットフィールド概要

秘密 Field 概要の略

ONTAP ユーザ名 クラスタ / SVM に接続するための
ユーザ名。クレデンシャルベース
の認証に使用されます

ONTAP パスワード クラスタ / SVM に接続するための
パスワード。クレデンシャルベー
スの認証に使用されます

ONTAP clientPrivateKey クライアント秘密鍵の Base64 エ
ンコード値。証明書ベースの認証
に使用されます

ONTAP chapUsername のコマンド インバウンドユーザ名。useCHAP
= true の場合は必須。および

ontap-san-economy`の場合

`ontap-san

ONTAP chapInitiatorSecret CHAP イニシエータシークレッ
ト。useCHAP = true の場合は必

須。および ontap-san-

economy`の場合 `ontap-san

ONTAP chapTargetUsername のコマンド ターゲットユーザ名。useCHAP =
true の場合は必須。および

ontap-san-economy`の場合

`ontap-san

ONTAP chapTargetInitiatorSecret CHAP ターゲットイニシエータシ
ークレット。useCHAP = true の場

合は必須。および ontap-san-

economy`の場合 `ontap-san

このステップで作成したシークレットは、次のステップで作成したオブジェクトのフィールド
`TridentBackendConfig`で参照され `spec.credentials`ます。

ステップ2：CRを作成する TridentBackendConfig

これでCRを作成する準備ができ TridentBackendConfig`ました。この例では、ドライバを使用するバッ

クエンドが `ontap-san、次のオブジェクトを使用して作成され `TridentBackendConfig`ます。

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-ontap-san

spec:

  version: 1

  backendName: ontap-san-backend

  storageDriverName: ontap-san

  managementLIF: 10.0.0.1

  dataLIF: 10.0.0.2

  svm: trident_svm

  credentials:

    name: backend-tbc-ontap-san-secret

手順3：CRのステータスを確認する TridentBackendConfig

CRを作成したので TridentBackendConfig、ステータスを確認できます。次の例を参照してください。

kubectl -n trident get tbc backend-tbc-ontap-san

NAME                    BACKEND NAME          BACKEND UUID

PHASE   STATUS

backend-tbc-ontap-san   ontap-san-backend     8d24fce7-6f60-4d4a-8ef6-

bab2699e6ab8   Bound   Success

バックエンドが正常に作成され、CRにバインドされまし `TridentBackendConfig`た。

フェーズには次のいずれかの値を指定できます。

• Bound: TridentBackendConfig CRはバックエンドに関連付けられており、そのバックエンドにはCR
のuidがセットされ `TridentBackendConfig`てい `configRef`ます。

• Unbound:を使用して表されます ""。 `TridentBackendConfig`オブジェクトはバックエンドにバインドさ
れていません。デフォルトでは、新しく作成されたすべての `TridentBackendConfig`CRSがこのフェーズ
になります。フェーズが変更された後、再度 Unbound に戻すことはできません。

• Deleting：CR deletionPolicy`は `TridentBackendConfig`削除するように設定されていま

す。CRが削除されると `TridentBackendConfig、CRは削除ステートに移行します。

◦ バックエンドに永続的ボリューム要求（PVC）が存在しない場合、を削除する

TridentBackendConfig`と、TridentはバックエンドとCRを削除します

`TridentBackendConfig。

◦ バックエンドに 1 つ以上の PVC が存在する場合は、削除状態になります。

TridentBackendConfig`その後、CRは削除フェーズに入ります。バックエンドとは

`TridentBackendConfig、すべてのPVCが削除された後にのみ削除されます。

• Lost：CRに関連付けられているバックエンドが TridentBackendConfig`誤ってまたは故意に削除さ

れ、 `TridentBackendConfig`CRには削除されたバックエンドへの参照が残っています。

`TridentBackendConfig`CRは、値に関係なく削除できます `deletionPolicy。
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• Unknown：TridentはCRに関連付けられたバックエンドの状態または存在を特定できません

TridentBackendConfig。たとえば、APIサーバが応答していない場合やCRDが見つからない場合
`tridentbackends.trident.netapp.io`などです。これには介入が必要な場合があります

この段階では、バックエンドが正常に作成されます。など、追加で処理できる処理がいくつかあります"バッ
クエンドの更新とバックエンドの削除"。

（オプション）手順 4 ：詳細を確認します

バックエンドに関する詳細情報を確認するには、次のコマンドを実行します。

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME                    BACKEND NAME        BACKEND UUID

PHASE   STATUS    STORAGE DRIVER   DELETION POLICY

backend-tbc-ontap-san   ontap-san-backend   8d24fce7-6f60-4d4a-8ef6-

bab2699e6ab8   Bound   Success   ontap-san        delete

さらに、のyaml/jsonダンプを取得することもできます TridentBackendConfig。

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  creationTimestamp: "2021-04-21T20:45:11Z"

  finalizers:

  - trident.netapp.io

  generation: 1

  name: backend-tbc-ontap-san

  namespace: trident

  resourceVersion: "947143"

  uid: 35b9d777-109f-43d5-8077-c74a4559d09c

spec:

  backendName: ontap-san-backend

  credentials:

    name: backend-tbc-ontap-san-secret

  managementLIF: 10.0.0.1

  dataLIF: 10.0.0.2

  storageDriverName: ontap-san

  svm: trident_svm

  version: 1

status:

  backendInfo:

    backendName: ontap-san-backend

    backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8

  deletionPolicy: delete

  lastOperationStatus: Success

  message: Backend 'ontap-san-backend' created

  phase: Bound

backendInfo`CRに応答して作成されたバックエンドの `TridentBackendConfig`とが

`backendUUID`格納され `backendName`ます。この `lastOperationStatus`フィールドには、CRの

最後の操作のステータスが表示されます。このステータス `TridentBackendConfig`は、ユーザーがトリ

ガーした場合（ユーザーがで何かを変更した場合など）、またはTridentによってトリガーされた場合

`spec（Tridentの再起動中など）です。成功または失敗のいずれかです。 phase`CRとバックエンド間の関

係のステータスを表します `TridentBackendConfig。上の例では、の phase`値がバインドされていま

す。つまり、CRがバックエンドに関連付けられていることを意味します `TridentBackendConfig。

イベントログの詳細を取得するには、コマンドを実行し `kubectl -n trident describe tbc <tbc-cr-name>`ます。

を使用して、関連付けられたオブジェクトを tridentctl`含むバックエンドを更新または削

除することはできません `TridentBackendConfig。とを TridentBackendConfig`切り

替える手順について説明します `tridentctl "こちらを参照してください"。

バックエンドの管理
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kubectl を使用してバックエンド管理を実行します

を使用してバックエンド管理操作を実行する方法について説明します。 kubectl

バックエンドを削除します

を削除することで、 TridentBackendConfig（に基づいて）バックエンドを削除または保持するよう

にTridentに指示し deletionPolicy`ます。バックエンドを削除するには、がdeleteに設定されていること

を確認します `deletionPolicy。のみを削除するには TridentBackendConfig、がretainに設定されて

いることを確認します deletionPolicy。これにより、バックエンドが引き続き存在し、を使用して管理で

きます tridentctl。

次のコマンドを実行します。

kubectl delete tbc <tbc-name> -n trident

Tridentでは、で使用されていたKubernetesシークレットは削除されません TridentBackendConfig
。Kubernetes ユーザは、シークレットのクリーンアップを担当します。シークレットを削除するときは注意
が必要です。シークレットは、バックエンドで使用されていない場合にのみ削除してください。

既存のバックエンドを表示します

次のコマンドを実行します。

kubectl get tbc -n trident

または tridentctl get backend -o yaml -n trident`を実行して、存在するすべてのバックエンド

のリストを取得することもできます `tridentctl get backend -n trident。このリストには、で作成
されたバックエンドも含まれ `tridentctl`ます。

バックエンドを更新します

バックエンドを更新する理由はいくつかあります。

• ストレージシステムのクレデンシャルが変更されている。クレデンシャルを更新するには、オブジェクト
で使用されるKubernetes Secretを `TridentBackendConfig`更新する必要があります。Tridentは、提供され
た最新のクレデンシャルでバックエンドを自動的に更新します。次のコマンドを実行して、 Kubernetes
Secret を更新します。

kubectl apply -f <updated-secret-file.yaml> -n trident

• パラメータ（使用する ONTAP SVM の名前など）を更新する必要があります。

◦ 次のコマンドを使用して、Kubernetesから直接オブジェクトを更新できます

TridentBackendConfig。
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kubectl apply -f <updated-backend-file.yaml>

◦ または、次のコマンドを使用して既存のCRに変更を加えることもできます

TridentBackendConfig。

kubectl edit tbc <tbc-name> -n trident

• バックエンドの更新に失敗した場合、バックエンドは最後の既知の設定のまま残ります。
ログを表示して原因を特定するには、またはを `kubectl describe tbc <tbc-name> -n trident`
実行し `kubectl get tbc <tbc-name> -o yaml -n trident`ます。

• 構成ファイルで問題を特定して修正したら、 update コマンドを再実行できます。

tridentctl を使用してバックエンド管理を実行します

を使用してバックエンド管理操作を実行する方法について説明します。 tridentctl

バックエンドを作成します

を作成したら"バックエンド構成ファイル"、次のコマンドを実行します。

tridentctl create backend -f <backend-file> -n trident

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。次のコマンドを実行する
と、ログを表示して原因を特定できます。

tridentctl logs -n trident

構成ファイルの問題を特定して修正したら、コマンドをもう一度実行できます create。

バックエンドを削除します

Tridentからバックエンドを削除するには、次の手順を実行します。

1. バックエンド名を取得します。

tridentctl get backend -n trident

2. バックエンドを削除します。

tridentctl delete backend <backend-name> -n trident

162

backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html


TridentでプロビジョニングされたボリュームとこのバックエンドからSnapshotが残っている場
合、バックエンドを削除すると、そのバックエンドで新しいボリュームがプロビジョニングさ
れなくなります。バックエンドは「削除」状態のままになり、 Trident は削除されるまでそれ
らのボリュームとスナップショットを管理し続けます。

既存のバックエンドを表示します

Trident が認識しているバックエンドを表示するには、次の手順を実行します。

• 概要を取得するには、次のコマンドを実行します。

tridentctl get backend -n trident

• すべての詳細を確認するには、次のコマンドを実行します。

tridentctl get backend -o json -n trident

バックエンドを更新します

新しいバックエンド構成ファイルを作成したら、次のコマンドを実行します。

tridentctl update backend <backend-name> -f <backend-file> -n trident

バックエンドの更新が失敗した場合、バックエンドの設定に問題があるか、無効な更新を試行しました。次の
コマンドを実行すると、ログを表示して原因を特定できます。

tridentctl logs -n trident

構成ファイルの問題を特定して修正したら、コマンドをもう一度実行できます update。

バックエンドを使用するストレージクラスを特定します

これは、バックエンドオブジェクト用に出力するJSONで回答できる質問の例 `tridentctl`です。これは、イン
ストールする必要があるユーティリティを使用し `jq`ます。

tridentctl get backend -o json | jq '[.items[] | {backend: .name,

storageClasses: [.storage[].storageClasses]|unique}]'

これは、を使用して作成されたバックエンドにも適用され `TridentBackendConfig`ます。

バックエンド管理オプション間を移動します

Tridentでバックエンドを管理するさまざまな方法について説明します。
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バックエンドを管理するためのオプション

の導入により TridentBackendConfig、管理者はバックエンドを2つの独自の方法で管理できるようになり
ました。これには、次のような質問があります。

• を使用して作成したバックエンドはで管理 `TridentBackendConfig`でき `tridentctl`ますか。

• を使用して作成したバックエンドはを使用して管理 `tridentctl`でき `TridentBackendConfig`ますか。

次を使用してバックエンドを TridentBackendConfig`管理 `tridentctl

このセクションでは、オブジェクトを作成してKubernetesインターフェイスから直接 `TridentBackendConfig`
作成されたバックエンドを管理するために必要な手順について説明し `tridentctl`ます。

これは、次のシナリオに該当します。

• を使用して作成された tridentctl`既存のバックエンドにはがありません。

`TridentBackendConfig

• 他のオブジェクトが存在するときに、 TridentBackendConfig`で作成された新しいバックエンド

`tridentctl。

どちらのシナリオでも、バックエンドは引き続き存在し、Tridentはボリュームをスケジューリングして処理し
ます。管理者には次の 2 つの選択肢があります。

• を使用して作成されたバックエンドの管理に引き続き使用し `tridentctl`ます。

• を使用して作成したバックエンドを新しいオブジェクトに TridentBackendConfig`バインドし

`tridentctl`ます。これは、バックエンドがではなくを使用して管理されることを意味します

`kubectl tridentctl。

を使用して既存のバックエンドを管理するには kubectl、既存のバックエンドにバインドするを作成する必

要があります TridentBackendConfig。その仕組みの概要を以下に示します。

1. Kubernetes Secret を作成します。シークレットには、Tridentがストレージクラスタ/サービスと通信する
ために必要なクレデンシャルが含まれています。

2. オブジェクトを作成し TridentBackendConfig`ます。ストレージクラスタ / サービスの詳細を指定

し、前の手順で作成したシークレットを参照します。同一の設定パラメータ（、、

`spec.storagePrefix spec.storageDriverName`など）を指定するように注意する必要がありま

す `spec.backendName。 `spec.backendName`既存のバックエンドの名前に設定する必要がありま
す。

手順 0 ：バックエンドを特定します

既存のバックエンドにバインドするを作成するには TridentBackendConfig、バックエンド設定を取得す
る必要があります。この例では、バックエンドが次の JSON 定義を使用して作成されているとします。

tridentctl get backend ontap-nas-backend -n trident

+---------------------+----------------

+--------------------------------------+--------+---------+

|          NAME       | STORAGE DRIVER |                 UUID

| STATE  | VOLUMES |
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+---------------------+----------------

+--------------------------------------+--------+---------+

| ontap-nas-backend   | ontap-nas      | 52f2eb10-e4c6-4160-99fc-

96b3be5ab5d7 | online |      25 |

+---------------------+----------------

+--------------------------------------+--------+---------+

cat ontap-nas-backend.json

{

    "version": 1,

    "storageDriverName": "ontap-nas",

    "managementLIF": "10.10.10.1",

    "dataLIF": "10.10.10.2",

    "backendName": "ontap-nas-backend",

    "svm": "trident_svm",

    "username": "cluster-admin",

    "password": "admin-password",

    "defaults": {

        "spaceReserve": "none",

        "encryption": "false"

    },

    "labels":{"store":"nas_store"},

    "region": "us_east_1",

    "storage": [

        {

            "labels":{"app":"msoffice", "cost":"100"},

            "zone":"us_east_1a",

            "defaults": {

                "spaceReserve": "volume",

                "encryption": "true",

                "unixPermissions": "0755"

            }

        },

        {

            "labels":{"app":"mysqldb", "cost":"25"},

            "zone":"us_east_1d",

            "defaults": {

                "spaceReserve": "volume",

                "encryption": "false",

                "unixPermissions": "0775"

            }

        }

    ]

}

165



手順 1 ： Kubernetes Secret を作成します

次の例に示すように、バックエンドのクレデンシャルを含むシークレットを作成します。

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: v1

kind: Secret

metadata:

  name: ontap-nas-backend-secret

type: Opaque

stringData:

  username: cluster-admin

  password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident

secret/backend-tbc-ontap-san-secret created

手順2：CRを作成する TridentBackendConfig

次の手順では、（この例のように）既存のに自動的にバインドするCRを `ontap-nas-backend`作成し
`TridentBackendConfig`ます。次の要件が満たされていることを確認します。

• には、同じバックエンド名が定義されてい `spec.backendName`ます。

• 設定パラメータは元のバックエンドと同じです。

• 仮想プール（存在する場合）は、元のバックエンドと同じ順序である必要があります。

• クレデンシャルは、プレーンテキストではなく、 Kubernetes Secret を通じて提供されます。

この場合、は `TridentBackendConfig`次のようになります。
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cat backend-tbc-ontap-nas.yaml

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: tbc-ontap-nas-backend

spec:

  version: 1

  storageDriverName: ontap-nas

  managementLIF: 10.10.10.1

  dataLIF: 10.10.10.2

  backendName: ontap-nas-backend

  svm: trident_svm

  credentials:

    name: mysecret

  defaults:

    spaceReserve: none

    encryption: 'false'

  labels:

    store: nas_store

  region: us_east_1

  storage:

  - labels:

      app: msoffice

      cost: '100'

    zone: us_east_1a

    defaults:

      spaceReserve: volume

      encryption: 'true'

      unixPermissions: '0755'

  - labels:

      app: mysqldb

      cost: '25'

    zone: us_east_1d

    defaults:

      spaceReserve: volume

      encryption: 'false'

      unixPermissions: '0775'

kubectl create -f backend-tbc-ontap-nas.yaml -n trident

tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

手順3：CRのステータスを確認する TridentBackendConfig

が作成されたら TridentBackendConfig、そのフェーズはにする必要があります Bound。また、既存のバ
ックエンドと同じバックエンド名と UUID が反映されている必要があります。
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME                   BACKEND NAME          BACKEND UUID

PHASE   STATUS

tbc-ontap-nas-backend  ontap-nas-backend     52f2eb10-e4c6-4160-99fc-

96b3be5ab5d7   Bound   Success

#confirm that no new backends were created (i.e., TridentBackendConfig did

not end up creating a new backend)

tridentctl get backend -n trident

+---------------------+----------------

+--------------------------------------+--------+---------+

|          NAME       | STORAGE DRIVER |                 UUID

| STATE  | VOLUMES |

+---------------------+----------------

+--------------------------------------+--------+---------+

| ontap-nas-backend   | ontap-nas      | 52f2eb10-e4c6-4160-99fc-

96b3be5ab5d7 | online |      25 |

+---------------------+----------------

+--------------------------------------+--------+---------+

これで、バックエンドはオブジェクトを使用して完全に管理され tbc-ontap-nas-backend
`TridentBackendConfig`ます。

次を使用してバックエンドを tridentctl`管理 `TridentBackendConfig

`tridentctl`を使用して作成されたバックエンドの一覧表示に使用でき

`TridentBackendConfig`ます。さらに、管理者は、を削除して、がに設定されている

`retain`ことを確認する `spec.deletionPolicy`ことで、

`TridentBackendConfig`このようなバックエンドを完全に管理することもできます

`tridentctl`。

手順 0 ：バックエンドを特定します

たとえば、次のバックエンドがを使用して作成されたとし `TridentBackendConfig`ます。
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME                    BACKEND NAME        BACKEND UUID

PHASE   STATUS    STORAGE DRIVER   DELETION POLICY

backend-tbc-ontap-san   ontap-san-backend   81abcb27-ea63-49bb-b606-

0a5315ac5f82   Bound   Success   ontap-san        delete

tridentctl get backend ontap-san-backend -n trident

+-------------------+----------------

+--------------------------------------+--------+---------+

|       NAME        | STORAGE DRIVER |                 UUID

| STATE  | VOLUMES |

+-------------------+----------------

+--------------------------------------+--------+---------+

| ontap-san-backend | ontap-san      | 81abcb27-ea63-49bb-b606-

0a5315ac5f82 | online |      33 |

+-------------------+----------------

+--------------------------------------+--------+---------+

出力からは、が正常に作成され、バックエンドにバインドされていることがわかり `TridentBackendConfig`ま
す（[Observe the backend’s UUUID]）。

手順1：Confirmがに設定されている retain`ことを確認 `deletionPolicy

の価値を見てみましょう deletionPolicy。これはに設定する必要があり `retain`ます。これにより、CRが
削除されてもバックエンド定義が存在し、で管理できるように `TridentBackendConfig`なり `tridentctl`ます。

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME                    BACKEND NAME        BACKEND UUID

PHASE   STATUS    STORAGE DRIVER   DELETION POLICY

backend-tbc-ontap-san   ontap-san-backend   81abcb27-ea63-49bb-b606-

0a5315ac5f82   Bound   Success   ontap-san        delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p

'{"spec":{"deletionPolicy":"retain"}}' -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME                    BACKEND NAME        BACKEND UUID

PHASE   STATUS    STORAGE DRIVER   DELETION POLICY

backend-tbc-ontap-san   ontap-san-backend   81abcb27-ea63-49bb-b606-

0a5315ac5f82   Bound   Success   ontap-san        retain
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がに設定され `retain`ていない場合は、次の手順に進まないで `deletionPolicy`ください。

手順2：CRを削除する TridentBackendConfig

最後のステップはCRを削除することです TridentBackendConfig。がに設定されている retain`ことを

確認したら `deletionPolicy、削除を続行できます。

kubectl delete tbc backend-tbc-ontap-san -n trident

tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

+-------------------+----------------

+--------------------------------------+--------+---------+

|       NAME        | STORAGE DRIVER |                 UUID

| STATE  | VOLUMES |

+-------------------+----------------

+--------------------------------------+--------+---------+

| ontap-san-backend | ontap-san      | 81abcb27-ea63-49bb-b606-

0a5315ac5f82 | online |      33 |

+-------------------+----------------

+--------------------------------------+--------+---------+

オブジェクトが削除されると、 `TridentBackendConfig`Tridentは実際にはバックエンド自体を削除せずにオブ
ジェクトを削除します。

ストレージクラスの作成と管理

ストレージクラスを作成する。

Kubernetes StorageClassオブジェクトを設定してストレージクラスを作成し、Tridentで
ボリュームのプロビジョニング方法を指定します。

Kubernetes StorageClassオブジェクトの設定

は、 "Kubernetes StorageClassオブジェクト"そのクラスで使用されるプロビジョニングツールとしてTrident
を識別し、ボリュームのプロビジョニング方法をTridentに指示します。例：
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: <Name>

provisioner: csi.trident.netapp.io

mountOptions: <Mount Options>

parameters:

  <Trident Parameters>

allowVolumeExpansion: true

volumeBindingMode: Immediate

ストレージクラスとパラメータおよびパラメータとの連携によるTridentによるボリュームのプロビジョニング

方法の詳細については PersistentVolumeClaim、を参照してください"Kubernetes オブジェクトと Trident
オブジェクト"。

ストレージクラスを作成する。

StorageClassオブジェクトを作成したら、ストレージクラスを作成できます。[ストレージクラスノサンプル]
に、使用または変更できる基本的なサンプルを示します。

手順

1. これはKubernetesオブジェクトなので、を使用して `kubectl`Kubernetesで作成します。

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. KubernetesとTridentの両方で「basic-csi」ストレージクラスが表示され、Tridentがバックエンドでプール
を検出していることを確認します。
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kubectl get sc basic-csi

NAME         PROVISIONER             AGE

basic-csi    csi.trident.netapp.io   15h

./tridentctl -n trident get storageclass basic-csi -o json

{

  "items": [

    {

      "Config": {

        "version": "1",

        "name": "basic-csi",

        "attributes": {

          "backendType": "ontap-nas"

        },

        "storagePools": null,

        "additionalStoragePools": null

      },

      "storage": {

        "ontapnas_10.0.0.1": [

          "aggr1",

          "aggr2",

          "aggr3",

          "aggr4"

        ]

      }

    }

  ]

}

ストレージクラスノサンプル

Tridentが提供し "特定のバックエンド向けのシンプルなストレージクラス定義"ます。

または、インストーラに付属のファイルを編集して、ストレージドライバ名に置き換える BACKEND_TYPE`こ

ともできます `sample-input/storage-class-csi.yaml.templ。
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./tridentctl -n trident get backend

+-------------+----------------+--------------------------------------

+--------+---------+

|    NAME     | STORAGE DRIVER |                 UUID                 |

STATE  | VOLUMES |

+-------------+----------------+--------------------------------------

+--------+---------+

| nas-backend | ontap-nas      | 98e19b74-aec7-4a3d-8dcf-128e5033b214 |

online |       0 |

+-------------+----------------+--------------------------------------

+--------+---------+

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-

basic-csi.yaml

# Modify __BACKEND_TYPE__ with the storage driver field above (e.g.,

ontap-nas)

vi sample-input/storage-class-basic-csi.yaml

ストレージクラスを管理する

既存のストレージクラスを表示したり、デフォルトのストレージクラスを設定したり、
ストレージクラスバックエンドを識別したり、ストレージクラスを削除したりできま
す。

既存のストレージクラスを表示します

• 既存の Kubernetes ストレージクラスを表示するには、次のコマンドを実行します。

kubectl get storageclass

• Kubernetes ストレージクラスの詳細を表示するには、次のコマンドを実行します。

kubectl get storageclass <storage-class> -o json

• Tridentの同期されたストレージクラスを表示するには、次のコマンドを実行します。

tridentctl get storageclass

• 同期されたTridentのストレージクラスの詳細を表示するには、次のコマンドを実行します。
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tridentctl get storageclass <storage-class> -o json

デフォルトのストレージクラスを設定する

Kubernetes 1.6 では、デフォルトのストレージクラスを設定する機能が追加されています。永続ボリューム要
求（ PVC ）に永続ボリュームが指定されていない場合に、永続ボリュームのプロビジョニングに使用するス
トレージクラスです。

• ストレージクラスの定義でアノテーションをtrueに設定して、デフォルトのストレージクラスを定義し
`storageclass.kubernetes.io/is-default-class`ます。仕様に応じて、それ以外の値やアノテーションがない
場合は false と解釈されます。

• 次のコマンドを使用して、既存のストレージクラスをデフォルトのストレージクラスとして設定できま
す。

kubectl patch storageclass <storage-class-name> -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}'

• 同様に、次のコマンドを使用して、デフォルトのストレージクラスアノテーションを削除できます。

kubectl patch storageclass <storage-class-name> -p '{"metadata":

{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}'

また、このアノテーションが含まれている Trident インストーラバンドルにも例があります。

クラスタ内のデフォルトのストレージクラスは一度に1つだけにしてください。Kubernetes で
は、技術的に複数のストレージを使用することはできますが、デフォルトのストレージクラス
がまったくない場合と同様に動作します。

ストレージクラスのバックエンドを特定します

これは、Tridentバックエンドオブジェクト用に出力するJSONを使用して回答できる質問の例 `tridentctl`で
す。これはユーティリティを使用し `jq`ます。このユーティリティは、最初にインストールする必要がある場
合があります。

tridentctl get storageclass -o json | jq  '[.items[] | {storageClass:

.Config.name, backends: [.storage]|unique}]'

ストレージクラスを削除する

Kubernetes からストレージクラスを削除するには、次のコマンドを実行します。

kubectl delete storageclass <storage-class>
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`<storage-class>`は、ストレージクラスに置き換えてください。

このストレージクラスを使用して作成された永続ボリュームは変更されず、Tridentで引き続き管理されます。

Tridentでは、作成するボリュームに対して空白が適用され fsType`ます。iSCSIバックエンド

の場合は、StorageClassで強制することを推奨します `parameters.fsType。既存のスト

レージクラスを削除し、指定したで再作成してください parameters.fsType。

ボリュームのプロビジョニングと管理

ボリュームをプロビジョニングする

設定したKubernetes StorageClassを使用してPVへのアクセスを要求す
るPersistentVolume（PV）とPersistentVolumeClaim（PVC）を作成します。その
後、PVをポッドにマウントできます。

概要

"永続ボリューム_"（PV）は、Kubernetesクラスタ上のクラスタ管理者によってプロビジョニングされる物理
ストレージリソースです。 "PersistentVolumeClaim_"（PVC）は、クラスタ上のPersistentVolumeへのアクセ
ス要求です。

PVCは、特定のサイズまたはアクセスモードのストレージを要求するように設定できます。クラスタ管理者
は、関連付けられているStorageClassを使用して、PersistentVolumeのサイズとアクセスモード（パフォーマ
ンスやサービスレベルなど）以上を制御できます。

PVとPVCを作成したら、ポッドにボリュームをマウントできます。

マニフェストの例
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PersistentVolumeサンプルマニフェスト

このサンプルマニフェストは、StorageClassに関連付けられた10Giの基本PVを示しています basic-

csi。

apiVersion: v1

kind: PersistentVolume

metadata:

  name: pv-storage

  labels:

    type: local

spec:

  storageClassName: basic-csi

  capacity:

    storage: 10Gi

  accessModes:

    - ReadWriteOnce

  hostPath:

    path: "/my/host/path"
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PersistentVolumeClaimサンプルマニフェスト

次に、基本的なPVC設定オプションの例を示します。

RWOアクセスを備えたPVC

この例は、という名前のStorageClassに関連付けられたRWOアクセスを持つ基本的なPVCを示していま

す basic-csi。

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: pvc-storage

spec:

  accessModes:

    - ReadWriteOnce

  resources:

    requests:

      storage: 1Gi

  storageClassName: basic-csi

NVMe / TCP対応PVC

この例は、という名前のStorageClassに関連付けられたNVMe/TCPの基本的なPVCとRWOアクセスを示

しています protection-gold。

---

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

name: pvc-san-nvme

spec:

accessModes:

  - ReadWriteOnce

resources:

  requests:

    storage: 300Mi

storageClassName: protection-gold
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PODマニフェストのサンプル

次の例は、PVCをポッドに接続するための基本的な設定を示しています。

キホンセツテイ

kind: Pod

apiVersion: v1

metadata:

  name: pv-pod

spec:

  volumes:

    - name: pv-storage

      persistentVolumeClaim:

       claimName: basic

  containers:

    - name: pv-container

      image: nginx

      ports:

        - containerPort: 80

          name: "http-server"

      volumeMounts:

        - mountPath: "/my/mount/path"

          name: pv-storage
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NVMe/TCPの基本構成

---

apiVersion: v1

kind: Pod

metadata:

  creationTimestamp: null

  labels:

    run: nginx

  name: nginx

spec:

  containers:

    - image: nginx

      name: nginx

      resources: {}

      volumeMounts:

        - mountPath: "/usr/share/nginx/html"

          name: task-pv-storage

  dnsPolicy: ClusterFirst

  restartPolicy: Always

  volumes:

    - name: task-pv-storage

      persistentVolumeClaim:

      claimName: pvc-san-nvme

PVおよびPVCの作成

手順

1. PVを作成

kubectl create -f pv.yaml

2. PVステータスを確認します。

kubectl get pv

NAME        CAPACITY  ACCESS MODES  RECLAIM POLICY  STATUS    CLAIM

STORAGECLASS  REASON  AGE

pv-storage  4Gi       RWO           Retain          Available

7s

3. PVCを作成
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kubectl create -f pvc.yaml

4. PVCステータスを確認します。

kubectl get pvc

NAME        STATUS VOLUME     CAPACITY ACCESS MODES STORAGECLASS AGE

pvc-storage Bound  pv-name 2Gi      RWO                       5m

5. ボリュームをポッドにマウントします。

kubectl create -f pv-pod.yaml

進捗状況はを使用して監視でき `kubectl get pod --watch`ます。

6. ボリュームがにマウントされていることを確認します /my/mount/path。

kubectl exec -it task-pv-pod -- df -h /my/mount/path

7. ポッドを削除できるようになりました。Podアプリケーションは存在しなくなりますが、ボリュームは残
ります。

kubectl delete pod pv-pod

ストレージクラスとパラメータおよびパラメータとの連携によるTridentによるボリュームのプロビジョニング

方法の詳細については PersistentVolumeClaim、を参照してください"Kubernetes オブジェクトと Trident
オブジェクト"。

ボリュームを展開します

Tridentを使用すると、Kubernetesユーザは作成後にボリュームを拡張できます。ここで
は、 iSCSI ボリュームと NFS ボリュームの拡張に必要な設定について説明します。

iSCSI ボリュームを展開します

CSI プロビジョニングを使用して、 iSCSI Persistent Volume （ PV ）を拡張できます。

iSCSIボリュームの拡張は、、 ontap-san-economy `solidfire-san`ドライバでサポートされ
`ontap-san`ており、Kubernetes 1.16以降が必要です。
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手順 1 ：ボリュームの拡張をサポートするようにストレージクラスを設定する

StorageClass定義を編集して、フィールドをに `true`設定し `allowVolumeExpansion`ます。

cat storageclass-ontapsan.yaml

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: ontap-san

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-san"

allowVolumeExpansion: True

既存のStorageClassの場合は、パラメータを含めるように編集します allowVolumeExpansion。

手順 2 ：作成した StorageClass を使用して PVC を作成します

PVC定義を編集し、を更新して、 `spec.resources.requests.storage`新しく希望するサイズ（元のサイズより
も大きくなければなりません）を反映させます。

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: san-pvc

spec:

  accessModes:

  - ReadWriteOnce

  resources:

    requests:

      storage: 1Gi

  storageClassName: ontap-san

Tridentは永続的ボリューム（PV）を作成し、この永続的ボリューム要求（PVC）に関連付けます。
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kubectl get pvc

NAME      STATUS   VOLUME                                     CAPACITY

ACCESS MODES   STORAGECLASS   AGE

san-pvc   Bound    pvc-8a814d62-bd58-4253-b0d1-82f2885db671   1Gi

RWO            ontap-san      8s

kubectl get pv

NAME                                       CAPACITY   ACCESS MODES

RECLAIM POLICY   STATUS   CLAIM             STORAGECLASS   REASON   AGE

pvc-8a814d62-bd58-4253-b0d1-82f2885db671   1Gi        RWO

Delete           Bound    default/san-pvc   ontap-san               10s

手順 3 ： PVC を接続するポッドを定義します

サイズを変更するポッドにPVを接続します。iSCSI PV のサイズ変更には、次の 2 つのシナリオがあります。

• PVがポッドに接続されている場合、Tridentはストレージバックエンド上のボリュームを拡張し、デバイ
スを再スキャンして、ファイルシステムのサイズを変更します。

• 接続されていないPVのサイズを変更しようとすると、Tridentはストレージバックエンド上のボリューム
を拡張します。PVC がポッドにバインドされると、 Trident はデバイスを再スキャンし、ファイルシステ
ムのサイズを変更します。展開操作が正常に完了すると、 Kubernetes は PVC サイズを更新します。

この例では、を使用するポッドが作成されて `san-pvc`います。

 kubectl get pod

NAME         READY   STATUS    RESTARTS   AGE

ubuntu-pod   1/1     Running   0          65s

 kubectl describe pvc san-pvc

Name:          san-pvc

Namespace:     default

StorageClass:  ontap-san

Status:        Bound

Volume:        pvc-8a814d62-bd58-4253-b0d1-82f2885db671

Labels:        <none>

Annotations:   pv.kubernetes.io/bind-completed: yes

               pv.kubernetes.io/bound-by-controller: yes

               volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers:    [kubernetes.io/pvc-protection]

Capacity:      1Gi

Access Modes:  RWO

VolumeMode:    Filesystem

Mounted By:    ubuntu-pod
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ステップ4：PVを拡張する

作成されたPVのサイズを1Giから2Giに変更するには、PVC定義を編集してを2Giに更新します

spec.resources.requests.storage。

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.

#

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

  annotations:

    pv.kubernetes.io/bind-completed: "yes"

    pv.kubernetes.io/bound-by-controller: "yes"

    volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

  creationTimestamp: "2019-10-10T17:32:29Z"

  finalizers:

  - kubernetes.io/pvc-protection

  name: san-pvc

  namespace: default

  resourceVersion: "16609"

  selfLink: /api/v1/namespaces/default/persistentvolumeclaims/san-pvc

  uid: 8a814d62-bd58-4253-b0d1-82f2885db671

spec:

  accessModes:

  - ReadWriteOnce

  resources:

    requests:

      storage: 2Gi

 ...

手順5：拡張を検証する

PVC、PV、およびTridentボリュームのサイズを確認することで、拡張が正常に機能したことを検証できま
す。
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kubectl get pvc san-pvc

NAME      STATUS   VOLUME                                     CAPACITY

ACCESS MODES   STORAGECLASS   AGE

san-pvc   Bound    pvc-8a814d62-bd58-4253-b0d1-82f2885db671   2Gi

RWO            ontap-san      11m

kubectl get pv

NAME                                       CAPACITY   ACCESS MODES

RECLAIM POLICY   STATUS   CLAIM             STORAGECLASS   REASON   AGE

pvc-8a814d62-bd58-4253-b0d1-82f2885db671   2Gi        RWO

Delete           Bound    default/san-pvc   ontap-san               12m

tridentctl get volumes -n trident

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-8a814d62-bd58-4253-b0d1-82f2885db671 | 2.0 GiB | ontap-san     |

block    | a9b7bfff-0505-4e31-b6c5-59f492e02d33 | online | true    |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

NFS ボリュームを拡張します

Tridentでは、、 ontap-nas-economy ontap-nas-flexgroup、、、 gcp-cvs azure-netapp-files`

およびバックエンドでプロビジョニングされるNFS PVSのボリューム拡張がサポートされます `ontap-

nas。

手順 1 ：ボリュームの拡張をサポートするようにストレージクラスを設定する

NFS PVのサイズを変更するには、管理者はまず、フィールドをに true`設定してボリュームの拡張を許可す

るようにストレージクラスを設定する必要があります。 `allowVolumeExpansion

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: ontapnas

provisioner: csi.trident.netapp.io

parameters:

  backendType: ontap-nas

allowVolumeExpansion: true

このオプションを指定せずにストレージクラスを作成済みの場合は、を使用して既存のストレージクラスを編

集するだけでボリュームを拡張できます kubectl edit storageclass。
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手順 2 ：作成した StorageClass を使用して PVC を作成します

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: ontapnas20mb

spec:

  accessModes:

  - ReadWriteOnce

  resources:

    requests:

      storage: 20Mi

  storageClassName: ontapnas

TridentはこのPVC用に20MiBのNFS PVを作成する必要があります。

kubectl get pvc

NAME           STATUS   VOLUME

CAPACITY     ACCESS MODES   STORAGECLASS    AGE

ontapnas20mb   Bound    pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7   20Mi

RWO            ontapnas        9s

kubectl get pv pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7

NAME                                       CAPACITY   ACCESS MODES

RECLAIM POLICY   STATUS   CLAIM                  STORAGECLASS    REASON

AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7   20Mi       RWO

Delete           Bound    default/ontapnas20mb   ontapnas

2m42s

ステップ3：PVを拡張する

新しく作成した20MiB PVのサイズを1GiBに変更するには、PVCを編集して1GiBに設定し
`spec.resources.requests.storage`ます。
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be

ignored,

# and an empty file will abort the edit. If an error occurs while saving

this file will be

# reopened with the relevant failures.

#

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

  annotations:

    pv.kubernetes.io/bind-completed: "yes"

    pv.kubernetes.io/bound-by-controller: "yes"

    volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io

  creationTimestamp: 2018-08-21T18:26:44Z

  finalizers:

  - kubernetes.io/pvc-protection

  name: ontapnas20mb

  namespace: default

  resourceVersion: "1958015"

  selfLink: /api/v1/namespaces/default/persistentvolumeclaims/ontapnas20mb

  uid: c1bd7fa5-a56f-11e8-b8d7-fa163e59eaab

spec:

  accessModes:

  - ReadWriteOnce

  resources:

    requests:

      storage: 1Gi

...

手順4：拡張を検証する

PVC、PV、およびTridentボリュームのサイズを確認することで、サイズ変更が正しく機能したかどうかを検
証できます。
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kubectl get pvc ontapnas20mb

NAME           STATUS   VOLUME

CAPACITY   ACCESS MODES   STORAGECLASS    AGE

ontapnas20mb   Bound    pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7   1Gi

RWO            ontapnas        4m44s

kubectl get pv pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7

NAME                                       CAPACITY   ACCESS MODES

RECLAIM POLICY   STATUS   CLAIM                  STORAGECLASS    REASON

AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7   1Gi        RWO

Delete           Bound    default/ontapnas20mb   ontapnas

5m35s

tridentctl get volume pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas      |

file     | c5a6f6a4-b052-423b-80d4-8fb491a14a22 | online | true    |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

ボリュームをインポート

を使用して、既存のストレージボリュームをKubernetes PVとしてインポートできます

tridentctl import。

概要と考慮事項

Tridentにボリュームをインポートする目的は次のとおりです。

• アプリケーションをコンテナ化し、既存のデータセットを再利用する

• 一時的なアプリケーションにはデータセットのクローンを使用

• 障害が発生したKubernetesクラスタを再構築します

• ディザスタリカバリ時にアプリケーションデータを移行

考慮事項

ボリュームをインポートする前に、次の考慮事項を確認してください。

• Tridentでインポートできるのは、RW（読み取り/書き込み）タイプのONTAPボリュームのみです。DP（
データ保護）タイプのボリュームはSnapMirrorデスティネーションボリュームです。ボリュームをTrident
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にインポートする前に、ミラー関係を解除する必要があります。

• アクティブな接続がないボリュームをインポートすることを推奨します。アクティブに使用されているボ
リュームをインポートするには、ボリュームのクローンを作成してからインポートを実行します。

Kubernetesは以前の接続を認識せず、アクティブなボリュームをポッドに簡単に接続でき
るため、これはブロックボリュームで特に重要です。その結果、データが破損する可能性
があります。

• PVCで指定する必要がありますが、 `StorageClass`Tridentはインポート時にこのパラメータを使用しませ
ん。ストレージクラスは、ボリュームの作成時に、ストレージ特性に基づいて使用可能なプールから選択
するために使用されます。ボリュームはすでに存在するため、インポート時にプールを選択する必要はあ
りません。そのため、PVCで指定されたストレージクラスと一致しないバックエンドまたはプールにボリ
ュームが存在してもインポートは失敗しません。

• 既存のボリュームサイズはPVCで決定され、設定されます。ストレージドライバによってボリュームがイ
ンポートされると、 PV は ClaimRef を使用して PVC に作成されます。

◦ 再利用ポリシーは、PVでは最初ににに設定されてい `retain`ます。Kubernetes が PVC と PV を正常に
バインドすると、再利用ポリシーがストレージクラスの再利用ポリシーに合わせて更新されます。

◦ ストレージクラスの再利用ポリシーがの場合、 `delete`PVが削除されるとストレージボリュームが削
除されます。

• デフォルトでは、TridentはPVCを管理し、バックエンドでFlexVolとLUNの名前を変更します。フラグを

渡して管理対象外のボリュームをインポートできます --no-manage。を使用する場合 --no-manage
、Tridentはオブジェクトのライフサイクル中、PVCまたはPVに対して追加の操作を実行しません。PVが
削除されてもストレージボリュームは削除されず、ボリュームのクローンやボリュームのサイズ変更など
のその他の処理も無視されます。

このオプションは、コンテナ化されたワークロードに Kubernetes を使用するが、
Kubernetes 以外でストレージボリュームのライフサイクルを管理する場合に便利です。

• PVC と PV にアノテーションが追加されます。このアノテーションは、ボリュームがインポートされたこ
と、および PVC と PV が管理されていることを示す二重の目的を果たします。このアノテーションは変
更または削除しないでください。

ボリュームをインポートします

を使用してボリュームをインポートできます tridentctl import。

手順

1. PVCの作成に使用するPersistent Volume Claim（PVC；永続的ボリューム要求）ファイル（など）を作成

します pvc.yaml。PVCファイルには、、 namespace、 accessModes`および

`storageClassName`が含まれている必要があります `name。必要に応じて、PVC定義でを指定でき

ます unixPermissions。

最小仕様の例を次に示します。
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kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: my_claim

  namespace: my_namespace

spec:

  accessModes:

    - ReadWriteOnce

  storageClassName: my_storage_class

PV名やボリュームサイズなどの追加のパラメータは指定しないでください。これにより原
因、インポートコマンドが失敗する可能性があります。

2. コマンドを使用して tridentctl import、ボリュームを含むTridentバックエンドの名前と、ストレー
ジ上のボリュームを一意に識別する名前（ONTAP FlexVol、Element Volume、Cloud Volumes Serviceパ
スなど）を指定します。 `-f`PVCファイルへのパスを指定するには、引数が必要です。

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>

例

サポートされているドライバについて、次のボリュームインポートの例を確認してください。

ONTAP NASおよびONTAP NAS FlexGroup

Tridentは、ドライバと `ontap-nas-flexgroup`ドライバを使用したボリュームインポートをサポートしてい
`ontap-nas`ます

• `ontap-nas-economy`ドライバはqtreeをインポートおよび管理できません。

• `ontap-nas`ドライバと `ontap-nas-flexgroup`ドライバでは、ボリューム名の重複は許可さ
れていません。

ドライバを使用して作成される各ボリューム ontap-nas`は、ONTAPクラスタ上のFlexVolになります。ド

ライバを使用したFlexVolのインポート `ontap-nas`も同様です。ONTAPクラスタにすでに存在す

るFlexVolは、PVCとしてインポートできます `ontap-nas。同様に、FlexGroupボリュームはPVCとして

インポートできます ontap-nas-flexgroup。

ONTAP NASの例

次の例は、管理対象ボリュームと管理対象外ボリュームのインポートを示しています。
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管理対象ボリューム

次の例は、という名前のバックエンドにある `ontap_nas`という名前のボリュームをインポートし
`managed_volume`ます。

tridentctl import volume ontap_nas managed_volume -f <path-to-pvc-file>

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard      |

file     | c5a6f6a4-b052-423b-80d4-8fb491a14a22 | online | true    |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

管理対象外のボリューム

引数を使用した場合 --no-manage、Tridentはボリュームの名前を変更しません。

次に、バックエンドで `ontap_nas`をインポートする例を示し `unmanaged_volume`ます。

tridentctl import volume nas_blog unmanaged_volume -f <path-to-pvc-

file> --no-manage

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard      |

file     | c5a6f6a4-b052-423b-80d4-8fb491a14a22 | online | false   |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

ONTAP SAN

Tridentは、ドライバと `ontap-san-economy`ドライバを使用したボリュームインポートをサポートしてい
`ontap-san`ます

Tridentでは、単一のLUNを含むONTAP SAN FlexVolをインポートできます。これは、ドライバと一致してい
`ontap-san`ます。ドライバは、PVCごとにFlexVolを作成し、FlexVol内にLUNを作成します。TridentはFlexVol
をインポートし、PVC定義に関連付けます。
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ONTAP SANの例

次の例は、管理対象ボリュームと管理対象外ボリュームのインポートを示しています。

管理対象ボリューム

管理対象ボリュームの場合、TridentはFlexVolの名前を形式に、FlexVol内のLUNの名前をに `lun0`変更
`pvc-<uuid>`します。

次に、バックエンドにあるFlexVol `ontap_san_default`をインポートする例を示し `ontap-san-managed`
ます。

tridentctl import volume ontapsan_san_default ontap-san-managed -f pvc-

basic-import.yaml -n trident -d

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE  | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-d6ee4f54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic         |

block    | cd394786-ddd5-4470-adc3-10c5ce4ca757 | online | true    |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

管理対象外のボリューム

次に、バックエンドで `ontap_san`をインポートする例を示し `unmanaged_example_volume`ます。

tridentctl import volume -n trident san_blog unmanaged_example_volume

-f pvc-import.yaml --no-manage

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-1fc999c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog      |

block    | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false   |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

次の例に示すように、KubernetesノードのIQNとIQNを共有するigroupにLUNをマッピングすると、というエ
ラーが表示されます。 `LUN already mapped to initiator(s) in this group`ボリュームをインポートするには、イ
ニシエータを削除するか、LUNのマッピングを解除する必要があります。

191



要素

Tridentは、NetApp Elementソフトウェアとドライバを使用したNetApp HCIボリュームインポートをサポート

しています solidfire-san。

Element ドライバではボリューム名の重複がサポートされます。ただし、ボリューム名が重複
している場合、Tridentはエラーを返します。回避策としてボリュームをクローニングし、一意
のボリューム名を指定して、クローンボリュームをインポートします。

要素の例

次の例は、バックエンドにボリュームを `element_default`インポートし `element-managed`ます。

tridentctl import volume element_default element-managed -f pvc-basic-

import.yaml -n trident -d

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE  | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-970ce1ca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |

block    | d3ba047a-ea0b-43f9-9c42-e38e58301c49 | online | true    |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

Google Cloud Platform

Tridentはドライバを使用したボリュームインポートをサポートしてい `gcp-cvs`ます。

NetApp Cloud Volumes Serviceから作成されたボリュームをGoogle Cloud Platformにインポー
トするには、ボリュームパスでボリュームを特定します。ボリュームパスは、ボリュームのエ

クスポートパスののに続く部分です :/。たとえば、エクスポートパスがの場合、
`10.0.0.1:/adroit-jolly-swift`ボリュームパスはになり `adroit-jolly-swift`ます。
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Google Cloud Platformの例

次の例は、ボリュームパスがの `adroit-jolly-swift`バックエンドにボリュームを `gcpcvs_YEppr`インポートし
`gcp-cvs`ます。

tridentctl import volume gcpcvs_YEppr adroit-jolly-swift -f <path-to-pvc-

file> -n trident

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE  | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-a46ccab7-44aa-4433-94b1-e47fc8c0fa55 | 93 GiB | gcp-storage   | file

| e1a6e65b-299e-4568-ad05-4f0a105c888f | online | true    |

+------------------------------------------+--------+---------------

+----------+--------------------------------------+--------+---------+

Azure NetApp Files

Tridentはドライバを使用したボリュームインポートをサポートしてい `azure-netapp-files`ます。

Azure NetApp Filesボリュームをインポートするには、ボリュームパスでボリュームを特定しま

す。ボリュームパスは、ボリュームのエクスポートパスののに続く部分です :/。たとえば、マ
ウントパスがの場合、 `10.0.0.2:/importvol1`ボリュームパスはになり `importvol1`ます。

Azure NetApp Filesの例

次の例は、ボリュームパスを持つ `importvol1`バックエンドのボリューム `azurenetappfiles_40517`をインポ
ートし `azure-netapp-files`ます。

tridentctl import volume azurenetappfiles_40517 importvol1 -f <path-to-

pvc-file> -n trident

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

|                   NAME                   |  SIZE   | STORAGE CLASS |

PROTOCOL |             BACKEND UUID             | STATE  | MANAGED |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+

| pvc-0ee95d60-fd5c-448d-b505-b72901b3a4ab | 100 GiB | anf-storage   |

file     | 1c01274f-d94b-44a3-98a3-04c953c9a51e | online | true    |

+------------------------------------------+---------+---------------

+----------+--------------------------------------+--------+---------+
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ボリュームの名前とラベルをカスタマイズする

Tridentでは、作成したボリュームにわかりやすい名前とラベルを割り当てることができ
ます。これにより、ボリュームを特定し、それぞれのKubernetesリソース（PVC）に簡
単にマッピングできます。また、バックエンドレベルでテンプレートを定義してカスタ
ムボリューム名とカスタムラベルを作成することもできます。作成、インポート、また
はクローンを作成するボリュームは、テンプレートに準拠します。

開始する前に

カスタマイズ可能なボリューム名とラベルのサポート：

1. ボリュームの作成、インポート、クローニングの各処理。

2. ontap-nas-economyドライバの場合、qtreeボリュームの名前だけがテンプレート名に準拠します。

3. ontap-san-economyドライバの場合、名前テンプレートに準拠するのはLUN名のみです。

制限事項

1. カスタマイズ可能なボリューム名は、ONTAPオンプレミスドライバとのみ互換性があります。

2. カスタマイズ可能なボリューム名は、既存のボリュームには適用されません。

カスタマイズ可能なボリューム名の主な動作

1. 名前テンプレートの無効な構文が原因でエラーが発生した場合、バックエンドの作成は失敗します。ただ
し、テンプレートアプリケーションが失敗した場合は、既存の命名規則に従ってボリュームに名前が付け
られます。

2. バックエンド構成の名前テンプレートを使用してボリュームの名前が指定されている場合、ストレージプ
レフィックスは適用されません。任意のプレフィックス値をテンプレートに直接追加できます。

名前テンプレートとラベルを使用したバックエンド構成の例

カスタム名テンプレートは、ルートレベルまたはプールレベルで定義できます。
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ルートレベルの例

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "ontap-nfs-backend",

"managementLIF": "<ip address>",

"svm": "svm0",

"username": "<admin>",

"password": "<password>",

"defaults": {

    "nameTemplate":

"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.volume.Requ

estName}}"

},

"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}}_{{.volume.RequestName}}"}

}
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プールレベルの例

{

  "version": 1,

  "storageDriverName": "ontap-nas",

  "backendName": "ontap-nfs-backend",

  "managementLIF": "<ip address>",

  "svm": "svm0",

 "username": "<admin>",

  "password": "<password>",

  "useREST": true,

  "storage": [

  {

      "labels":{"labelname":"label1", "name": "{{ .volume.Name }}"},

      "defaults":

      {

          "nameTemplate": "pool01_{{ .volume.Name }}_{{ .labels.cluster

}}_{{ .volume.Namespace }}_{{ .volume.RequestName }}"

      }

   },

  {

      "labels":{"cluster":"label2", "name": "{{ .volume.Name }}"},

      "defaults":

      {

          "nameTemplate": "pool02_{{ .volume.Name }}_{{ .labels.cluster

}}_{{ .volume.Namespace }}_{{ .volume.RequestName }}"

      }

}

  ]

}

名前テンプレートの例

*例1 *：

"nameTemplate": "{{ .config.StoragePrefix }}_{{ .volume.Name }}_{{

.config.BackendName }}"

*例2 *：

"nameTemplate": "pool_{{ .config.StoragePrefix }}_{{ .volume.Name }}_{{

slice .volume.RequestName 1 5 }}""
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考慮すべきポイント

1. ボリュームインポートの場合、既存のボリュームに特定の形式のラベルがある場合にのみラベルが更新さ

れます。例： {"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}。

2. 管理対象ボリュームのインポートの場合、ボリューム名はバックエンド定義のルートレベルで定義された
名前テンプレートの後に続きます。

3. Tridentでは、storageプレフィックスを指定したスライス演算子の使用はサポートされていません。

4. テンプレートによってボリューム名が一意にならない場合、Tridentではいくつかのランダムな文字が追加
されて一意のボリューム名が作成されます。

5. NASエコノミーボリュームのカスタム名の長さが64文字を超える場合、Tridentは既存の命名規則に従って
ボリュームに名前を付けます。他のすべてのONTAPドライバでは、ボリューム名が名前の上限を超える
と、ボリュームの作成プロセスが失敗します。

ネームスペース間でNFSボリュームを共有します

Tridentを使用すると、プライマリネームスペースにボリュームを作成し、1つ以上のセカ
ンダリネームスペースで共有できます。

特徴

TridentVolumeReference CRを使用すると、1つ以上のKubernetesネームスペース間でReadWriteMany（RWX
）NFSボリュームを安全に共有できます。このKubernetesネイティブ解決策 には、次のようなメリットがあ
ります。

• セキュリティを確保するために、複数のレベルのアクセス制御が可能です

• すべてのTrident NFSボリュームドライバで動作

• tridentctlやその他の非ネイティブのKubernetes機能に依存しません

この図は、2つのKubernetesネームスペース間でのNFSボリュームの共有を示しています。
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クイックスタート

NFSボリューム共有はいくつかの手順で設定できます。

ボリュームを共有するように送信元PVCを設定する

ソースネームスペースの所有者は、ソースPVCのデータにアクセスする権限を付与します。

宛先名前空間にCRを作成する権限を付与する

クラスタ管理者が、デスティネーションネームスペースの所有者にTridentVolumeReference CRを作成する権
限を付与します。

デスティネーションネームスペースにTridentVolumeReferenceを作成

宛先名前空間の所有者は、送信元PVCを参照するためにTridentVolumeReference CRを作成します。

宛先ネームスペースに下位PVCを作成します。

宛先名前空間の所有者は、送信元PVCからのデータソースを使用する下位PVCを作成します。

ソースネームスペースとデスティネーションネームスペースを設定します

セキュリティを確保するために、ネームスペース間共有では、ソースネームスペースの所有者、クラスタ管理
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者、および宛先ネームスペースの所有者によるコラボレーションとアクションが必要です。ユーザロールは各
手順で指定します。

手順

1. ソースネームスペースの所有者： pvc(pvc1`を作成します）(`namespace2。注釈を使用して、デスティ

ネーションネームスペースとの共有権限を付与します。 shareToNamespace

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: pvc1

  namespace: namespace1

  annotations:

    trident.netapp.io/shareToNamespace: namespace2

spec:

  accessModes:

    - ReadWriteMany

  storageClassName: trident-csi

  resources:

    requests:

      storage: 100Gi

Tridentは、PVとそのバックエンドNFSストレージボリュームを作成します。

◦ カンマ区切りリストを使用して、複数の名前空間にPVCを共有できます。たとえば、
`trident.netapp.io/shareToNamespace: namespace2,namespace3,namespace4`です。

◦ を使用して、すべてのネームスペースと共有できます *。例えば、

trident.netapp.io/shareToNamespace: *

◦ PVCはいつでも更新してアノテーションを含めることができます

shareToNamespace。

2. *クラスタ管理者：*カスタムロールとkubeconfigを作成して、デスティネーションネームスペースの所有
者にTridentVolumeReference CRを作成する権限を付与します。

3. *デスティネーションネームスペースの所有者：*ソースネームスペースを参照す

るTridentVolumeReference CRをデスティネーションネームスペースに作成します pvc1。

apiVersion: trident.netapp.io/v1

kind: TridentVolumeReference

metadata:

  name: my-first-tvr

  namespace: namespace2

spec:

  pvcName: pvc1

  pvcNamespace: namespace1
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4. 宛先ネームスペース所有者：(pvc2`宛先ネームスペースにPVCを作成(`namespace2）。注釈を使用して

送信元PVCを指定します。 shareFromPVC

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  annotations:

    trident.netapp.io/shareFromPVC: namespace1/pvc1

  name: pvc2

  namespace: namespace2

spec:

  accessModes:

    - ReadWriteMany

  storageClassName: trident-csi

  resources:

    requests:

      storage: 100Gi

宛先PVCのサイズは、送信元PVCのサイズ以下である必要があります。

結果

TridentはデスティネーションPVCのアノテーションを読み取り shareFromPVC、ソースPVストレージリソー
スを共有する独自のストレージリソースのない下位ボリュームとしてデスティネーションPVを作成します。
宛先PVCとPVは、通常どおりバインドされているように見えます。

共有ボリュームを削除

複数のネームスペースで共有されているボリュームは削除できます。Tridentは、ソースネームスペース上のボ
リュームへのアクセスを削除し、そのボリュームを共有する他のネームスペースへのアクセスを維持します。
このボリュームを参照しているネームスペースをすべて削除すると、Tridentによってボリュームが削除されま
す。

下位ボリュームのクエリに使用 tridentctl get

ユーティリティを使用する[tridentctl`と、コマンドを実行して従属ボリュームを取得できます `get。詳
細については、リンク:../ Trident -reference/tridentctl.htmlコマンドとオプション]を参照して[`tridentctl`くださ
い。

Usage:

  tridentctl get [option]

フラグ：

• `-h, --help：ボリュームのヘルプ。

• --parentOfSubordinate string：クエリを下位のソースボリュームに制限します。
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• --subordinateOf string:クエリをボリュームの下位に限定します。

制限事項

• Tridentでは、デスティネーションネームスペースが共有ボリュームに書き込まれないようにすることはで
きません。共有ボリュームのデータの上書きを防止するには、ファイルロックなどのプロセスを使用する
必要があります。

• または shareFromNamespace`注釈を削除したり、CRを削除したりし `TridentVolumeReference`

て、送信元PVCへのアクセスを取り消すことはできません `shareToNamespace。アクセスを取り消す
には、下位PVCを削除する必要があります。

• Snapshot、クローン、およびミラーリングは下位のボリュームでは実行できません。

詳細情報

ネームスペース間のボリュームアクセスの詳細については、次の資料を参照してください。

• にアクセスします"ネームスペース間でのボリュームの共有：ネームスペース間のボリュームアクセスを許
可する場合は「Hello」と入力します"。

• のデモをご覧ください "ネットアップTV"。

SnapMirrorによるボリュームのレプリケート

Tridentでは、ディザスタリカバリ用にデータをレプリケートするために、ピア関係にあ
るクラスタのソースボリュームとデスティネーションボリュームの間のミラー関係をサ
ポートしています。名前空間カスタムリソース定義（CRD）を使用して、次の操作を実
行できます。

• ボリューム（PVC）間のミラー関係を作成する

• ボリューム間のミラー関係の削除

• ミラー関係を解除する

• 災害時（フェイルオーバー）にセカンダリボリュームを昇格する

• クラスタからクラスタへのアプリケーションのロスレス移行の実行（計画的なフェイルオーバーまたは移
行時）

レプリケーションの前提条件

作業を開始する前に、次の前提条件を満たしていることを確認してください。

ONTAP クラスタ

• * Trident *：Tridentバージョン22.10以降が、バックエンドとしてONTAPを利用するソースとデスティネー
ションの両方のKubernetesクラスタに存在している必要があります。

• ライセンス：Data Protection Bundleを使用するONTAP SnapMirror非同期ライセンスが、ソースとデステ
ィネーションの両方のONTAPクラスタで有効になっている必要があります。詳細については、を参照して
ください "ONTAP のSnapMirrorライセンスの概要" 。

ピアリング
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• *クラスタとSVM *：ONTAPストレージバックエンドにピア関係が設定されている必要があります。詳細
については、を参照してください "クラスタと SVM のピアリングの概要" 。

2つのONTAPクラスタ間のレプリケーション関係で使用されるSVM名が一意であることを
確認してください。

• * TridentとSVM *：ピア関係にあるリモートSVMをデスティネーションクラスタのTridentで使用できる必
要があります。

サポートされるドライバ

• ボリュームレプリケーションは、ONTAP-NASドライバとONTAP-SANドライバでサポートされます。

ミラーPVCの作成

以下の手順に従って、CRDの例を使用してプライマリボリュームとセカンダリボリュームの間にミラー関係
を作成します。

手順

1. プライマリKubernetesクラスタで次の手順を実行します。

a. パラメータを指定してStorageClassオブジェクトを作成し trident.netapp.io/replication:

true ます。

例

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: csi-nas

provisioner: csi.trident.netapp.io

parameters:

  backendType: "ontap-nas"

  fsType: "nfs"

  trident.netapp.io/replication: "true"

b. 以前に作成したStorageClassを使用してPVCを作成します。
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例

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: csi-nas

spec:

  accessModes:

  - ReadWriteMany

  resources:

    requests:

      storage: 1Gi

  storageClassName: csi-nas

c. ローカル情報を含むMirrorRelationship CRを作成します。

例

kind: TridentMirrorRelationship

apiVersion: trident.netapp.io/v1

metadata:

  name: csi-nas

spec:

  state: promoted

  volumeMappings:

  - localPVCName: csi-nas

Tridentは、ボリュームの内部情報とボリュームの現在のデータ保護（DP）状態をフェッチ
し、MirrorRelationshipのstatusフィールドに値を入力します。

d. TridentMirrorRelationship CRを取得して、PVCの内部名とSVMを取得します。

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship

apiVersion: trident.netapp.io/v1

metadata:

  name: csi-nas

  generation: 1

spec:

  state: promoted

  volumeMappings:

  - localPVCName: csi-nas

status:

  conditions:

  - state: promoted

    localVolumeHandle:

"datavserver:trident_pvc_3bedd23c_46a8_4384_b12b_3c38b313c1e1"

    localPVCName: csi-nas

    observedGeneration: 1

2. セカンダリKubernetesクラスタで次の手順を実行します。

a. trident.netapp.io/replication: trueパラメータを使用してStorageClassを作成します。

例

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: csi-nas

provisioner: csi.trident.netapp.io

parameters:

  trident.netapp.io/replication: true

b. デスティネーションとソースの情報を含むMirrorRelationship CRを作成します。

例

kind: TridentMirrorRelationship

apiVersion: trident.netapp.io/v1

metadata:

  name: csi-nas

spec:

  state: established

  volumeMappings:

  - localPVCName: csi-nas

    remoteVolumeHandle:

"datavserver:trident_pvc_3bedd23c_46a8_4384_b12b_3c38b313c1e1"

204



Tridentは、設定した関係ポリシー名（ONTAPの場合はデフォルト）を使用してSnapMirror関係を作成
して初期化します。

c. セカンダリ（SnapMirrorデスティネーション）として機能するStorageClassを作成してPVCを作成し
ます。

例

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: csi-nas

  annotations:

    trident.netapp.io/mirrorRelationship: csi-nas

spec:

  accessModes:

  - ReadWriteMany

resources:

  requests:

    storage: 1Gi

storageClassName: csi-nas

TridentはTridentMirrorRelationship CRDをチェックし、関係が存在しない場合はボリュームの作成に
失敗します。関係が存在する場合、Tridentは新しいFlexVol volumeを、MirrorRelationshipで定義され
ているリモートSVMとピア関係にあるSVMに配置します。

ボリュームレプリケーションの状態

Trident Mirror Relationship（TMR）は、PVC間のレプリケーション関係の一端を表すCRDです。宛先TMRに
は、目的の状態をTridentに通知する状態があります。宛先TMRの状態は次のとおりです。

• 確立済み：ローカルPVCはミラー関係のデスティネーションボリュームであり、これは新しい関係です。

• 昇格：ローカルPVCはReadWriteでマウント可能であり、ミラー関係は現在有効ではありません。

• * reestablished *：ローカルPVCはミラー関係のデスティネーションボリュームであり、以前はそのミラー
関係に含まれていました。

◦ デスティネーションボリュームはデスティネーションボリュームの内容を上書きするため、ソースボ
リュームとの関係が確立されたことがある場合は、reestablished状態を使用する必要があります。

◦ ボリュームが以前にソースとの関係になかった場合、再確立状態は失敗します。

計画外フェールオーバー時にセカンダリPVCを昇格する

セカンダリKubernetesクラスタで次の手順を実行します。

• TridentMirrorRelationshipの_spec.state_フィールド をに更新します promoted。
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計画的フェイルオーバー中にセカンダリPVCを昇格

計画的フェイルオーバー（移行）中に、次の手順を実行してセカンダリPVCをプロモートします。

手順

1. プライマリKubernetesクラスタでPVCのSnapshotを作成し、Snapshotが作成されるまで待ちます。

2. プライマリKubernetesクラスタで、SnapshotInfo CRを作成して内部の詳細を取得します。

例

kind: SnapshotInfo

apiVersion: trident.netapp.io/v1

metadata:

  name: csi-nas

spec:

  snapshot-name: csi-nas-snapshot

3. セカンダリKubernetesクラスタで、_TridentMirrorRelationship_CRの_spec.state_フィールド
を_promoted_に更新し、_spec.promotedSnapshotHandle_をSnapshotのinternalNameにします。

4. セカンダリKubernetesクラスタで、TridentMirrorRelationshipのステータス（status.stateフィールド）
がPromotedになっていることを確認します。

フェイルオーバー後にミラー関係をリストアする

ミラー関係をリストアする前に、新しいプライマリとして作成する側を選択します。

手順

1. セカンダリKubernetesクラスタで、TridentMirrorRelationshipの_spec.remoteVolumeHandle_fieldの値が更
新されていることを確認します。

2. セカンダリKubernetesクラスタで、TridentMirrorRelationshipの_spec.mirror_fieldをに更新します

reestablished。

その他の処理

Tridentでは、プライマリボリュームとセカンダリボリュームで次の処理がサポートされます。

新しいセカンダリPVCへのプライマリPVCの複製

プライマリPVCとセカンダリPVCがすでに存在していることを確認します。

手順

1. PersistentVolumeClaim CRDとTridentMirrorRelationship CRDを、確立されたセカンダリ（デスティネー
ション）クラスタから削除します。

2. プライマリ（ソース）クラスタからTridentMirrorRelationship CRDを削除します。

3. 確立する新しいセカンダリ（デスティネーション）PVC用に、プライマリ（ソース）クラスタに新し
いTridentMirrorRelationship CRDを作成します。
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ミラー、プライマリ、またはセカンダリPVCのサイズ変更

PVCは通常どおりサイズ変更できます。データ量が現在のサイズを超えると、ONTAPは自動的に宛先フレ
フxolを拡張します。

PVCからのレプリケーションの削除

レプリケーションを削除するには、現在のセカンダリボリュームで次のいずれかの操作を実行します。

• セカンダリPVCのMirrorRelationshipを削除します。これにより、レプリケーション関係が解除されます。

• または、spec.stateフィールドを_promoted_に更新します。

（以前にミラーリングされていた）PVCの削除

Tridentは、レプリケートされたPVCがないかどうかを確認し、レプリケーション関係を解放してからボリュ
ームの削除を試行します。

TMRの削除

ミラー関係の片側のTMRを削除すると、Tridentが削除を完了する前に、残りのTMRが_PROMOTED_STATE
に移行します。削除対象として選択されたTMRがすでに_promoted_stateにある場合、既存のミラー関係は存
在せず、TMRは削除され、TridentはローカルPVCを_ReadWrite_にプロモートします。この削除によ
り、ONTAP内のローカルボリュームのSnapMirrorメタデータが解放されます。このボリュームを今後ミラー
関係で使用する場合は、新しいミラー関係を作成するときに、レプリケーション状態が_established_volume
である新しいTMRを使用する必要があります。

ONTAPがオンラインのときにミラー関係を更新

ミラー関係は、確立後にいつでも更新できます。フィールドまたはフィールドを使用して関係を更新できます

state: promoted state: reestablished 。デスティネーションボリュームを通常のReadWriteボリュ
ームに昇格する場合は、_promotedSnapshotHandle_を使用して、現在のボリュームのリストア先となる特定
のSnapshotを指定できます。

ONTAPがオフラインの場合にミラー関係を更新

CRDを使用すると、TridentがONTAPクラスタに直接接続されていなくてもSnapMirror更新を実行できます。
次のTridentActionMirrorUpdateの形式例を参照してください。

例

apiVersion: trident.netapp.io/v1

kind: TridentActionMirrorUpdate

metadata:

  name: update-mirror-b

spec:

  snapshotHandle: "pvc-1234/snapshot-1234"

  tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRDの状態を反映します。Succeeded、In Progress、_Failed_の
いずれかの値を指定できます。
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CSI トポロジを使用します

Tridentでは、を使用して、Kubernetesクラスタ内のノードを選択的に作成して接続でき
ます "CSI トポロジ機能"。

概要

CSI トポロジ機能を使用すると、領域およびアベイラビリティゾーンに基づいて、ボリュームへのアクセスを
ノードのサブセットに制限できます。現在、クラウドプロバイダは、 Kubernetes 管理者がゾーンベースのノ
ードを生成できるようになっています。ノードは、リージョンによって異なるアベイラビリティゾーンに配置
することも、リージョンによって配置することもできます。マルチゾーンアーキテクチャでワークロード用の
ボリュームのプロビジョニングを容易にするために、TridentではCSIトポロジを使用しています。

CSIトポロジ機能の詳細については、こちらを参照して "ここをクリック"ください。

Kubernetes には、 2 つの固有のボリュームバインドモードがあります。

• `VolumeBindingMode`をに設定する `Immediate`と、Tridentはトポロジを認識せずにボリュームを作成し
ます。ボリュームバインディングと動的プロビジョニングは、 PVC が作成されるときに処理されます。
これはデフォルト `VolumeBindingMode`であり、トポロジの制約を適用しないクラスタに適しています。
永続ボリュームは、要求元ポッドのスケジュール要件に依存することなく作成されます。

• `VolumeBindingMode`をに設定する `WaitForFirstConsumer`と、PVCの永続ボリュームの作成とバインド
は、PVCを使用するポッドがスケジュールされて作成されるまで遅延されます。これにより、トポロジの
要件に応じたスケジュールの制約を満たすようにボリュームが作成されます。

`WaitForFirstConsumer`バインディングモードではトポロジラベルは必要ありません。これは
CSI トポロジ機能とは無関係に使用できます。

必要なもの

CSI トポロジを使用するには、次のものが必要です。

• を実行するKubernetesクラスタ"サポートされるKubernetesバージョン"

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",

GitVersion:"v1.19.3",

GitCommit:"1e11e4a2108024935ecfcb2912226cedeafd99df",

GitTreeState:"clean", BuildDate:"2020-10-14T12:50:19Z",

GoVersion:"go1.15.2", Compiler:"gc", Platform:"linux/amd64"}

Server Version: version.Info{Major:"1", Minor:"19",

GitVersion:"v1.19.3",

GitCommit:"1e11e4a2108024935ecfcb2912226cedeafd99df",

GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49Z",

GoVersion:"go1.15.2", Compiler:"gc", Platform:"linux/amd64"}

• クラスタ内のノードには、トポロジ対応と `topology.kubernetes.io/zone`を示すラベルを付ける必要があ
り(`topology.kubernetes.io/region`ます。これらのラベル*は、Tridentをトポロジ対応にするためにTrident
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をインストールする前に、クラスタ内のノード*に設定しておく必要があります。

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"

[node1,

{"beta.kubernetes.io/arch":"amd64","beta.kubernetes.io/os":"linux","kube

rnetes.io/arch":"amd64","kubernetes.io/hostname":"node1","kubernetes.io/

os":"linux","node-

role.kubernetes.io/master":"","topology.kubernetes.io/region":"us-

east1","topology.kubernetes.io/zone":"us-east1-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64","beta.kubernetes.io/os":"linux","kube

rnetes.io/arch":"amd64","kubernetes.io/hostname":"node2","kubernetes.io/

os":"linux","node-

role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-

east1","topology.kubernetes.io/zone":"us-east1-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64","beta.kubernetes.io/os":"linux","kube

rnetes.io/arch":"amd64","kubernetes.io/hostname":"node3","kubernetes.io/

os":"linux","node-

role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-

east1","topology.kubernetes.io/zone":"us-east1-c"}]

手順 1 ：トポロジ対応バックエンドを作成する

Tridentストレージバックエンドは、アベイラビリティゾーンに基づいて選択的にボリュームをプロビジョニン
グするように設計できます。各バックエンドは、サポートされているゾーンとリージョンのリストを表すオプ

ションのブロックを運ぶことができます supportedTopologies 。ストレージクラスがそのようなバックエ
ンドを使用する場合、ボリュームは、サポートされているリージョン / ゾーンでスケジュールされているアプ
リケーションから要求された場合にのみ作成されます。

バックエンド定義の例を次に示します。
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YAML

---

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-east1

managementLIF: 192.168.27.5

svm: iscsi_svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-east1

  topology.kubernetes.io/zone: us-east1-a

- topology.kubernetes.io/region: us-east1

  topology.kubernetes.io/zone: us-east1-b

JSON

{

 "version": 1,

 "storageDriverName": "ontap-san",

 "backendName": "san-backend-us-east1",

 "managementLIF": "192.168.27.5",

 "svm": "iscsi_svm",

 "username": "admin",

 "password": "password",

 "supportedTopologies": [

{"topology.kubernetes.io/region": "us-east1",

"topology.kubernetes.io/zone": "us-east1-a"},

{"topology.kubernetes.io/region": "us-east1",

"topology.kubernetes.io/zone": "us-east1-b"}

]

}

`supportedTopologies`は、バックエンドごとにリージョンとゾーンのリストを提供するために
使用されます。これらのリージョンとゾーンは、 StorageClass で指定できる許容値のリストを
表します。バックエンドで提供されるリージョンとゾーンのサブセットを含むストレージクラ
スの場合、Tridentはバックエンドにボリュームを作成します。

ストレージプールごとにも定義できます supportedTopologies。次の例を参照してください。
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---

version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-central1

managementLIF: 172.16.238.5

svm: nfs_svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-central1

  topology.kubernetes.io/zone: us-central1-a

- topology.kubernetes.io/region: us-central1

  topology.kubernetes.io/zone: us-central1-b

storage:

- labels:

    workload: production

  supportedTopologies:

  - topology.kubernetes.io/region: us-central1

    topology.kubernetes.io/zone: us-central1-a

- labels:

    workload: dev

  supportedTopologies:

  - topology.kubernetes.io/region: us-central1

    topology.kubernetes.io/zone: us-central1-b

この例では region、ラベルと zone`ラベルはストレージプールの場所を表しています。

`topology.kubernetes.io/region `topology.kubernetes.io/zone`ストレージプールの消費元を指定しま
す。

手順 2 ：トポロジを認識するストレージクラスを定義する

クラスタ内のノードに提供されるトポロジラベルに基づいて、トポロジ情報を含めるように StorageClasses
を定義できます。これにより、作成された PVC 要求の候補となるストレージプール、および Trident によっ
てプロビジョニングされたボリュームを使用できるノードのサブセットが決まります。

次の例を参照してください。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

name: netapp-san-us-east1

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:

- matchLabelExpressions:

- key: topology.kubernetes.io/zone

  values:

  - us-east1-a

  - us-east1-b

- key: topology.kubernetes.io/region

  values:

  - us-east1

parameters:

  fsType: "ext4"

前述のStorageClass定義では、 volumeBindingMode`がに設定されて `WaitForFirstConsumer`いま

す。この StorageClass で要求された PVC は、ポッドで参照されるまで処理されません。およびに、

`allowedTopologies`使用するゾーンとリージョンを示します。StorageClassは `netapp-san-us-

east1、上記で定義したバックエンドにPVCを作成し `san-backend-us-east1`ます。

ステップ 3 ： PVC を作成して使用する

StorageClass を作成してバックエンドにマッピングすると、 PVC を作成できるようになりました。

次の例を参照して `spec`ください。

---

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

name: pvc-san

spec:

accessModes:

  - ReadWriteOnce

resources:

  requests:

    storage: 300Mi

storageClassName: netapp-san-us-east1

このマニフェストを使用して PVC を作成すると、次のような結果になります。
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kubectl create -f pvc.yaml

persistentvolumeclaim/pvc-san created

kubectl get pvc

NAME      STATUS    VOLUME   CAPACITY   ACCESS MODES   STORAGECLASS

AGE

pvc-san   Pending                                      netapp-san-us-east1

2s

kubectl describe pvc

Name:          pvc-san

Namespace:     default

StorageClass:  netapp-san-us-east1

Status:        Pending

Volume:

Labels:        <none>

Annotations:   <none>

Finalizers:    [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode:    Filesystem

Mounted By:    <none>

Events:

  Type    Reason                Age   From                         Message

  ----    ------                ----  ----                         -------

  Normal  WaitForFirstConsumer  6s    persistentvolume-controller  waiting

for first consumer to be created before binding

Trident でボリュームを作成して PVC にバインドするには、ポッド内の PVC を使用します。次の例を参照し
てください。
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apiVersion: v1

kind: Pod

metadata:

  name: app-pod-1

spec:

  affinity:

    nodeAffinity:

      requiredDuringSchedulingIgnoredDuringExecution:

        nodeSelectorTerms:

        - matchExpressions:

          - key: topology.kubernetes.io/region

            operator: In

            values:

            - us-east1

      preferredDuringSchedulingIgnoredDuringExecution:

      - weight: 1

        preference:

          matchExpressions:

          - key: topology.kubernetes.io/zone

            operator: In

            values:

            - us-east1-a

            - us-east1-b

  securityContext:

    runAsUser: 1000

    runAsGroup: 3000

    fsGroup: 2000

  volumes:

  - name: vol1

    persistentVolumeClaim:

      claimName: pvc-san

  containers:

  - name: sec-ctx-demo

    image: busybox

    command: [ "sh", "-c", "sleep 1h" ]

    volumeMounts:

    - name: vol1

      mountPath: /data/demo

    securityContext:

      allowPrivilegeEscalation: false

このpodSpecは、リージョンに存在するノードでポッドをスケジュールし、ゾーンまたは `us-east1-b`ゾーン
に存在する任意のノードから選択する `us-east1-a`ようにKubernetesに指示し `us-east1`ます。

次の出力を参照してください。
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kubectl get pods -o wide

NAME        READY   STATUS    RESTARTS   AGE   IP               NODE

NOMINATED NODE   READINESS GATES

app-pod-1   1/1     Running   0          19s   192.168.25.131   node2

<none>           <none>

kubectl get pvc -o wide

NAME      STATUS   VOLUME                                     CAPACITY

ACCESS MODES   STORAGECLASS          AGE   VOLUMEMODE

pvc-san   Bound    pvc-ecb1e1a0-840c-463b-8b65-b3d033e2e62b   300Mi

RWO            netapp-san-us-east1   48s   Filesystem

バックエンドを更新して含める supportedTopologies

既存のバックエンドを更新して、使用の tridentctl backend update`リストを含めることができます

`supportedTopologies。これは、すでにプロビジョニングされているボリュームには影響せず、以降の
PVC にのみ使用されます。

詳細情報

• "コンテナのリソースを管理"

• "ノードセレクタ"

• "アフィニティと非アフィニティ"

• "塗料および耐性"

スナップショットを操作します

永続ボリューム（PV）のKubernetesボリュームSnapshotを使用すると、ボリュームの
ポイントインタイムコピーを作成できます。Tridentを使用して作成したボリューム
のSnapshotの作成、Tridentの外部で作成したSnapshotのインポート、既存のSnapshot
からの新しいボリュームの作成、Snapshotからのボリュームデータのリカバリを実行で
きます。

概要

ボリュームSnapshotは、、 ontap-nas-flexgroup ontap-san、 ontap-san-economy solidfire-

san、、、でサポートされます ontap-nas。 gcp-cvs、および `azure-netapp-files`ドライバ。

開始する前に

スナップショットを操作するには、外部スナップショットコントローラとカスタムリソース定義（CRD）が
必要です。Kubernetesオーケストレーションツール（例：Kubeadm、GKE、OpenShift）の役割を担っていま
す。

KubernetesディストリビューションにスナップショットコントローラとCRDが含まれていない場合は、を参
照してくださいボリュームSnapshotコントローラの導入。
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GKE環境でオンデマンドボリュームスナップショットを作成する場合は、スナップショットコ
ントローラを作成しないでください。GKEでは、内蔵の非表示のスナップショットコントロー
ラを使用します。

ボリューム Snapshot を作成します

手順

1. を作成し `VolumeSnapshotClass`ます。詳細については、を参照してください"ボリュームSnapshotクラ
ス"。

◦ は `driver`Trident CSIドライバを示しています。

◦ deletionPolicy`には、または `Retain`を指定できます `Delete。に設定する `Retain`と、オ
ブジェクトが削除されても、ストレージクラスタの基盤となる物理Snapshotが保持され
`VolumeSnapshot`ます。

例

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshotClass

metadata:

  name: csi-snapclass

driver: csi.trident.netapp.io

deletionPolicy: Delete

2. 既存のPVCのスナップショットを作成します。

例

◦ 次に、既存のPVCのスナップショットを作成する例を示します。

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshot

metadata:

  name: pvc1-snap

spec:

  volumeSnapshotClassName: csi-snapclass

  source:

    persistentVolumeClaimName: pvc1

◦ この例では、というPVCのボリュームSnapshotオブジェクトを作成し pvc1、Snapshotの名前をに設
定して `pvc1-snap`います。VolumeSnapshotはPVCに似ており、実際のSnapshotを表すオブジェクト
に関連付けられて `VolumeSnapshotContent`います。
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kubectl create -f snap.yaml

volumesnapshot.snapshot.storage.k8s.io/pvc1-snap created

kubectl get volumesnapshots

NAME                   AGE

pvc1-snap              50s

◦ VolumeSnapshotのオブジェクト pvc1-snap`を説明することで特定できます

`VolumeSnapshotContent。は Snapshot Content Name、このSnapshotを提供す
るVolumeSnapshotContentオブジェクトを識別します。パラメータは、 `Ready To Use`スナップショ
ットを使用して新しいPVCを作成できることを示します。

kubectl describe volumesnapshots pvc1-snap

Name:         pvc1-snap

Namespace:    default

.

.

.

Spec:

  Snapshot Class Name:    pvc1-snap

  Snapshot Content Name:  snapcontent-e8d8a0ca-9826-11e9-9807-

525400f3f660

  Source:

    API Group:

    Kind:       PersistentVolumeClaim

    Name:       pvc1

Status:

  Creation Time:  2019-06-26T15:27:29Z

  Ready To Use:   true

  Restore Size:   3Gi

.

.

ボリュームSnapshotからPVCを作成

を使用して、という名前のVolumeSnapshotをデータのソースとして使用してPVCを作成 <pvc-name>`でき

ます `dataSource。作成された PVC は、ポッドに接続して、他の PVC と同様に使用できます。

PVCはソースボリュームと同じバックエンドに作成されます。を参照してください "KB
：Trident PVCスナップショットからPVCを作成することは代替バックエンドではできない"。

次に、をデータソースとして使用してPVCを作成する例を示し `pvc1-snap`ます。
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cat pvc-from-snap.yaml

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

  name: pvc-from-snap

spec:

  accessModes:

    - ReadWriteOnce

  storageClassName: golden

  resources:

    requests:

      storage: 3Gi

  dataSource:

    name: pvc1-snap

    kind: VolumeSnapshot

    apiGroup: snapshot.storage.k8s.io

ボリュームSnapshotのインポート

Tridentでは、クラスタ管理者がを"Kubernetesの事前プロビジョニングされたSnapshotプロセス"使用して、
オブジェクトを作成したり、Tridentの外部で作成されたSnapshotをインポートしたりできます

VolumeSnapshotContent。

開始する前に

TridentでSnapshotの親ボリュームが作成またはインポートされている必要があります。

手順

1. *クラスタ管理者：*バックエンドSnapshotを参照するオブジェクトを作成します

VolumeSnapshotContent。これにより、TridentでSnapshotワークフローが開始されます。

◦ にバックエンドスナップショットの名前を trident.netapp.io/internalSnapshotName:

<"backend-snapshot-name">`指定します `annotations。

◦ で指定します <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>

snapshotHandle。この情報は、呼び出しで外部スナップショットによってTridentに提供される唯一

の情報です ListSnapshots。

CRの名前の制約により、は `<volumeSnapshotContentName>`バックエンドスナップシ
ョット名と常に一致しません。

例

次の例では、バックエンドスナップショットを参照するオブジェクトを `snap-01`作成し
`VolumeSnapshotContent`ます。
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apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshotContent

metadata:

  name: import-snap-content

  annotations:

    trident.netapp.io/internalSnapshotName: "snap-01"  # This is the

name of the snapshot on the backend

spec:

  deletionPolicy: Retain

  driver: csi.trident.netapp.io

  source:

    snapshotHandle: pvc-f71223b5-23b9-4235-bbfe-e269ac7b84b0/import-

snap-content # <import PV name or source PV name>/<volume-snapshot-

content-name>

  volumeSnapshotRef:

    name: import-snap

    namespace: default

2. *クラスタ管理者：*オブジェクトを参照するCR VolumeSnapshotContent`を作成します

`VolumeSnapshot。これにより、指定された名前空間でを使用するためのアクセスが要求され
`VolumeSnapshot`ます。

例

次の例では、という名前 import-snap-content`を参照する `VolumeSnapshotContent`という名

前のCRを `import-snap`作成します `VolumeSnapshot。

apiVersion: snapshot.storage.k8s.io/v1

kind: VolumeSnapshot

metadata:

  name: import-snap

spec:

  # volumeSnapshotClassName: csi-snapclass (not required for pre-

provisioned or imported snapshots)

  source:

    volumeSnapshotContentName: import-snap-content

3. *内部処理（アクション不要）：*外部スナップショットは、新しく作成されたを認識して

VolumeSnapshotContent`呼び出しを実行します `ListSnapshots。Tridentによってが作成され
`TridentSnapshot`ます。

◦ 外部スナップショットは、をに `readyToUse`設定し、 `VolumeSnapshot`をに `true`設定し
`VolumeSnapshotContent`ます。

◦ Tridentが戻ります readyToUse=true。

4. *任意のユーザー：*を作成し PersistentVolumeClaim`て、新しいを参照します

`VolumeSnapshot。 spec.dataSource（または spec.dataSourceRef）の名前は名前です
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VolumeSnapshot。

例

次に、という名前の `import-snap`を参照するPVCを作成する例を示し `VolumeSnapshot`ます。

apiVersion: v1

kind: PersistentVolumeClaim

metadata:

  name: pvc-from-snap

spec:

  accessModes:

    - ReadWriteOnce

  storageClassName: simple-sc

  resources:

    requests:

      storage: 1Gi

  dataSource:

    name: import-snap

    kind: VolumeSnapshot

    apiGroup: snapshot.storage.k8s.io

Snapshotを使用したボリュームデータのリカバリ

デフォルトでは、ドライバと `ontap-nas-economy`ドライバを使用してプロビジョニングされたボリュームの
互換性を最大限に高めるため、snapshotディレクトリは非表示になってい `ontap-nas`ます。ディレクトリが
スナップショットからデータを直接リカバリできるようにし `.snapshot`ます。

ボリュームを以前のSnapshotに記録されている状態にリストアするには、ボリュームSnapshotリスト
アONTAP CLIを使用します。

cluster1::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3_snap_archive

Snapshotコピーをリストアすると、既存のボリューム設定が上書きされます。Snapshotコピー
の作成後にボリュームデータに加えた変更は失われます。

Snapshotからのインプレースボリュームのリストア

Tridentでは、（TASR）CRを使用してSnapshotからボリュームをインプレースで迅速にリストアできます

TridentActionSnapshotRestore。このCRはKubernetesの必須アクションとして機能し、処理の完了後
も維持されません。

Tridentは、、 ontap-san-economy ontap-nas、、 ontap-nas-flexgroup azure-netapp-files、、

で gcp-cvs`のSnapshotリストアをサポートしています。 `ontap-san、 google-cloud-netapp-

volumes、および `solidfire-san`ドライバ。
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開始する前に

バインドされたPVCと使用可能なボリュームSnapshotが必要です。

• PVCステータスがバインドされていることを確認します。

kubectl get pvc

• ボリュームSnapshotを使用する準備が完了していることを確認します。

kubectl get vs

手順

1. TASR CRを作成します。この例では、PVCおよびボリュームスナップショット用のCRを作成し pvc1
`pvc1-snapshot`ます。

TASR CRは、PVCおよびVSが存在する名前空間に存在する必要があります。

cat tasr-pvc1-snapshot.yaml

apiVersion: trident.netapp.io/v1

kind: TridentActionSnapshotRestore

metadata:

  name: trident-snap

  namespace: trident

spec:

  pvcName: pvc1

  volumeSnapshotName: pvc1-snapshot

1. スナップショットからリストアするにはCRを適用します。この例では、Snapshotからリストアし `pvc1`
ます。

kubectl create -f tasr-pvc1-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

結果

Tridentはスナップショットからデータをリストアします。Snapshotのリストアステータスを確認できます。
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/v1

items:

- apiVersion: trident.netapp.io/v1

  kind: TridentActionSnapshotRestore

  metadata:

    creationTimestamp: "2023-04-14T00:20:33Z"

    generation: 3

    name: trident-snap

    namespace: trident

    resourceVersion: "3453847"

    uid: <uid>

  spec:

    pvcName: pvc1

    volumeSnapshotName: pvc1-snapshot

  status:

    startTime: "2023-04-14T00:20:34Z"

    completionTime: "2023-04-14T00:20:37Z"

    state: Succeeded

kind: List

metadata:

  resourceVersion: ""

• ほとんどの場合、障害が発生したときにTridentで処理が自動的に再試行されることはあり
ません。この操作を再度実行する必要があります。

• 管理者アクセス権を持たないKubernetesユーザは、アプリケーションネームスペース
にTASR CRを作成するために、管理者から権限を付与されなければならない場合がありま
す。

Snapshotが関連付けられているPVを削除する

スナップショットが関連付けられている永続ボリュームを削除すると、対応する Trident ボリュームが「削除
状態」に更新されます。ボリュームSnapshotを削除してTridentボリュームを削除します。

ボリュームSnapshotコントローラの導入

KubernetesディストリビューションにスナップショットコントローラとCRDが含まれていない場合は、次の
ように導入できます。

手順

1. ボリュームのSnapshot作成
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io_volumesnapshotclasses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io_volumesnapshotcontents.yam

l

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-

6.1/client/config/crd/snapshot.storage.k8s.io_volumesnapshots.yaml

2. スナップショットコントローラを作成します。

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-

csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

必要に応じて、名前空間を開い `deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yaml`て更新し `namespace`ます。

関連リンク

• "ボリューム Snapshot"

• "ボリュームSnapshotクラス"
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