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tridentctl get node -o wide -n <Trident namespace>
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RHEL 8L{f%

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo sed -i 's/"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* iSCSI PVSTRHEL / RedHat CoreOS%Z X179 27 —Hh—/ — R%ZERA T 35513, StorageClass
TmountOptionZ$8E L “discard TA >S4 YD RAR—ZABEZERITLET, #BBLTLLZTL) "Red
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1. ROSATFLINYT—S% AV A M=ILLET,

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils M/N\—<3 U h 6.2.0.874-2.el7 UIETHZ e =R L T,
rpom -gq iscsi-initiator-utils
3. TILFNNZAE=HBRL :

sudo mpathconf --enable --with multipathd y --find multipaths n

(D DTFIC defaults BT %Z “find multipaths no WEALEFXT
‘etc/multipath.confo

4. B LU ‘multipathd B"ERITEINTWVWB Z & =R L iscsid £ 9,
sudo systemctl enable --now iscsid multipathd
S. BMIC L THAtA iscsi ¢

sudo systemctl enable --now iscsi

Ubuntu
1L RO RAT LN =% A M=)ILLET,

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. open-iscsi /N\—< 3 > h' 2.0.874-5ubuntu2.10 LA ( bionic DIFE) F7cid 2.0.874-7.1ubuntu6.1 LA
% (Focal DIHH) THZHI e ZzMHIRELET,

dpkg -1 open-iscsi

3. AFx v VEFHEICKRE :



sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. TILFNZEBML !

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ DFIC defaults BL%Z “find multipaths no WAL FXT
‘etc/multipath.confo

3. & “multipath-tools B TRITEINTWVWS Z & M3 L "open-iscsi' £,

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

Ubuntu 18.04D3H & &, iISCSIT—E>ZHIBY BH1IC open-iscsi TR —Fw bR
() - rERHTBVREABOET iccsiadm Fild. F—EREEBELTEBMIC
BT D iscsid  CEHTEFEXT “iscsio

iSCSIHCEIE DERE F 7= I3 EML
ZRDTrident iISCSIBBEREZEH L T. VWY I VA EBIETEFEXT,

* *iSCSIO B &1ERIMR* | iISCSINEEEXRITIZEEXIRELEFT (TT7AILE 159) o hILE
BERETDECTRITHEZEDDIN. AKTVWHEXREIT S ETRTEEETFFR2CHTEE
XS

iISCSIDOH 2 EEMRZOICERTET D &\ iISCSIOEZEENTLRICELLE T, ISCSIDBZE
() EEmhicTasC LEELE A, SCOIDETEENERLE Y 5D ICHIELAL, Fi
F Ny T BN THEEL BVRED S+ U4 TOREHICT BUBNBD £ T,

* *iSCSIECOEFMIERD . EETARAVEY S aYHABOs 7Y L TEBOY A U ERA S FTDISCSIH
COEOFEEBRERELEYT (F74ILE179) - BE2THRVWEERISh Y>3 RO 7Tk
INTHEBEOJA Y LES TR ETOFEEREZR< TSN, £RiFOJ77oLTOY1>LT
MoOJA VT 2FTOREZECTALIIICRETETET,



Helm

iISCSIDBCEEREZHREXIFEET BICIE. HelmD A > X b —ILEF K 7z FHelmDEHFEFC /NS X
—AR ¥ iscsiSelfHealingWaitTime /NI X—&X%ZEL XY ‘iscsiSelfHealingIntervalo

ROBITIE. iISCSIDBECEERMRZ3D. BEEEDFHHEIMZ6MICRELTVET,

helm install trident trident-operator-100.2410.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0Os -n
trident

Tridentctl

iISCSIDBECEERELEBREIIEET BICIE. tridentctl D1 > X b= L EFIIEFEFIC/NTX—R L
iscsi-self-healing-wait-time /NTX—X%ZEL XY ‘iscsi-self-healing-intervalo

ROBFITIE. iISCSIDBECEERMRZ3D. BEEEDFHHIEZ6MICRELTVET,

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0s -n trident

NVMe/TCP7RU 17 Ly

FARL=FT A4 VIO RATLICRISELTcOY Y F2ERLTNVMeY =)Lz > XA b—ILLET,

* NVMelZ IZRHEL QP& HET T,

C) * Kubernetes/ — RO A—FILN— 3 VA HTEZHEEP. FALTVWRA—RILN—
IR T BNVMe Ny =B RWEEIE. / —ROA—XILNN—2 3 > %FNVMe/Nw
=S TEHFLATAERS AW EARHD T,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



AR M= I)LDFESR
AVZAM=IIPBRTLES. KOO REFERL T, Kubernetes? 5 AXHRDE / — RIC—EDNQNHE|
DYTHENTWARZ e E#RERELET,

cat /etc/nvme/hostngn

@ TridentTld. NVMeh'Z TV L THNZADHBIT5HHBVEL D ICEHNZEE TN “ctrl_device_tmo’
£, COREIFEBELBWVWTLEIL,
FCY—ILDA VA=l
ARL—=TFT 4 VI RATLBOAR Y RZFEAL T, FCY—ILZA >R =I)LLF T,
* FC PVSTRHEL / RedHat CoreOS%= (179 %7 —H— ./ — Rz FEAT %5513, StorageClass

TmountOptionZ3EE L “discard TA V51 Y DAR—ZABE#RTLFET, 28BLTLETL "Red
Hat @ F\:\:JX\/ I\"o
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RHEL 8LAf%
1L RDVRATFLINYT—S% A A R=I)ILLET,

sudo yum install -y lsscsi device-mapper-multipath

2. TILFNRzHBML :

sudo mpathconf --enable --with multipathd y --find multipaths n

@ DFIC defaults BL%Z “find multipaths no WAL XY
“etc/multipath.confe

3. BEITHRTH S Z & =R L ‘multipathd £ 9

sudo systemctl enable --now multipathd

Ubuntu
1. RO RFTLINYT—D% A VA M=ILLET,

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. TILF N2 =B -

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ DFIC defaults BL%Z “find multipaths no WAL FXT
‘etc/multipath.confo

3. NBEWMTRITPTH S Z & =ML ‘multipath-tools’ £,

sudo systemctl status multipath-tools
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FTLTAML—=)Y —2%Z7OEESaZ V09K UBETERESICED X L=

* SCSI over Fibre Channel (FC) (&, Trident24.10J ) — XD L Ea—#EETT, *

T7ANFrYRIIE EOBBWNT +—<I >R, EFEE. ERENS. TVF—T5A XA NL—CRETIA
<EBAINTWAZORIILTT. ARL—UFNA RCBETHERNABEF v RILZRMHL. 3FETES
BT —REEXETBEICL £ T, SCSIover Fibre ChannelZz B9 % & BIFEDSCSIR—XDA L —J 1Y
TR FvEFRLEDS. J77ANFYRILOENT #—I VA RIPBERERZFATE XY, Ch
ICED. A RL=JUY—E2HREL. BLAT YO TREDT—FZMNIBTES. LR CIREICENTT
ARL—=JIT) 72y bT7—2 (SAN) ZBETI XTI,
Trident CFCHREZERT B &, RO E A ATREICAED £,

* BBz ERA L TPVCZEMNICYOEY 3 =Z>J LE T,

* R a—L®DSnapshotxEF L. € DSnapshothS5FH LWAR) 2 —L%ZERL 9,

* BIFEDOFC-PVCOO—>%1ER L £ 9,

*BABAOR) 2a—LDOYAXZEELET,
AIFESRIF
FCICRMERRY hT—0 8/ —RZRELFT,
Y hT—URE

1. 2=y bR —T 24 ZODWWPNEZES L £ 9, EICDOVTIE. ZBBL T T W "network
interface show" o

2. 42T =% (KAL) DA EZ—T 1A AOWWPNZEEL 7,
WHTBRANARL =T VI RATLA—T4 )T ZBRLTIIEEL,

3. RAMEBE—47y FOWWPNZEFERAL TFCRA v FICY —Z VI ZRELF T,
FHICOVWTIE. BRAYTFARUYZ—DRFaXYFZBRLTILET L,
FHRICOVTIE. ROONTAPRF a2 X > hEBRBLTETWL,

o "I A NFv¥RILEFCOEDY — = > DHE"

° "FCH L TU'FC-NVMe SANKR X k D¥ER A E"
D—h—/—RE#EELET
KubernetesZ7 2 AAHNDITARTDT—H—/—KRH, Ry RBEICZOE S a =>4 LR a—L%EITY
FCEBI3MBLRHDET, 7—H—/—REFCRHICERIT BICIE. BDERY—ILZA VA N=ILTEZHREN
HOET,

FCY—ILDA>X =)L


https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html

ARL—=FT 4 VI RAFLAOOATY REHEHEL T, FCY—=IlZA > X =I)LLET,
* FC PVSTRHEL / RedHat CoreOS%* %179 57 —Hh— ./ — R&fEAT 3158 I&. StorageClass

TmountOptionZ#5FE L ‘discard TA VA VDAR—ABEZRTLEFT, 28R LTV "Red
Hat @ F=\:JX> I\"o
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RHEL 8LAf%
1L RDVRATFLINYT—S% A A R=I)ILLET,

sudo yum install -y lsscsi device-mapper-multipath

2. TILFNRzHBML :

sudo mpathconf --enable --with multipathd y --find multipaths n

@ DFIC defaults BL%Z “find multipaths no WAL XY
“etc/multipath.confe

3. BEITHRTH S Z & =R L ‘multipathd £ 9

sudo systemctl enable --now multipathd

Ubuntu
1. RO RFTLINYT—D% A VA M=ILLET,

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. TILF N2 =B -

sudo tee /etc/multipath.conf <<-EOF
defaults {

user friendly names yes

find multipaths no

}

EOF

sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ DFIC defaults BL%Z “find multipaths no WAL FXT
‘etc/multipath.confo

3. NBEWMTRITPTH S Z & =ML ‘multipath-tools’ £,

sudo systemctl status multipath-tools

11



Ny T T2 RIERLDIER

RSANEELY fep sanType & LTTrident NI IV RZEMLEXT “ontap-sane
SR -

* "ONTAPSANRSANEFERLTNYIIYVRERET DI ERELTIT"
* "ONTAP SANDEREA T a > & fl"

FCI> v Ny I RITEC /LA

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

sanType: fcp

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

AbL—=20 5 R%Z2ERRT B0
FRICOVTIE. UTFZ2BRL TSV,
R b - 1370 =

AbL—=205ZDH)

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: fcp-sc

provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
storagePools: "ontap-san-backend:.*"
fsType: "ext4d"

allowVolumeExpansion: True
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {
"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited

permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"

1,
"permissions": [
{

"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/read",



"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,
"notActions": [],
"dataActions": [],

"notDataActions": []

s MELCEBHIDEZTL "EFEINI- T Ry F"Azure location. Trident 22.01Tlx. Z ® location’ /N>
X—BRIENYITIYRIBR T 7AIINDREFMLANIVICHZHBET—ILRTT, RES—ILTIEEINT
BAROEIFEFEINE T,

* Z{EATBIC Cloud Identity & BB "I—H—HEODLHTHEEI D" ZEIEL “client ID. T
ZDID%ZEIEEL XY azure.workload.identity/client-id: XXXXXXXX—XXXX-XXXK—XXXX~—
XXXXKKXKKXXXKXKXKo

SMB/RU 2 —AICEAT 2 ZDHOEH
SMBR 2 —LEERT BICIE. UTHBRETT,

* Active DirectoryHh'5&E I 1. Azure NetApp Files ICEHFI SN TVLWE T, 2B L T TV "Microsoft
: Azure NetApp Files MDActive Directoryi&Z#i Z ERE L UOEEL ET"

* Linuxd> bO—5/ —REeDH< EH1DDWindows 7 —H— ./ — K TWindows Server 2022 £17 L T
L3 Kubernetes? 5 X%, TridentTld. Windows/ — R TETINTWVWBRY RICYT > kTN 7-SMB
R a—LDOIADTR—EEINET,

* Azure NetApp Filesh'Active DirectorylCxt L TEREETE D & S 1. Active DirectoryZ L 7> v ILZ BT
DRCEHIDDTrident>—I L v by =T Ly bEERT BICIE smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'
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version BIZ 1

storageDriverName A=Y R4 N\DEF] I azure-NetApp-files |
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&/ N\RDIERY

ZhiE. Ny I Iy RO AR/IERTY. C DB TIE. TridentldERE SN 7=3HBFRr TAzure
NetApp FilesICRZEINTc TR TDNetApp 7 ATV b BET—IL. LU TRy bZ&EHL., 21
SOT—ILELUVYT TRy FDIDICHLWARY 2 —LESUALICEEBLET, IZEBINTWVWSE
®. nasType nfs 77 AL HAEAIN. NV I IV RTNFSAY a—LApFOESaZ>oanx
3_0

C DWERLIE. Azure NetApp FilesDEBZRIE L TE L TVLWBERET. ERICIIZFOEY 3 =Z>J353R
)a—LICR L TEBIMDER%REST 2 EHRERIZRICELTWLWET,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

AKSDEIETTRID

CDONYIILYR#EBETIE. « tenantID. clientID. H' clientSecret EB& 41 TL “subscriptionlD’
x99, CNnHid. BEXNRIDZERT3H8IEA T3> T,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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AKSD 7 27 RID

CDONYIIYRIBETIX. 75T RIDEERTZ5EIEA T3> THSB. . clientIdD. D
“clientSecret HEE TN T “tenantiD'LVEX J,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools: ["ultra-pool"]
resourceGroups: ["aks-ami-eastus-rg"]
netappAccounts: ["smb-na"]

virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet

location: eastus

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

BET-INIT4NLE2=ERALIREDY —EXLANILERK

CDONYIIY RERTIE. BE27—ILADAzZureDIFFR "Ultra' IcR ) 2 — LHEEE I N “eastus” £

9o Tridentidk. ZDIFFTDAzure NetApp FilesiICEZ SN IARTOY Ty FZHEMICKRE L. 20

WINMNMTHFLWRY 2a—LZ 5 A LICEEL £7,

version: 1

storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

location: eastus

servicelLevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: 'true'
size: 200Gi

unixPermissions: '0777"'



RAE TS — IL¥ERR

CONYIIYREBETIE. 1207 71ILICEBORINL—CF—IILEEELET, . BA3
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes
TR T BEEICERTY, ICEDVWTT—ILEZXFT3=0I1C. IRET—ILSNILDMERAINE L

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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Tridentx AT L. V=3 e 7RASEU TV —=ICEDWTT—20—RADKR) 2a—L%
IO 3=y TEE 9, “supportedTopologies' CD/N\w I T RERDTOv Uik, Nwv o
IR =23 eV —2DU R M zRETZOICERINEY, CCTEETSU—>ray
£V =2 DfElE. EKubernetesV S XX/ —RDIRILD) =308V —VDEE—HLTVLWIHE
KHOEFd, oD =328y —2iF. ANL=U IS XTHEETEIHBRMEDI)ZINTE, NN
YOIV RTIREINS )23 eV -0y b 280X ML =205 XDIFE. Tridentldds
EeSnrc)—oa>eyVy—Iih) a—LzERLE T, FMICOVWTIE. ZBRBLTEELCSI
rOCzFEARALET

version: 1

storageDriverName: azure-netapp-files

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct

clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa

clientSecret: SECRET

location: eastus

servicelevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

supportedTopologies:

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1

- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

2ARL—C IS RADESE

LUF® "StorageClass €& ld. LD RA ML= T—ILERLTVET,

T4—=ILRIF>IATIRTA4 ./ LA parameter.selector

Z#fFEF T % parameter.selector & K a—LDKRAMIMERTZREST—ILCCICZIBETEET
‘StorageClasso R a—LAIliE. BIRLIET—ILTERSNIEZLNHBD X,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=gold"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=silver"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=bronze"

allowVolumeExpansion: true

SMB/R ) 2 — LD EZEH

‘node-stage-secret-name'« BLVZFEHATS '"nasType’

namespace’ &+ SMBAU a—LZIEEL. BEXActive
DirectoryZ LTI ¥ ILEZEETEET,

‘node-stage-secret-
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FTIAI bR —LAR—ZADEXREE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

Z—LAR—RAZCICERDZ =Ly FEFERT S

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RU2—LCICBBZY— Ly FEERT

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}
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@ ‘nasType: smb’'SMBRY 2 —LZHR— b3 7= ILICHLTT7 s IILZZEBLE T,
‘nasType: nfs’ £ 7213 "nasType: nul’lNFSTF—JLD 7 1 JL X,

NY I TV RZEBRLET

NY I TYRBRI7 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKRELIGEIE. Ny I I ROREICENEENDHD I, ROARY R ZRITI B
& OJ72RRLTRERZRETE XY,

tridentctl logs

W7 71 ) CRIBEEZEELTEIEL S, create ANV REZHERITTCEFEJ,

Google Cloud NetApp7R 1) 21— L
Google Cloud NetApp Volume/\'v 7 T > R DKRE

Google Cloud NetApp VolumesZ Trident® /N VTV RE L TRETETRLSICAD X
L 7zo Google Cloud NetApp Volume/\w I T RZfERAL TNFSHR) 2 —LZEH TS
=

Google Cloud NetApp Volumes K 5 -1 /XD ¥

Tridentld. 75 AR EBETBODRFANZRML £ google-cloud-netapp-volumes, HR— b
INTWB 77t XE—RIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

(N2 AV O3 ARUa—L HR-—bETNhTWETY HHR-—bZINZT771)
E—FK TRXRE—F AT LA

google-cloud- NFS 771l RWO. ROX. RWX. RW nfs

netapp-volumes AT L oP

GKE®D 7 27 FID

227 RIDZERYT 5 . Kubernetes’hy Rid. BAREYZGoogle CloudV L 7> > v IILZIEE T 2 D Tld%
<. 7—270—FIDE LTEREEY 5 & T. Google Cloud )Y —RIZT7IVELATEXY,

Google Cloud TY Z I RT7ATUT 4T+ ZiERT3ICIE. U TFHBETT,

* GKEZf#R L TEA TN 3Kubernetes 5 XX,
*GKEYV ZRRICHESINT7—270—RID. LU/ — R T—ILICRESINTIEGKEX X T—R2H—/\,
* Google Cloud NetApp®D 7R 1) 12— L'EIEE (roles/gcp.admin NetApp) O—ILE/IFHR X LO—IL &R
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Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml'|C “"GCP" 'E®E ‘cloudProvider ' L ‘cloudIdentity
“iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com” &

(e}

Bl

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

RDBEZ%Z AL T, * cloud-provider (CP) 7374 & cloud-identity (Cl) *7 54 DE%ZFHE L
x93,

export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com"

ROB Tl REZHZFEAL TTridentz 1 > A b—JLL. ZGCPICEREL cloudProvider. %
RIEZ = $ANNOTATION' L T "$CP Z5%%E L "cloudldentity’ & 9

helm install trident trident-operator-100.2406.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code> tridentctl </code>

ROEIBZH % FEA L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="GCP"

export ANNOTATION="iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com"

ROBITIE. TridentE A >R k—JLL. 755%ICHEL. “cloud-identity’ % "$ANNOTATION'|Z
*$CP E&7E L “cloud-provider £ 9,
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tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp Volume/\w U T R%ERTET % %fm

Google Cloud NetApp Volume/\'w Z T R%ZFKET DRIIC. RDEHEINHL-INTWLS
R TINENRHDFT,

NFSRUa—L/EVTA23oTry

Google Cloud NetApp Volume%Z #1& T £ 7= 133 L LS TER L TW %5 & (X, Google Cloud NetApp
VolumeZztw k7w FLTINFSRY 2 —LEERTB71DIC. WS OO DR ENNVRETT, #BEBL T
KTV BERT 280"

Google Cloud NetApp Volume/\w I T RZHET Da1IC. ROEZEHZHBLLTVWEA ez LTSS
LYo

* Google Cloud NetApp Volumes Service TERE S f17=Google Cloud 7 hHU > ko ZBRL T ZEW
"Google Cloud NetAppR 1) 22— 4"
* Google Cloud7 A7 > bD7OP TV bES, ZBRL KTV IOV Y FOFE"

* NetApp Volume Admin) O—JLAYEID HT 5N 7-Google CloudT—ERXT7HT > +
(roles/netapp.admin, ZBRBRLTLL IV IDE LUV T7 I/ AEEDO—)L E1ERE"S

*GCNVZ AT Y FDAPIF—T 71 ) ZBRLT"U—EXTHI Y bF—Z(ERRLET"
* ARL=T—), ZBRLTKIETWVW" R L —=I T = LOEE"S

Google Cloud NetApp VolumeN®D 7 Ut A DFEHEDFMICDOWVWTIE. ZBERL T T L) "Google Cloud
NetApp Volume D7 7 X%ty c 7y 93"

Google Cloud NetApp Volume®D/\'v I T RiBA T 3> &4

Google Cloud NetApp Volume®DNFS/\ww I LY R#EMA T a3 VICDWTEHBAL. 85
FlzHERL £,

NV IITY RIBEA T3>

ENYIIVRIE. 1 DD Google Cloud V=23 VICARY a—L%xFOEY 3=V LET, i) —2 3
VIR a—L%EERT2HE1F. Ny II YV REEBIMTERELEY,

INTX—& S rmaiEA TIAIL b
version ®IC
storageDriverName AR L= RS /INDE&HI DfEIF

storageDriverName

'google-cloud-netapp-
volumes] YIEET BIHE
b £d,
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cb6ed6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |
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apivVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-west6
servicelLevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cbb6ted6d7ccl0c453£7d3406£c700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3b1l/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE47K3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8BR4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
XsYgogyxy4zqg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-gcnv
spec:
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version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079"
location: europe-westo6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:

name: backend-tbc-gcnv-secret
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T ZXRTRIHICFERINE T, LERIE. ROBITIE performance « RET—ILZX7F]T 3
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: 'f2cb6ed6d7ccl0c453£7d3406£fc700c5df0ab9ec’
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNChRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jJK3bl/gqp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
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znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/gqp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507)Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '123455380079'
location: europe-westb6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: '103346282737811234567"'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: '10'
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: '5'
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:



performance: standard

servicelevel: standard

GKED 7 57 RID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelLevel: Premium

storagePool: pool-premiuml
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HR—bENDZ RO

Tridentx AT L. V=3 e 7RASEU TV —=ICEDWTT—20—RADKR) 2a—L%
IO 3=y TEE 9, “supportedTopologies' CD/N\w I T RERDTOv Uik, Nwv o
IR =23 eV —2DU R M zRETZOICERINEY, CCTEETSU—>ray
£V =2 DfElE. EKubernetesV S XX/ —RDIRILD) =308V —VDEE—HLTVLWIHE
KHOEFd, oD =328y —2iF. ANL=U IS XTHEETEIHBRMEDI)ZINTE, NN
YOIV RTIREINS )23 eV -0y b 280X ML =205 XDIFE. Tridentldds
EeSnrc)—oa>eyVy—Iih) a—LzERLE T, FMICOVWTIE. ZBRBLTEELCSI
rOCzFEARALET

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct

clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa

clientSecret: SECRET

location: asia-eastl

servicelevel: flex

supportedTopologies:

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a

- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-b

RDFIE

NY IV RBRT 7ML 2tBLIcS. ROOARY FZ2RITLET,

kubectl create -f <backend-file>

Ny I RHEBICERINICC E 2RI 3ICIE. ROOARX Y RZRITLET,

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

NV I ITY ROERICKBLIZSEIE. Ny I ROEBREICALIBEERHD £, NV IIVRICDWT
g, ATV REFEBRLTHATZIHN. OOV R2RTLTOV 2R LRLTERZHETE X T kubectl

get tridentbackendconfig <backend-name> o
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tridentctl logs

W77 OBREZSELTEELRES. NI IV RZHIB{L Ccreate ANV REBEERTCE X7,
Z DDAl
ARL—=SOSZOEEDH

UTFIE. ERRONYy I IV R 28R I2EEANRERTY StorageClass o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:

backendType: "google-cloud-netapp-volumes"

714 —I)L Rz {ER L71-E#EP parameter.selector :

#{FEA T B parameter.selector &« A a—LDERAMIMERAINZRICH L TEZIBETT XY
StorageClass "R T—I)L"o R a—LAICIE. BIRLIET—ILTEESINERZNHBD £,

45


https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html
https://docs.netapp.com/ja-jp/trident-2410/trident-concepts/virtual-storage-pool.html

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium"
backendType: "google-cloud-netapp-volumes"
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=standard"
backendType: "google-cloud-netapp-volumes"

A= 3XADOFMICOVWTIE. ZBRBLTLKETVW" AL =Y 0 TR EHT %0 "

PVCEZDHIPVCTIX./ LA

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVCHINA Y RENTVWBIHQESH ZRERTBICIE. ROOAY > REETLET,
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kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

Google Cloud/\'v 7 T > KFIZCloud Volumes Service #:&E L £

RSN TVWSERHIZERL T, Trdentf Y X F—=JLD/N\w I T K& L TNetApp
Cloud Volumes Service for Google Cloud=#m{§ 3 HE%=HBEL 95

Google Cloud K 5 1 /\DF¥H
Tridentid. VAR EBRETIODRTANEZRMBLET gep-cvse HR— TN TVWET7IEZXE—FR

l&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX). ReadWriteOncePod(RWOP)T
ER

(N2 AV Zok3al A)a—LE HR—-—PINTVWET7IER HR—FrINZT71ILIR
-k t—FK T L

gcp-cvs NFS T714IL X RWO. ROX. RWX. RWOP nfs
T I

Trident/C & % Cloud Volumes Service for Google Cloud® 1 7R — ~ D FFH

TridentTld" U —E X424 7", RD2DDWLVT NHIZCloud Volumes Service’R) 2 —LEZEKTET £,

* *CVS-Performance * : T 7 #JL b DTrident—E X X214 7, NTA#—I > ADFEBILETN-ZDOH—E
224 TNE NI A—I VA ERTIABRIBEOTV—I7O0—-RICRETY, CVS-NTA—T VAt —
EX&ZA Tl 10 XHPM100GBULEDRY) a—LEHYR—FTBN—RITT7HF3>TY, "3200H
—EZLRNILROWVWT D EEIRTETET,

° standard
° premium
° extreme

* *CVS*:CVSH—EXAA FliF. FREDONT +—I VA LANILICERINIELANILORAYZ18H
LEXd, CVSH—EXZATIE. AL =T =L EERBLTIGBREDR) a—L%xHYR—bT35V 7
EOTT7HAFT3oTT, ARL=T—=LICIERASOEDR) a—L%ZEZFDHBENTE. IRTDOR
Ja—LTT—ILDBEENT A—IVAEHBETEZXT, 2200 —EZXLANILROWVWTNH%ZFEIRT
FTET,

° standardsw

° zoneredundantstandardsw

HEBRHD
Ny I ITYREHRELTERTY 3ICIE "Cloud Volumes Service for Google Cloud"s JRDHDHHRETT,
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https://cloud.netapp.com/cloud-volumes-service-for-gcp?utm_source=NetAppTrident_ReadTheDocs&utm_campaign=Trident

* NetApp Cloud Volumes Service TERE & 117=Google Cloud7 1o > ~
* Google Cloud 7Aw> b 7O> Y +ES

s O—I)LH'EID HTS5MN7Google Cloudtr—E X777 > b netappcloudvolumes.admin
* Cloud Volumes Service 7 17 > EDAPIF—T 71 )L

NI TV REBHA T3>

BNYIITYRIE. 12D Google Cloud ) =3 iR a—L%EFOES 3 =Z>FLET, o — 3
VSR a—LEERT3BEIE. NI IV REEBMTEELE T,

INTA—=H
version
storageDriverName

backendName

storageClass

storagePools

projectNumber

hostProjectNumber

apiRegion

apiKey

48

H A

A L= RS NDEH]
DR LBFEIFRA L= Ny IR

CVSH—ERZA T=HETRODA T a>DN
TA—R, CVSH—ERZRA T%ZEIRT B 7-0HICFH
L “software’ £9, ZNUANDIFE. TridentidtF—E
AR A FTHCVS-Performance & &7 S #1("hardware’
i-a-) [e]

CVSH—ERZATDH. R a—LIEKADI ~L
—OT—IINBEETZIA T a > DINTA—=H,

Google Cloud 7ho > tp7O> o h&ES, D
fEl%. Google Cloud R—ZILDHE—LR—JIZHD
£9,

HEBVPCHRY b T — U ZERT3FEIFHWEATT, O
DI F ) ATIE. “projectNumber’idHh—EX 7O
T 7 k. “hostProjectNumber (d7R X 7O T b+
T9,

Tridenth'Cloud Volumes Service’/R') 2 — L& {ERRT
%Google Cloud) —> 3>, V=3
fKubernetes”V 5 XA X = EX 9 2355, TIER L7
A a—LAlF apiRegion. EEDGoogle Cloud!) —
DIy /—RTRyTa—-)lancTtuwsdo—os0—
RTERTEET, V=3 B S 710 v 2IEEM
JZARERESHEXT,

A—JLH'EID HT5MN7=Google Cloudtr—E X7 7
7> FDAPIF — netappcloudvolumes.admin o
CDLAR—FICIE. Google Cloud H—EX7HT >
FOMERT 7LD JSON EXD IV TV UHE
FNTVWET INVIIVRBRT7Z7AIICEDEZE
:lto_éhij) o

TTA4IE
o
"GCP-cvs"

KA N%+" "+API F
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NTA—=H

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

allowedTopologies

HonanEA T7#ILE

CVSTHU Y hADESICTOF O —N\DRELIG
&lF. 7OFDURLEIBEL I, FOF>H—/NIC
I&. HTTP FOF% > & 7=l3 HTTPS 7OF > % {FEAT
EET, HTTPS 7OX > DIFE. 7OF U —NT
BOERIAEZFA T 2 7-OICGFAZEDEEIX X F
wITENET, SREEABEMCHE->TVWBR OFTH—
NEHR—brFINTVWEH A

NFS YUY b7 7S 3 >0 EHD I, "nfsvers=3"
BREINAR) 2a— LA IR OEEBITVSE "™ (F74JL TIXER
SlEFOES g IrEBLET, ThEEA)

FILWARY2—LDCVS -NTH—IVALRNILE CVS-NTH+—T>VADT
IFCVSH—E XL ~JL, CVS-Performance D& 7 #JL k& TStandardl
standard. . “premium X7zld “extreme' T TYo CVSDT 7 #IL I~
9, CVS{E|Z standardsw’ F 7= | "standardsw" T9,
‘zoneredundantstandardsw' T 9,

Cloud Volumes Service 7R') 2 — LIZ{FEHEY 5Google 77 #JL
Cloud=xw kT —7,

SN a—FTa VORICERTZT/N\vI 735 null
o BBl "\{"api":false, "method":true} k> FIL> 2 —

T4 IR TOTEHMBOIR Y THRERIZEZR
I DA T aAVIFERLBEVWTLIEEL,

=3 VBT REBMICT BICIE
MDStorageClassEF allowedTopologies ICF AN
TN =23 hgENTVIHELNHDF T, fl:
‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

RUa—L7OES3aZ>IFFoa>

FTI7AI DR a—LTFOED I =T BT 7AILOEIS 3> THIIEITE X T defaults,

INTX—A

exportRule

snapshotDir

snapshotReserve

H A TI7#ILbE

HBLWARYa—-LDITHYRKR—F "0.0.0.0/0"
JL—IL, CIDRZKRE®D IPv4 7 KL
2FERIFIPVA T TRy FOEED
HASOEE DI TXY>TEE

ETIBERHD £,

FTALIRIANDTIER AIAY-3

.snapshot

Snapshot BBICH—JEdnTW? "™ (CVSOTF 74 MEZZDFE
A a—LOEE EER)
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NTA—=H HamaneA T7#I b

size FLWRY 2—LDHAX, CVS- CVS-NT#—IVIAHF—EZXDAZ
INT #— > A&/ MEIF100GIBT A FIdF 7 +JL LT MM00GiB) T
¥, CVSE/JMEIF1GIBTY, ¥o CVSH—ERDRA T TIET

T EDRESNEEA
M. 1IGBULEINHKRETT,

CVS -NT #—<I VR —EXDBEDH
TOFIE. CVS -NT A=YV RAY—ERXREZA TOEREFERLTWVWET,

B RNBRDIER

S TTAILED TFE) —EXLARNILTT I AILEDCVSNT =XV AF—ERRA T= &
RAYI3&/NMN\y I Iy RIERTTY,

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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2 : F—EXLANILDOHEE

COBFE. T—ERLRILRR) a—LDOTIFIERE NIV RERA 72322 RLTULE
ER

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i



B3 : RAE T — L DR

CDFITIE. ZEAL T, ‘storage RET— L ZBR T 5 %ZREL StorageClasses’£9, AL —
PUZADERFEICOVWTUE. ZBRBLTA L -2 T RDEERIK I,

CCTlE. IRTORBT=IIHEDT 7AW DR EINE T, TNICED. DB%ICRESN. D
exportRule’0.0.0.0/0ICSRE SN “snapshotReserve £9, RET—ILIF. €U a>TEEL
‘storage £9, Bl 4 OREBT—ILIFENZNIHBICERZRIN “servicelLevel. —ED T—)LI&

T7AIMEZEEZTLET, RET—ILIRNILZFEBLT. LY protection ICEDWVWTT—)L

ZXBILEX L7 “performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west?2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

A= O ADEE
R(DStorageClassEE|F. RET—ILOEHAICERINE S, ZFHT S L parameters.selector. K

) a—LDHKRR MMIERT Z1RET—)L%StorageClassC CICIEETE £ 9, RN a—LAlClE. BRLI=T—
ILTEESINEERDSHD FT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=extreme; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=extra"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: "performance=premium; protection=standard"
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-standard
provisioner: csi.trident.netapp.io
parameters:

selector: "performance=standard"



allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: "protection=extra"
allowVolumeExpansion: true

* m{JDStorageClass(cvs-extreme-extra-protection) NEFIDRET—ILICIvEY T ENET,
2Ty T3y FFHD10% OIFFBEICEVWNT A =TV A ZRMHPETI2HE—DT—ILTY,

* & DStorageClass(cvs-extra-protection) (& 10%DXFy Fo gy h)HF—T%IEHTZII L
—OT=IZEFOHL£T, Tridentid. BIRTBZRET—INZREL. RFvTTay b FHRNOEHZHRE
%CC%TC L ijo

CVStr—EX %1 T Df
ROFF. CVSH—ERZATDREFMZRLTVET,
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ZhE. CVSH—ERRZATET T AN EDHT—ERXLARNILEIBES B7-9IC “standardsw = {EH T %
=&/ND/Ny U T2 RiEH “storageClass' T,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelevel: standardsw
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Bl2: AL—STF—ILOFER

CONYIIY RIEFROHITIEZ. ZFEHALT storagePools A AL —S F— )L EEELTVWET,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079"
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"

private key: |-

client email: cloudvolumes-admin-sa@cloud-native-

data.iam.gserviceaccount.com
client id: '107071413297115343396"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token
auth provider x509 cert url:

https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:

https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-

sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software

zone: europe-westl-b

network: default

storagePools:

- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelevel: Standardsw

XDF|E
NYIITVREBR7 71V EER L5, RO RERITLET,

tridentctl create backend -f <backend-file>

NV I ROERICKBLI-SEIE. Ny I ROEBREICAHLBERHD £, XOATY REFETITS

& OJ2RRLTERZRETE XY,
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tridentctl logs

W7 7)) CRIBEZESELTEIEL S, create ANV Y REHERITTCEFET,

NetApp HCI £ 7|3 SolidFire /N\'w I IV R%ZHRELEFT
TridentiRIZE CTElement/\w I T RZ{ER L TER T 3 AEICDOWTERBAL X,

Element K 5 1 /NDEFHA

Tridentid. V5 AREBETBTODANL—URSANERHBLET solidfire-sane HR—F3ENT
W37 71 XE—FIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

‘solidfire-san" A L — RSN

_file and block volumeE— RFZHR—FLTWVWET, volumeModeDIFH

‘Filesystem's Tridentld R a—LZ{ERL. 77 1IN RATLZERLET. 771
TLDRA FIE StorageClass THREINZE T,

(N2 A ZJOor3alL A)a—LE—R HR—rEINTWE HR—LINZT7
TUOEXE—FR AN AT L
solidfire-san iSCSI JOwvy RWO. ROX. RWX 77> XTFLH
. RWOP HOFHA raw 7
Ay 77 NART
ERS
solidfire-san iISCSI T74I T L RWO. RWOP xfs. ext3. ext4

HIad BHi0IC
Element/\w o T > REERR T BHIIC. ROBHRHAUNBIZHD 9,
*ElementV 7 b x7%52FET93. YR—FEROI ML —J X T L

* NetApp HCI/ SolidFire 7 5 R R BBE X -IIAR) a—LZEEBTES TV FaA—HFDILT>I vl

* $ARTD Kubernetes 7—H—/ — RICEYZ iISCSIY—ILEA VA N=)LTINERHD £T, 280
LTLIEEW" D —h—/ — RO%EEER"

NI TV REBHA T3>

NYIIYRBEA TSI VICDOVTIE ROKRZERBLTLIEE L,

S&

INS A —& B hEREH FIAILE

version = |
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storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups

Types

limitVolumeSize

debugTraceFlags

C) ESTIa—FTa > T%iTULN

B hEiEA
ZARL—=U RSANDLR

HRBALBERIZRA L= NN Y
JIVR

THFYRDILTYOvILEER
9 % SolidFire 7 5 X2 ®D MVIP

ZARL—2 (iSCSI) DIP7RL
RER—b

R a—LISERY ZEED
JSON FER D ZRILDE Y bo
®RIBTH> bR (RoN5HR
WSS ICIER)

iISCSI bS5 T7 1 v I ZREDRR b
AR —T A RHPRLEFT

CHAP#Z{EMA L TiSCSIZEREEL
9, Tridentl&CHAPZERB L £,

FRTZT7I0ERTIL—TIDD
e

QoS D 1#k

BREINTA) 2a—LHPAIHT
DEZBRTWBIFE. 7OEY
IZVIOHRRBMLET
ESON>a—TFTa Y JRICER
I237N\vI T30, fl: {"API"
. false . "method" . true}

“debugTraceFlags' TL 723 LY,

FT7#ILE
&1(C T solidfire-san-

riscsl_j + X kL— (iscsl
) IP 77 KL X SolidFire

TFT7AIE

IELWL

Mrident ] CWSERIDT 7t X
TIN—7DID #BELET,

C(TITAIPTIFBEBRAINIEA
)

null

GO I Y THRBRZEZIRE. IEALEZV

1 :3DDR) a—LRATEFDORSANDNY I LY R solidfire-san

RDOBIE. CHAPSREEZERT ANV II VR IT7AILE. FHED QoS fRiEZBEA LT 3 DDRU 2 — L&
AT7DETI T ZRLTVWET, RIS ARL—=—20FRNGA—R2%Z2ERALTEXA ML -0 5 X ZEH

TB3LDICEERLET 10PS,

59



version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
TenantName: "<tenant>"
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

B2 RET—ILEFERTARSA/NDNYIIVREARL—C TS ZADERK solidfire-san

CDFlE. RET—ILEeHIC. ENS5%EBIB Y BStorageClassesE EHICEBH TN TVWBINY I IV RES
77N ZRLTVWET,

AML=—STF=IUCHERET R I5ANILE. JOED 3 Z Y FBICNY I I Y RIAML—LUNICOE—LE
I Tridente A RL—UBEBE L, RET—ILSEICSRNILEZEEZLED. R a—LESRILTHTIL—FL
7=bTEZE7,

UTFICRIY Y TILONY VIV RERT 7L TIE. IRTORX ML= F—=IILICREDT 7 4L FHERE
INTED. FOT T AJL MEALSilverlZBREINT type WE T, IRET—ILIF. 23> TEEL
‘storage’ ¥ 9, ZDFITIE. —FDA L= F—=ILHHBOR A TZREL. — O T—ILHEEZDT 7 =+
I MEZ EEZLET,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: "<svip>:3260"
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TenantName: "<tenant>"
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-1l-cluster
region: us-east-1
storage:
- labels:
performance: gold
cost: '4'
zone: us-east-la
type: Gold
- labels:
performance: silver
cost: '3"
zone: us-east-1b
type: Silver
- labels:
performance: bronze
cost: '2'
zone: us-east-1lc
type: Bronze
- labels:
performance: silver
cost: '1'
zone: us—-east-1d

RDStorageClassE#&EIF. LERDIRET—ILZBRBLTVWET, 704 —ILRZFEALT
parameters.selector. ¥StorageClassid R 2 —LDEIMIEATEZRET—ILZFVOELET,



R a—LIZiE. BRLERE7—ILATERSNICERZD DD FT,

&f]DStorageClass(solidfire-gold-four) NEAIDFEBT—ILICIvEYITENFET, Chld. d—JL
RONT3—IVRED=IRDNT =TV A %ZRMTEI2HE—DT—)LTY Volume Type QoSo EiZ
(MStorageClass(solidfire-silver) |&. SiverNT7 =YV RAZRMBTEZIA L= T—ILZFUHL £
To TridenthiBIR G ZRET—IILZREL. ARL—CBHANBLEINDLSICLET,
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apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=gold; cost=4"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl1

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=3"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-bronze-two

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=bronze; cost=2"

fsType: "ext4d"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-one

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver; cost=1"

fsType: "extd"

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver

provisioner:
parameters:
selector:

csi.trident.netapp.io

"performance=silver"

fsType: "ext4d"

63



ISR

* R aA—-LT7OERTIL—=T"

ONTAP SAN K 5 /\

ONTAP SAN K 51 NDBE

ONTAP & & U Cloud Volumes ONTAP @ SAN R 5 Nz fEF L7 ONTAP /Ny o T~
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ONTAP SAN R S 1 /\D¥#

Tridentid. ONTAPY S AR EEETBT2OHDXDSANZA FL—J RSIANZRELEFT, HAR—FINTL
277t XAE— FIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

NI AN

ontap-san

ontap-san

ontap-san
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* NVMe Tx A T+ 7ICHR— kT 3DH-HMAC-CHAP
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* LUKSEES1L

ONTAP SANRSANZFERBLTNAYIIVRZR/ETIEHEELET

ONTAP SANR S /NTONTAPNNY I LT Y REBR T B3T-ODEBEHRCERA T arvE
BELE9,

2

FARTODONTAP/NY I T RIZDWT, TridentTSVMICT7J U7 — b ZD R EBH1DED B TEIVNEND
DEJ,

BEORSANZEITL. 1 DERIFEBORSANEEBRIBZA N —CITRAEZERTRCHTEE
o T2 ZIE. RSANEFERAT S50 ontap-san’ &« RS54 /\ “san-default ZEFEHATZITX%
‘ontap-san-economy FRE CIXT 'san-devo

ITARTDKubernetes7—H—_/ — RISEYIRISCSIY —ILE A VXA =L LTELLKBELRHD £9, SHAICD
WTIE. ZBRBL TSV D —h—/ —Ra&EHELET",
ONTAP/\w U T RD3E:
TridentiCld. ONTAP/NNY J T ROFREEIC2DDE—RHAHBD XT,
* credential based : MWERIERZIFD ONTAP A—HDI—HHE/NXT— K, ONTAPON—I 3V &R

AIEOERMHRERT 3701, ¥ vsadmin B OBRIERINcEXF a2V T O > O—IL =2 EH
TR LCEHREL admin'£9,

* SEBAZEAN—X : Tridentid. NI IV RICA VA F—ILENTVWBIIAZ#EA L TONTAPY S XX &
BETACHTEET, COFZE. NYIIVREREICIE. Base6d TTYIA—RISINEISA4T7> bk
SERAZE. ¥—. BLMEEIN CASIRAZ () NEXEFNTVWAIHRELNHD £,

BEONYIIVREZEHLT. JLTYIVvIR—ZADAREIHAER—IOAREZTIDEZZ LN TSE

66



9o Il —EICHR—ENBERELAEIRI DT T, BOSEARICYIDEZBICIE. NvoTY
FREN SEIFEOARZHIRT 2HENBHD XT,

@ JLTUOVEHRZOMAZHEELLD TR E. NV IIY ROERMEE L. H#ER7
7AILCERORAAENIEETNTVWBREVWS IS —HRRINET,

ILTYIvIR—ZADFREAZEMILET

Trident"'ONTAP/Nw I TV REBET BICIE. SYMERRE LTV S A2 EWRE LI-EEEICNTZIL
TUOIVILHDMETT, ® vsadnin REDHBRERSNIIZEOO— I ZFERTICZHELET
‘admine CHUZED. SEDONTAPY ) — X TERAT ZHEEEAPIN AR SN 3 AIREMD B B R D Trident )
)= DI EBREDERINE T, TridentTld. DRAZLOEF 2V FO0 40 >O—)L%{ER L TER
TETEIH HERESINFEEA.

NYIITYRERDHNFIRDELSICHED ET,

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYITIVRERIE. JLTOOYIDTL—2TFAMNTRESNDIHE—DIGFATH S ZEIEFRELTLE
TV NYIIVRMERCND . I—HRE/INXT—RH Base64 TLYI— RN, Kubernetes > —
Ly b LTRIASNE T, LTV vILORBEDRELRDIE. Ny I I ROERFISEFHEITT
To COUIBIZBEIEESEAT. Kubernetes/ A ML —SBEBELNEITLED,
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AEEAEN— X DFEZBRICT B

FRRFLIIEEONY I T RIZGIBEZ#EAL TONTAP NI IV REBETEXT, NVIIVRES
ICIE 3 DDNTA—EIHBUNETT,

* clientCertificate : Base64 TLZ>1—R3IN/i=o 541 7> MEBBED(E,
* clientPrivateKey : Base64 TI > d— KT N7-. EEERITSNI-MBHHEDE,

* trustedCACertifate: (S8 SN 7= CASEBEZ M Baseb4 T > 11— R, ST NT- CAZFERT 35513,
CDINTA—REZIBETIUNENHD XTI, EESNTCCANMEHINTULEWVEEITEFE L THFEFVE
Ao

—fERR T — o JO—IPRDOFIETHERINE T,

FIE

1. 75’(7\/ I*:EEEEKA: %Eﬁibi?o QEEEH%L:\ ONTAP J_ﬂt LTEIL.\DIE?%J:D‘L Common
Name (CN ; #&%) ZREL X T,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. (S¥ETNT- CASIFAZ % ONTAP VS X AZICEBMLE T, COMEBIX. R ML—JBEEN T TICITOT
WABEEMMRH D £, ERETETD CANMERAINTULWEARWESIZFERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RAICUSA TV NEFABE X —% 14>V M=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPOtEFaUTsOJ4 vO—IDREARETR— L TVWBZCZHEEL XY certo

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
—authentication-method cert

S. AR MNF-FIEAE % FEA L TER5E% T X FONTAP BIZ LIF > & <vserver name> |3, BIELIFDIP 7 K
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LABELVP SYM BICEZTHEZ TSV,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 TEEEAE. ¥—. BLWMEFE N CAFIEERX T O— R T %,

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

7. FIDOFIETEEZEBLTNY I IV RZERLE T,

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmomo= S e e e Fommmmmmmmesrrrrrrrre e reme s e emm o
Pommmmm== o= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fommmmmmmmm== P mesase== LB it
o= o= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

Fommmmmmmmm== e memesssa== Bt et



AL AEEEH T BN JL T vIiEd—T—>3> LT

BEONYy IV REZEHL T ORMAEZFERLED. LT vIzO0—FT—>3 > LEDTER
o CNIIEBEEDHETHHELET, I—TRENRT—REFERETZINYIIY RISIHAEXFERTS
ESICEHTETEIN, AMEREFERTINY VIV RIEA—HYRENRT—RICESVWTEHRTETEI,
NETSICIE. BIEFEOSEEAEZHIRL T, ILVLEREEAZEZEBMT 3RENH D 9. RIS, RITICHBER
INT A= ZFTEF S Nicbackend.json7 7 1 )L ZfEF L “tridentctl backend update’ £ 9,

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

fomm - e ittt b o
T e i+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R frememesessess==== fememesee s e s s s s s s s s e
f======== fememe===s 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femsmmmmmma== fomsmsesasas===== fes=ss=ssssscscscssossssssssssssssssa=s
e fro— e +

NRT—=ROO=T—>32ZRITTBRICIE. R FL—CFEENRYIC ONTAP TI1—¥
DNRT—FEBHTBRENBD ET. COBICNYIIYRT v IF— MGEET. &
() ®BEon-—7->a aRATsRIE. BROTABEI—FICEBNTBCLATEET, £
O, Ny oIV EHBHENTHLVEBEN BRSNS &S ICADET. COMEHEIH
<HEWIEBBIE. ONTAP 25241 SHIBRTS 7,

Ny IIYVREZBEHLTH. TTIERINTWVWBRY a—LADT7 IR IFHEINT. ZOERDORY 12—
LESICHODEELEEA. NYIIYROEFHHHINGT S E. Tridenth'ONTAP/N Y I TV RE@E L. A%
DR 2a—LAUIB%NIBTEDLSICHED X,

TridentFHD 1 X % LL\ONTAPO— )L DYERK

Trident CALIE% R1T9 3 7= ICONTAP adminO— )L ZFEB T 3HEHL B VK 51, &/ \PrivilegesZ ¥
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DONTAPYZ SR ZO— LB TE X9, Trident/\y I T FERICI—HR%Z20H S &, TridentfEak L 7c

ONTAPY SR ZO—ILHMERA TN TUENRITINE T,

Tridenth X X LO—I)LOERDOEEHRICOWVWTIE. ZBBLTLLETI W Tridenth R 2 LO—I)Lo T L —42"

ONTAP CLI/ >3y
1L XAV REFALTHLLVLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all

-vserver <svm_name\>

2. Trident21—HD1—HEL%E/ERKL £9

security login create -username <user name\> -application ontapi
-—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3 1—HicA—-ILEIvEYILE T,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager®fFH
ONTAPY X T LR %X —2 v T, ROFIEZETLET,

1. AZL2 LO—ILOVER :
a JZRAZLNILTHRZLO-IIZERT BICIE [V 7 ARP[RE ZFERL £ 9,

(£7218) SVMLARILTHRZLO=IILZERT BICIE. *[R b L —>[Storage VM]>[ERE]>[

I—HeO—)L]*ZERL ‘required SVM £ 7,

b. DIEICHZIKRENTA Y (—*) ZFRLET,
C. [Roles]* T[+Add]*Z &R L £ ¥
d O—ILDIL—=IZEEL. REEIVVILET,

2. O—=)LETrident1—HICY Y T3 +2A—HeO—IIIR—STROFIEEZETLE I,
a. T[7AAVOEM+ZEIRL £,
b. RBARI—HE%EFEIRL. *Role* D ROV TE T X Za—TO—)LEBERLET,
C. [fxfF (Save) 1ZUUvILET,

FHICDOVTIE. RDR=DZ2BBL TSV,

* "ONTAPOBIEBHAD AR X LO—)L"FIE"H R X LO—ILDEER"
s "O— )L 1—H%ERTI"

71


https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://github.com/NetApp/trident/tree/master/contrib/ontap/trident_role
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/FAQ__Custom_roles_for_administration_of_ONTAP
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap/authentication/define-custom-roles-task.html
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api
https://docs.netapp.com/us-en/ontap-automation/rest/rbac_roles_users.html#rest-api

X751 CHAP Z R L TR ZREL £

TridentTld. FZ4/\¥ ontap-san-economy’ R T4 /NDONAFCHAPZHEHA L Tiscsittwy > a3 = ERak
TEET ‘ontap-san,e CUTIF NI IV RERTA T a>ZEMITIHNENDHD 'useCHAP' X
To ICERET D ‘true’ &\ TridentidSVMD T 7 4L b DA Z> T—2tFa ) 71 ZWHRCHAPIZEE L.
A—HRe—ILy bENYIIVR T 7AIUCEREL T, BEHOREEICIIINT5E CHAP Z@EEd5 C
CEWRLFT, ROFREFAZEBRLTLLEETL,

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svm: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘UseCHAP NS X—RIZT—ILEDODA T a>T. —ERREITRETCEEd, T 74/ LTIE
false ICERESNTWVWET, true ICERELHE T, false ICHRTET D IFTETEH Ao

& 5|Z useCHAP=true. chaplnitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername. H& U chapUsername 74 —ILRENYIIY RERICEDZIVELNHD XY,
—ULwhE ERITLINYIIVRZERLIEHEICEETEEXY “tridentctl updateo

gz

truelCERE T3 ‘useCHAP ¥, X L —UBBEILTridentic R L —Nw U T R TCCHAPEZER T A LD
ICETRLET, CNUSIFTOBOREENET T,

*SVM TCHAPZtEy 7Y FLET,

CSVMDT I A MDA Z>IT—R2tEFa)FT4321Thnone (F7+JLNTHRE) *Ts *RUa—L
ICBEZDOLUND R LB E. Tridentld T 7 4L bDEF 2 ) T4 X1 T%ICKREL cHaAP. CHAPT =Y
I—ReA—=Tyw brDA—HRHEe>—IL Yy FOEREICEAXT,

° SVMICLUNAYE FNTWBIBE. TridentiZdSVMTCHAPZBRNICLEFHA. CHUICED. SYMICT T
ICTFEETBLUNAD T 7 ZADFIRTNALL<EHED X9,
*CHAP A Z I —RE&A—Ty bDA—HRZEI—IL Y rEHRELET, cNE5DOF T avidke Ny
VIV RIERTIEETZIHNENHD £ (EBEER) ,

NV I IV RDBMER TSNS &, Tridentld Xt ind 2CRDEZER L tridentbackend. CHAPY—Z2 L w k&

—H' &% Kubernetes>—27 Ly FELTHBMLET, CDO/NY I ITY RTTridentiC & > TER S NIRRT
DPVSHI Y kI, CHAPEREBETERINE T,

72



JLTrIv)le0—T—>arvl. NvIIYRZER

CHAPY LTV vILEBH T BICIE. 771 ILDCHAP/INS X—2%EH L "backend.json"£9, TN
ICId. CHAPY —2o Ly b EEH L. OV RFZzERLTEEZRMT ZIHENH D “tridentctl update” £,

NYIITYRODCHAPY—J Ly b Z2BH 2551, ZHFEALTNYIIVRZEH T4
@ EHAHD ET tridentctl, TridentTIEC NS DEEEZ KM TEF AL, CLI/ONTAP UIT
ARL—=OSRADILTYOvIILEEHFLAEWTLIEEIW,

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- F—m————— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

Fom e Fomm e -
o F—————— +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbebbSc |
online | T

o o Rt ettt
o f—————— +

BEZEOEFIIFELZZ(TT. SYMEDTridentiC&>TILT YO VILDREHRINTHT7 VT4 THBFET
T FILWESICIEEF NI L T oo vILAMER SN, BFEOEGIXESISHREST7IT0JIChDEd. &
LWPVS U L THRIER T 5. BFicNI LT OO vILAMERINE T,

ONTAP SANDEREA T 3 > el

Trident® - > X b —JLEFIZONTAP SAN R S0 N&1ERL L TER I 2 AHEICDWTEREA
L¥xd, COEI>a>TlE. NwIITYROBEHIE. NyIITUR
% StorageClassesiCY v E> I T30 DFEMERL £,

73



Ny O TYREA T ar

Ny IITYREBE

INTX—A
version

storageDrive
rName

backendName

managementLTI
F

dataLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetIn
itiatorSecre
t

74

FFoavIiioWVWTIE. ROFKEBBL TSI,

HonaEA

ARL=2 RS ND%AH

HRABALBFEIFRAML—S Ny IR

IS AAEBLIFX2IZSVMEELIFDIPT7 K L

2, Fully Qualified Domain Name (FQDN ; Se&{&8f
RXA %) #IBETETET, IPV67 S %FEAL
TTridenth' 1 Y X b—JILENTWBIBEEIE. IPv67 R
LAZERATALDICRETETX I, IPV6T7RL X
. DESICEAN D TEERITDIMNELHDXT
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
o ¥—LL X7%MetroClusterX 1w F A —/N—IZD
WTld. 2B L Timeec-best] < 72T LYo

ZJORJILNLFDIPT7RLZR, IPV67 S5 %ERAL
TTridenth*1 Y XA b=JLETNTWVWBEEIE. IPv67 K
LAEERATEAESICKRETETET, IPV67RL X
g DESICAN > TERIZVENHDET
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo *iSCSIDBEIFIEELBRWVWTL7EE L), Trident
&, ZEAL T"ONTAP OEIRAILUNT v 7. Tl
FINZAt v 3 VORILICHERISCILIFZEE L
o NEATMICERINTVLBRIEEIE. EENERT
N dataLIF £ 3, MetroClusterDiE&IF &L T<
7280 *EEBRE L TL 72 E W mee-best]o

f§F3 9 % Storage Virtual Machine * MetroCluster T l&
Ei 7w B L T 2T LW mee-best]s

CHAP%Z £ L TONTAP SAN K S5 -1 /N(DiSCSI%# 58
LEd (F—U7T7Y) o NwIIYRTIEESTHQ
7=SVMD T 7 # )L hEREEE L TNAACHAPZ R E L
TERTIHEEIE. TridentdZICEHEL ‘true' £,
FICOWVWTIE. ZBRBL T ZE L) "ONTAP SAN
RSANEFERALTNYIIVRERETSERE L
F9",

CHAP 1 Z>IT—42>—0L vk,
useCHAP=true

AR a—LISERT3EED JSON ERDSANILD
tw k

CHAP #—45w hAZ T —R— 0L v b, RER

5 useCHAP=true

VERBE

FI7#IILE
=

ontap—-nas ontap—-nas-
economy. « ontap-nas-
flexgroups -

ontap-san-economy

ontap-san
K< /)N%&+" "+ dataLIF

100011 . T
[2001:1234:abcd::fefe] 1

SVMOREYTY

SVMAMEE TN TWVWBIGEITIRE

managementLIF

false


https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html
https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html

INT A=A
chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate
username
password

svm

storagePrefi
X

aggregate

B mERAA FT7AILE
AVND Y RA—HE, RBERIFE useCHAP=true
R—=2y fA—HH, BERIBE useCHAP=true "

2547 NIEBBE® Base64 T > 11— R, SFEEE ™
R—XDFREEICFERINET
95472 CEZIED Basebd T 01— RE,
R—XDBEEICFERAINET

EfEINT- CASIEAEZ M Base64 T 11— R{E, #7 ™
9 = \/o EEEH%/\“_XU)DUDE‘L@m*ni_Q-O

ONTAP ¥5 28 £ DEEICHERI—H 2, JLF "
Vv )R — Z@wunﬁ‘u1§ﬁﬁ*n3§jo

ONTAP SRR D@EEICINRAT—RHABETT, ™
7 I/T//‘\"}I/’\ Z@urunE‘&-ﬁﬁﬁ*hgfjo

£ 9 % Storage Virtual Machine

SERRE

SVMAMEE TN TWVWBIERISIKRE

managementLIF

SVM THLWARY 2a—LZ OB 3=V 930 trident
ICERT3 L 70 v IR zBELET, HEHHBE
BIRLIITETFEHA CONTA—RZEZEHITS

%‘ZHZ\ FLWOWNYIITY REERT ZHELHD X

JoesazZ>IBRor7I )-8 (73>, "™
BRETIHEIESYMICEIDETEAIRENHD FT

) o RSANDIBE ontap-nas-flexgroups D
7 aVIFERINE T, BIDHETSNTLARW
BEk .. ERAEGVWISNADT I )T — hZER

L CTFlexGroup’R) 2a—L%Z7OED 3 Z>JTEX

ER

SVMT7 U —rhEHIND

Y. Tridentd> FO—S%=HBEENET
ICSVMZER—U VT $BI L

T, TridentCT7Z U7 — A EEMIC
BHcNExd, RUa—L%ExTOED
A= F3LSICTrident THRED 7 )
JFr—rEHRBELTWVWRIGE. 7Y
)7r—~D%EIZEET 3HSVMH S
BEhdd. SVM7T VS —RDR—
1) > AICTrident T/N\w 7 T RHE
EREICEDEY, 79U —b
ESVMICH BT I VT —MIEETS
h. 7T — b EZ2ICHIBRL TN
VOILIVREZVSAVICRETHRED
HOFETI,

75



INTAX—&
limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceF1l
ags

useREST

sanType

76

HonanEA

FRENCOBEZBZ TVWRESIE. 7OEY 3=
VIDRBL £9 . Amazon FSx for NetApp ONTAP
NYIIYRZFEBLTVWSSEIF. ZIEELABWVWT
limitAggregateUsage < 7EC L\ FBEINE
‘vsadmin ' ICIE Cfsxadmin. I UGS — FDEA
E%ZBF L CTridentZz A L THIFR T 3 e ®HICHE
BMERIZTENTVEE A

BRINFAR) a—LTAIHAZDEEZBITVWSS
&, 7O azZ I kMLEd, £/, LUNTE
Bg3R)a—LDOEATAIBFEIRLET,

FlexVol 7= D ;A LUN ., BXhAEE X 50 .
200 T9

FSTONWNoa—Ta VIRICERTZT /NI TS
Jo Bl {'api": false. "method" : true} F> 7L
A—T a4 V7T TEMBOI A Y THRERSEE
ZRRE. IFERLABVWTLIEEL,

ONTAP RESTAPI ZfER T 27D T—U 7V IINZ
X—4,

USeREST ICERET D “true' ¥. Tridentld/\v
JIYREDBEICONTAP REST APIRFRAL X
o ICSRET D false Y. Tridentld/Nw oIV
K& D@EESICoNTAP zAPIMUH LEFEALET, &
DIEBEICIXONTAP 9.11. 1LUBENKRETYE, Fio.
AT donTAPOY 1 > O—ILICIE. 7TV —2 3
IANDT IV AENRETY “ontapo. "HE. F
FICERSINLRE CREICK > TEESN
vsadmin cluster-admin £9 . Trident24.06') 1)
— 2B L T'ONTAP 9 .15.1LUBF Tl
useREST BT 7 #I)L M TICERESINT “true  VWE
9o ONTAP zZAPIMUH LZFERATBICIE. ZIC
“false BELTLETL,

"useREST

useREST |[INVMe/TCPICTEEBEicNTULEd,

iISCSI. nvme 'NVMe/TCP. F7=lE “fcp scsI
over Fibre Channel (FC; SCSI over Fibre
Channel) IR L THEFERLET ‘iscsio I
FCP1 (SCSlover FC) (&. Trident24.10") 1) —X
DFEMTLE 2 —1EBETT,

FT7#ILE

" (FTT7AILETIREBRAINhEE
A)

" (TT7AILTIREBRAINhEE
A)

100

null

true ONTAP 9.15. 1L [ DIHES
lZ. ENLANDIEEIT falseo

‘iscsi EHDIZE



INT A=A
formatOption
S

limitVolumeP
o00lSize

denyNewVolum
ePools

HonanEA

AL T, ‘formatOptionss AY> KDYV RS
AU EEELE T, CD5IE mkis'lE. R
— LT =Ty FETNBZECICERASINES,
NCED, FHISIHL TR a—L%ZET7+—<T v bk
TEET, TNAZANZZBRWVWT, mkfsOY >V RA
7 3> rEKICformatOptionsEIEE L TL 12T
Lo fiil © T-E nodiscard]

* “ontap-san’$ & U “ontap-san-economy’ K1 /\
TOHFTR—FEINTUVET, *

ONTAPSANT O/ ZS—N\wZ I R TCLUNZERTY
B3G50, BXRAIgER TR AFlexVolt -1 X,

Ny I ITY RHLUNZI&IAT B 7= I2HT L LIFlexVol
R a—L%EZERTZcZHIEL XY ontap-
san-economy. $TLWPVDZ7OETY 3 Z>J(ZId.
BIZEDFlexVol DA HDMERINE T,

formatOptions DIER ICBE 9 2R EIR

FT7#ILE

" (FT7AIILETIRBEAINEE
A)

TridentTld. 74— v MUIBEERILTBHIC. ROA T a U E#HELTULET,

-E nodiscard :

* keep : MkfsDEF R T OV I ZWELAWVWTLEETV (O I DHEEIX. ROIEV I Y RXFT—KFN
AZARAN—R/>>TOES I Z T INEEANL—TEMTY) o« ChUEEILESNTA gy T-
Ki ICDBEHDT. IRTODT7AILY AT L (xfs. ext3. H&Vextd) ICERATETFEI,

A)a—L7OESaZ>FEONY I I REBRA T3>

BEDEI>3 VT oA T a>ZFEBLTT 740 M07OED 3 ZVJZFHITEEXT
defaultso FICDWVWTIE. UTOREMZSIBL TIIZE L,

INTA—H
spaceAllocat
ion

spaceReserve

snapshotPoli
cy

S maiEA
space-allocation for LUN DO Y RZIEEL XY

AR=ZAYHFER—=2 3V F—R : Thones (V)
F71% Tvolumes (2w 7)

9 % Snapshot K1) > —

FI7AILE
IIEL/L\"

"7;; L/ll

"73: L,ll

77



NTA—=H

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

securityStyl
e

tieringPolic
y

nameTemplate

HonanEA

ER LR ) 2a—LAICEIDYH TS QoS K)o —J )L
—To ANL=UT=ILINYyOIVRIEIC
QOSPolicy % 7zl& adaptiveQosPolicy D W\ g NihH 7z 1E
IRLFET, TridentTQoSHKRU >—FI—T%2EFEET 3
ICI&. ONTAP 9 BUENMETY, HEETNTULA
WQoSHRU =) —TF%=FEAL. RUP—FIIL—7F
PEIAVITFaFaIy MIAENICERINDELSIC
LE¥Ydo QSRS —TI—T2HBEITRE. IRT
DI7—o0O0—ROEFHRIL—Ty O ERIERHIN
33_5-0

TATT47T QS KRUS—TIN—TF  {ERLTRY

A—LICBIDETET, ANL=UF—IL I Ny O T
> R T IZ QOSPolicy % 7z1d adaptiveQosPolicy M

WINHZZIRLE T

Snapshot BBIC)HF—TEINTWVWEHR) 2—LDEE

ERRBFICoO—>ZHhS XUy RLET

#FLUWAKRY 22— L TNetApp Volume Encryption (NVE
) BEMICLET, TIAILMEITY, false TDA
T a vEFERTBICIE. VTAXTNVEDSTE
VIADRESN. BB >TVBIRELRHD XY,
Ny IV RTNAELRBMICER > TS5

4. TridentTXOES 3= 3N RTORY
A—LTNAEDBRICAD £, FHICOVWTIE. %
B L TL T VW' TridentE NVES K UNAE & DiEHE

"
[o}

LUKSEEStZBMICLE T, ZBRBL T2V
"Linux Unified Key Setup (LUKS ; figx*—t v b7
w ) ZER" LUKSEESLIENVMe/TCPTIEHR—
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
qgosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

RSANZERLTERINIIARTOR) 2—LICDLWT. “ontap-san TridentldLUN X &2 5
—RICXIET B T=0HIC10% DA E%Z FlexVollTBEML £9, LUN (. 2—HH PVC TEXRL
@ PBA X FoKEALYAXTFOEY 3= JENET, Tridentid. FlexVollZ10%%3E0L
£9 (ONTAPTIXERAIREER YA X LTRRSNETY) o I—HITIE. BERL/-EHATEER
ENEOYTOENET, /. FIBETELGIAR—IDBTILISERAINTULEWLAETD, LUNH
FAMODERICRBZIcHHD FHA. Chid. ONTAP & SAN OFEEMICIFZE L FH A

EEINIENYIITY RDIGE snapshotReserve. TridentiEIXD &K SICA) a—LDH A X Z5tELF
ERS

Total volume size = [(PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.1UE. LUNA R T—RIZHIET B T=®DICFlexVollZEBATE 5 10%DTrident T9 o = 5%. PVCEK=5GiBD
ma. snapshotReserve' 7R 1) 2 — LD EFH 1 X1$5.79GiB. EARIEER YT 1 X135.5GIBTY, “volume
show XDBD & S BIERDRIRINEF T,

Volume Aggregate State i Available Used%

_pvc_B89f1cl56_3801_4ded_9f9d_034d54c395f4
online RW 18GB

_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd
online RW 5.79GB

_pvc_eB372153_9ad9_474a_95la_0Bael5elc@ba
online RW 1GB

3 entries were displayed.
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RE. BFEOR) 2—LICHLTHLVHBEZTS I, YA XZEBRITZEALEY,

&/\BRDFREBHI

ROBNE NFEAEDNTA=EZ2T T FDFRICTIEANLBHREZTLTUVWET, Chid. Ny T
VREERIBIROLBEBERFETT,

@ Trident CAmazon FSx on NetApp ONTAPZ R L TW3HE&IE. IP7 RL X Tld% <. LIF
DDNSEZZIEET A ZHELF T,

ONTAP SAN®D

IR ZANEFERLIEERNLZRFRETY ontap-sano

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>

ONTAP SANODZE MDA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>

1. i
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2AYVFA—N—"8BELVRATYFNYIRIINYIIY RERZFENTEFHITIHNELNBWVLSICN
WOTLYREERECEIEI'SVML U —o 3> Um0,

AAYFA—N—CRAYFNYIES—LLRIZRTITBICIE. ZFERLTSYMEIEEL
managementLIF, /N XA—R Y svm INTA—RX%=HELEXT "datalLIF, fl:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

SERAEAN— X DEREED A

CDEAEFRERFTIE clientCertificate clientPrivatekKey. &Y
trustedCACertificate (fERESNTICAZFERAL TWVWBRFZRIEF T aY) AT
backend.json. ENENT T 7> MR, WER. L VERBESNI-CASIEAZE Dbase64 TV
d—REINEIMERINE T,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
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XA EICHAP DA
NSDFEITIE. DICKRESIN ‘true’Te/N v I T Y RABMER SN "useCHAP £ 9,
ONTAP SAN CHAP D

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANI ./ = —CHAP®D

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/Nw 27 IT> R TNVMeZEA T BZSVMEREL TEBELHD £9, ZHNIEINVMe/TCPOEK
ANy IITY RERTY,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

nameTemplateZ L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":
"{{.volume.Namespace}} {{.volume.RequestName}}"}



<code> ONTAP SANT J ./ = —</code> R T -1 /N\DformatOptions D

version: 1
storageDriverName: ontap-san-economy
managementLIF: ''
svm: svml
username: ''
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:

formatOptions: "-E nodiscard"

RET—ILzERITZNY I FOA

NEDOYVTILNY I I RERT 71ILTIE. none. spaceAllocation false. false
‘encryption BE. IRTODAML—=UT—=ILICKHEDT 74 IL DR ESNTVET
‘spaceReserve, RET—ILIZ. AL =203V TERELET,

TridentTl&. [Comments]7 4 —ILRICTOES I Z VI SRILBREINE T, FlexVol ICOX Y MHRES
NET, Tridentld. RET—ILICEETITIRTOINILETOES I ZVIRFCA ML —UHR ) 2a—AICO
E—LEzd, ANL—VEBEEEIF. RET—ILICICIRNILEERZLEED. R)a—L%ESXNILTYIL—F1
LTehTEEY,

CNSDFITIE. —BEDR ML= =)L THBED. « spaceAllocation KT “encryption” DIEH
RESN “spaceReserve. —ZfDT—ILTT 7 #IL MED EEZTESNE T,

84



ONTAP SAN®D
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version: 1

storageDriverName: ontap-san

managementLIF: 10.0.0.1

svm: svm iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'

gosPolicy: standard
labels:
store: san store
kubernetes-cluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '40000"
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
adaptiveQosPolicy: adaptive-extreme
- labels:
protection: silver
creditpoints: '20000'
zone: us_east 1b

defaults:
spaceAllocation: 'false'
encryption: 'true'

qosPolicy: premium
- labels:
protection: bronze
creditpoints: '5000'
zone: us_east lc
defaults:
spaceAllocation: 'true'

encryption: 'false'



ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: 'false'
encryption: 'false'
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: '30'
zone: us_east la
defaults:
spaceAllocation: 'true'
encryption: 'true'
- labels:
app: postgresdb
cost: '20"'
zone: us_east 1b
defaults:
spaceAllocation: 'false'
encryption: 'true'
- labels:
app: mysqgldb
cost: '10'
zone: us_east lc
defaults:
spaceAllocation: 'true'
encryption: 'false'
- labels:
department: legal
creditpoints: '5000'



zone: us_east lc

defaults:
spaceAllocation: 'true'
encryption: 'false'

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: 'false'
encryption: 'true'
storage:
- labels:
app: testApp
cost: '20'
defaults:
spaceAllocation: 'false'

encryption: 'false'

N\ I K% StorageClasses ICY¥ v EVT LET

JRDStorageClassE&EIE. BB L TRET—ILE2FEETZ2/N\NVv I RFOFANIKTEEV, 70 —)LRZEA
L T parameters.selector. &StorageClassidR) 2 —LDRRA MIFERATEZRET—ILZFVUHL F
To R a—LillF. BIRLIEERBT-ILATERINLERZLHD £,

* protection-gold StorageClassiE/N\Ww I I RORIDIRET—ILICYVYE>YTINET
‘ontap-sane d—JLRLANILDREZRBETIHE—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassid. NV I IV RO2EBC3BEHDRES—ILICIvE>YY
INXT “ontap-san, cNBIE. d—ILRUNDRELARNILZIRHTEIH—DF—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassld/N\ VI TV RDIFBHDRET—ILICIYEY T ENET “ontap-
san-economy. CAl&. mysqldoR A 7 SV —a VEDA ML= F—IILiERZIRIET 2HEE—D T
—JLTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassld/\Vv I T RD2BBDRET—ILICT
wEYIEINET “ontap-san, VILN—LARILDORE L 200007 L2y bRA Y b 2RI Z2H—DT
—)L'CTO
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k StorageClassid. NI IV ROIBEDRET—ILENYIIY RD4FEBEDNRK
HBF—J)l “ontap-san-economy ICNYEYIEINET ‘ontap-san, _iLHIE. 50007 LTy FR
AN ZR/FOME—DT— AT 7)) T TT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassld. ZHEHALTRKRZA/ND “sanType: nvme {REF—ILIC
‘ontap-san NWEYIEINET “testAPP, "HUIME—D T —)L “testApp T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridenthEIR T BRI T —ILZREL. AL —CBEDNFELEINDLSICLET,

ONTAP NAS K -1 /\

ONTAP NAS R 5 /NODHE

ONTAP & & T Cloud Volumes ONTAP @ NAS RS /N\Z{EH L ONTAP /\w o TV
ROFEICDOWTERBL X,
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ONTAP NAS R 51 /\D ¥

Tridenti&. ONTAPY S AR LIBIET BT2ODRDNASIA ML —J RSANZRELET, HAR—FIhTWV
277t XE— FRI&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
. ReadWriteOncePod(RWOP)T 9,

[N AN ZO0R3) ARUa—L HER-—FINRTWET7Y HR—-—FETNZT7T1I
E—F TTXE—F AT L

ontap-nas NFSSMB 77 J)L> RWO. ROX. RWX. RW ", nfs smb
AT L OP

ontap-nas-economy NFS SMB 7714l RWO. ROX. RWX. RW "'\ nfs smb
AT Ly oP

ontap-nas-flexgroup NFS SMB 771l RWO. ROX. RWX. RW "'\ nfs smb
AT L OP

* KR 2 — LOFERBNLD BB BRI EFRINBZBZEICOAERL £ “ontap-
san-economy "t 7R — ~ T 15 ONTAPDFIFE",
* KGR 2 —LDFERHENALDHZ VW FEIN. “ontap-san-economy’ K T /N % A
(D TERWVERICOA" Y R— FEINSONTAPDOFIE"$EHE L T “ontap-nas-economy’ < 72 &
LYo
* T—RRE. TAHREZVAN) BEE) T OREUNFRINZIFEIFER LKL
‘ontap-nas-economy’ T<L 72 & LY,

2—HHER

Tridentid. ONTAPEIEE X/cIISVMEIEE (@FIFT XX I1—H. vsadmin svMI—H. X7IFRD%
AICEALCO—ILOI-FZEA) CLTERITIBZICZ/ELTVEY "admine

Amazon FSx for NetApp ONTAPIRIE Tld. Tridentid. 7 7 XX 1—H X7l vsadmin svmA—HZFHET
DONTAPEEE X/ IdsvMBEE. £AERALO—-IILORDERDI—FE L TRITSINIZIBNELRHD FT
‘fsxadmin, C @ ‘fsxadmin' I—H(F. 75 XX EEEI—FICKOIBENRI—H T,

INTAXA—R%ZFERAT S5%55E 1imitAggregateUsage. 7 7 A X BEEREDIERNUNET

@ ¥, TridentTAmazon FSx for NetApp ONTAP% i L TW3IHE.
limitAggregateUsage NI X—RIEXA—HFT7HT > bE fsxadmin ' A—HFHO KT
ITHEEEL X B A “vsadmine CDNTXA—RZIEET 2 L RENIRIFEHMLFT,

ONTAPATTrident R S A NHDMEATE S, L DHIRDELWAO—ILZEKT S5 CIFRIRETI AN #HEL X
Hho Trident DFTU ) —XTlE. ZLDHE. ERINE API HEMNTHEICR DD, Vv TIL—FH
L. IZ—DBEIHODPIKADET,

ONTAPNASKF A NZERAL TNV I IV RZHRETSEREZLEFT

ONTAP NASK S/ /N\TONTAPNY I LY R%EHBRETZ-ODOEH., BiEAT>a .
ELUVITIRR— bR —%BRERLET,
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CRAROEREZHIRT D7HIC. ¥ vsadnin REDFRIERIN X2 T OJ1r>O—-)LIC
BEMITONETHO Y b 2ERTACEZHERLET “adnin.
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A7 NFRRE,. ¥ —. BLUEFEINT- CAGFEEE (HE) HEFNTLRARERHD T,

BEONYIIVREBEHLT. LT vIIR—ADARCAEER—ADARETIDEZX SN TE
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7AILNCEBOFAENEETN TV L VWS IS —HRREINE T,

TLTFYIvIIAR—ZDREEEMCLET

Tridenth’ONTAP/N\ W IV TV R EBE T BICIE. SUMERRE LTV S X2 %EZNMRE LI-BEEICNTS UL
TIOVVILHDNETY, ¥ vsadmin BEDHERNIIEZEOO—IILEFERITZIC=#HELET
‘admine CHUZE D, SEODONTAPY U — X TER T B HEEAPID AR SN B RIEEM D & B ¥R D Trident 1)
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TEEIH HEINFTEA

NYITITYREZEDONIRDELSICHED T,

92


worker-node-prep.html
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIFZ. LTI ¥9IIDTL—=—2TF AN TRESNDIE—DBFATHDZCISEFELTL
TV, NWIIVRAKMEREIND E. I—RE/INAT— KD Base64 TL>I—RTN. Kubernetes & —
Ly b LTEHEINE T, LTV VILDHBIRELRDIZ. NI IV ROEREEHRIEITTY, O
DB EIEEERT. Kubernetes/ A b L —CBEBENRITLET,
SEFBER—X OB EBEMICLET
FRFRIZEGFEONY I T RIFSIRAE#FERAL TONTAP NI IV REBETEET, NVvIITVRESE
ICIE3 DDINSA—FHRETT,

* clientCertificate : Base64 TIT>1—R3EN=U 541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > d— R &Nfc. BEMIT SNI-MEBERODE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZFERT 35513,
CDNTA—REIBETIHNELHD £9, FREINE CAHNMERATNTLAVGEIFERLTHEFVE
Ao

— MR T — T 7 O—IXRDOFIBTHEREINE T,

1. 9547 MERAEC F—ZEML £9. £MEHC. ONTAP 1—H & L TEREEY % & 5 IC Common
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Name (CN ; #@%) #%ELFT,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ST NI CASIFAE % ONTAP S RRZICEML T, COMEBRF. R +L—JEBENTTICITOT
WBAREMN B D £ T, EETES CANMERSTN TLAVWBEIFERLE T,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRICUVSAT Y FEFAZEF— B2V A M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPOTE X aUF OO0 >O—IIHREAREYR— L TWBR I ZEEELET certo

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver—-name>

S. £ I NI-FFEAE % FEHA L TERE%E T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZABEELVP SYM ZICEFTHEZ TLIET WV, LIFOY—ERXR)S—HICERESNTWVWS 2 HERT 20
EHH D “default-data-management £ ¢,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiFAZE. ¥ —. BLPEFEIN/-CAFAEER T O—KR T %,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

ELAEEEH I BN JLT i vlzO0—T—23>r LT

BEONy I TV RZEHLT. ORMAEZERLED. JLT02vilzO0—T—23 > LEEDTER
o CNUFEBESDAETHMELE T, I—HRENIXT—REFRTINYIIY RIFERESEFERT S
LOICEHTTEIN AAZEZFERTZINYIIVFRI—HPEBENZIT—RICEDVWTEHRTETEY, C
NZIT31CId. BFORAEAEZHIFRL T TILVWERREAEZEINT A3HBELNH D £9, RIS, EITICHER
INT A= ZZFTEF T NTbackend.json7 7 1 JLZfEF L “tridentctl update backend' £,
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmmmm== Fommmemcemmes=e== B e
Fommmmmoe e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmomo= S e e Fommmmmmmmesrrrrrrrre e reme s e mmm o
Fommmmme Pommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7/-4a3d-8dcf-128e5033b214 |
online | 9 |

P e Fommmmememesesesese s s s s e eses
o= Fommmemm== +

NZAT—ROO—7T—2 3> ZRTIIRICIE. A L—UBEEDNRANIC ONTAP TI1—H
ORI~ REBH T EUBENBD ET. CORICNYIIY RT Y TF— MRS ET, I
() ®\Eon-F-oa ERATABIC. BROTRRELI—VICENT 5 LA TIET, £
D%, Ny oI RFEHRSNTHLVTRBMERING &S ICADET, COMHEICH
CHWEIHEIE. ONTAP 25 22 BHIBTE £ 7,

NYIIYRZEHLTH. TTICERINTWVERY a—LADT7 7R EHEINT . FDHBDORY) 21—
LEFICHOEELFEA. NV IIYROEFHHING B &, Tridenth'ONTAP/Nw oI T RE@E L. L%
DR 2—LIBHENMIBTETZILSICHED T,

TridentEB D H X % LONTAPO— L DYERK,

Trident CALIE % 3179 % 7= ICONTAP adminOd— L2 fEA T 3 HEHNHRWVE SIC. &/)\Privileges% ¥
DONTAPY S RAO—ILZERTE F 9, Trident/N\w I TV RERICI—H2%ZE50H 5 . TridentfER L
7=ONTAPZ S 22 O0—I)LHMEBR SN TUELNERITINE T,

TridentA A X LO—I)LOERDOFFMICOWVWTIE. ZBBLTLLEI W Trident A ZZ LO—ILo T L —42"
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,

1. AZZLO—ILOER :
a JSRZALNINTAHRZLO-IIZERT BICIE. [V 7R ZP>[REZERLF T,
(F713) SVMLARIILTHRZLO—-IZERT 3ICIF. *[X kL —1>[Storage VMI>[ERE]>[
I—HeO—JL]*ZERL ‘required SVM £ 7,
b. DIEICHBERENT A > (—*) ZBIRLF T,
C. [Roles]* C[+Add]*Z=ZEIR L £ 9,
d O—ILDIL—IZEEL. REEIVVILET,
2. O—)LETrident1—HICY Y F 95+ 21— O—IIIR—STROFIEEZETLE I,
a. T[7A A>DEMMH+ZFERL XTI,
b. RERI—HE%ZFERL. *Role* D RAY AT XZa—TO—ILEBRLET,
Cc. [fxfF (Save) |ZUUvILET,

SEHICDWTIE. MOR—UHEBBLTLETL,

* "ONTAPOBIEBHAD AR X LO—)L"FIF"H R X LO—ILDEE"
*'"O—J)Led—%%{ERT "

NFS T RXR—FrRUS—%EEBLET

Tridenti¥. NFSTO X R—brRUS—ZFEALT. 7O 320 3R a—LADOT7 I =FIEL £
ER

TridentTIZY XAR— bRU S —ZFRAT BHRIE. RD2DDF T2 a>hHb ET,
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version: 1

storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm: svml

username: vsadmin

password: password

autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24

autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""

chapTargetUsername:
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd
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vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
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vserver cifs share show -share-name share name
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L\O

NFS/RU 2 — L F7IESMBRY 2 — LDERZHRE
7 aziEnfse smb EF7EFnull TS, nulliZERE
T3¢, TI7FIENTNFSRY a—LPMEREINE
ER

NFSYO Y E AT AV TRY-EU R

ko Kubernetes7kih!) a—LDI T bA T3
VISEBEINL—UISATIRESNEFIH. XL
—SUOZRIRVY AT g oAEEINTULARL
BE. TrdentiE XA L= NY I ROERT 7
TILICEESNTWAY I AT a>aEERLT
TA=INvILET, ANL—=U0 S XETISHER
T7AITRIY AT 3V EEINTULAWEG
&, TridentlZBEEM T SNT=AEAR) 2 —LICYD
VhFTOIUERELEFE A

FI7AILE

" (FI7AIETIFBERAINEE

A)

null

fs

3
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INT A=A
gtreesPerfFle
xvol

smbShare

useREST

limitVolumeP
oolSize

denyNewVolum
ePools

HonanEA T7#ILE

FlexVol %7=D DK qtree ¥, BXAREHIF 50,  "200"
300] T¥

TOWTNHEIEETIT E9I, Microsoft BIE1>Y — smb-share
JLE7-IFONTAP CLIZ A L TER SN 7-SMBXH

D%FE]. Trident CSMBREEZIERTE3L51CT D

2Hl. R a—L NOHBEOEEFT7 /XA Z221ET3
BEIENTA—RZZADOEFFRICLEFT, AVFL =
ZADONTAPTIlE. CDOINTA—=RIEZFF 3> T

9o CD/NT X —A|FAmazon FSx for ONTAP/\ v &
IVRTRHETHD., BICTBHZCIETETEE A

ONTAP RESTAPI Z{EH I 370D T—1) 7 >/NVZ  true ONTAP 9.15. 1L R DIFE
X—AH, useREST ICERET D “true’ 3. ENLSNDIZEIT falseo
E. Tridentld/N\w I > R D@&SICONTAP

REST APIZMFERHLE Y, ICRET D false’

E. Tridentld/N\w I I > R D@EICONTAP

ZAPIMUH LEFERALET, ZDHEEEICIZONTAP

9.11. 1URBENKRETY, £/=. BHEI SonTAPOY

A4 A=I)LICIE. 7V —2a>oADT7 ot AEH

WMETY ‘ontapo. iU, FFICEERINIRE

CRENZ L > TERIEEIN vsadmin cluster-admin

£9, Trident24.06) J—XXEXTVONTAP 9 .15.114

[FTIE. useREST DT I AILNTICHRESINT

“true WEd, ONTAP zZAPIMFU'H L%EEAT 3IC

& ZIZ “false BELTLEEL, “useREST

ONTAPNASI IO/ I—/\wYUI> R TqtreezfEAT ™ (F7A)LMTIFEAINEE
2BE0D. BROJREZFlexVolD&RAH 1 X, A)

% HIFR L “ontap-nas-economy'/\' & T > Rhigtree®&
M T B7=DICHFH LU FlexVolrR ) 2 —L%ZERT B
CXET, FLLPVOTOEY 3 =2 JICIE. BifE
DFlexVolD#HHMERETNE T,

A a—LD7OESaZVTEONY I I RERA T3>

WEDEIS 3T, ChE0F 723V EEALTT 740 O TOEY 3=/ 24I@TE &
defaults, FICDVTId. UFOREAELSRLTI LI,

INTA—=H
spaceAllocat
ion

spaceReserve

snapshotPoli
cy
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NTA—=H

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir

exportPolicy

securityStyl
e

nameTemplate

HonanEA

ERLT=RY) 2 —LICEIDHE TS QoS KU —J )L
—To AML=TF=IILINY IV RIEIC
QOSPolicy % 7zl& adaptiveQosPolicy D W\ g NihH 7z 1E

RLET

TEATT47T QSR —FIL—TF {ER L TR
A—LICBIDETES, ARL—=—2TF—ILINY DT
> R T ZIZ QOSPolicy % 7z1d adaptiveQosPolicy M
WIhHhZZRL T, BARMICKE TS ONTAP -

NAS TIEHR—rEINEEA.

Snapshot BIC)HF—TEINTWVWEHR) 2—LDEE

ERBFICoO—>ZHhS X Ty RLET

#FLUWAKRY 22— L TNetApp Volume Encryption (NVE
) EEMCLET, T7AILMEITI,
T arvEFERTBICIE. VTARXTNVEDTTE
VADRESN. BB >TVWBIRELRHD XY,
Ny ITY RTNAELBMICR > TS5

A, TridentTXOES 3= 3N RTORY
A—LTNAEDBMICAED £, FHICOVWTIE. %
B LTLEET VW' TridentE NVES & UNAE & DEHE

"
o

Tnonel *fERT 3MEEEILLR S —

FLOWRU2—LDE—R

FALORIADT VA EZBEBLET,

.snapshot

BRTZITIVAR—FRIS—

FLWRYa—LDtEFxa2) ToHRe NFSOHR—
k "mixed & “unix ¥ 2 F o FZXSMBOHR—

‘mixed & ‘ntfs'tzF¥ a2 ) F 1 2o

HRE LK) 2a—LB=fRT 37cdDT>TL—

bo

‘false' T DA

FI7AILE

M Tnones DHZEIF 0]
snapshotPolicy. ENUANDIE
ald I

LWz

(AIny-¢

ONTAP 9.5k D 51 (DSVM-DREZTE
D& E Tsnapshot-only

NFSR 2 —LDFEIE 1777
1« SMBRY 2 —LDHFEIFZE (
ZaAaL)

NFSv4DIHEE I Ttruel NFSv3Di5
&1 Tfalsel

FI7AILE

NFSDTF 7 #JL bIETT unix
o SMB@?? 2'”/ Ftif‘? ntfso

Trident CQoSAR > —J )L —T%ERT BICIE. ONTAP 9 S8UUEHNNRETYT, HESTNTULA
@ WQoSTRY =TI —T%=FERAL. RUS—JI—THEAV AT FaT> MIERICER
INB3ESICLET, QSR =TI —TF2HETRE. IRTODT—7O0—RDEFHRIL
— 7w b ERMIBEAHINE T,

RUa—L7OED3=>J0f)

TI7AIEDBERSINTVWBHIZRICTLET,
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: '10'

¥ “ontap-nas-flexgroups' IC2WTld. ‘ontap-nas Trident# L LWETERZEA L T. FlexVol
HisnapshotReserve DEIG Y PVCTIELL APy I N3 LS5ICARD £ LT 2—DPVCEERT S

. TridentidF LLWEHEEZFRALT. £DZLLDRR—REFDTDFlexVolZER L £9. CDFHEICE
D, I—HIEEBRINT= PVC ROEZTIAAFRERAR—IAZZEL. BRRENTEAR—ZALIDBHDHNZR
—RAEBRTEET, v21.07 EOFION—T 30Tk I—HFHPVCEZERT B L (5GB HRY) .
snapshotReserve 1' 50% ICERESNTWVBRIFE. EFTAAFBERIR—XIE 25GB DHICHEDEFT, Ch
g, A—YHERLIEDIIR) 2 —LL2ETHD. FDENGTH 378 "snapshotReserve TJ, Trident
21.07TlE. A—YHER T ZDIFETAHFEERAR—IATH D, TridentTIER ) 2 —L2EKICHTZEE
ELTEEINE T, “snapshotReserve’ CNUFICIFEA TN EH “ontap-nas-economy Ao, Z DIERED AR
HICDOVTIE. ROBIZERLTLIEET L,

FARIEIRODEED T,

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% . PVC &K = 5GiB DFE. K1) a—LDEFT X% 2/0.5=10GB THDO.
e 1 XF 5GIB THH. TNH PVC BERTERIN/-H A1 XTY, “volume show XDEID &£ S 7
BREIARTINZE T,
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Vserver Lui tat 'pe Size Available Used%

online RW 18GB Da
pvc_eB372153_9ad9_474a_951a_088ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

HUaiDA > A R=ILD5DEFED/N Y I T RTIE. Trident® 7w I L—REHZEIHRD L SICR) 2 —LH
7OoEDazZyIEnEzd. 7y UL —RENSER LR ) 2a—LICDOVWTIE. BEEARBEIND LS ISR
)a—LDYAXZEBTIRENRHD £T, L xIF. LUEID E2GIBOPVCT “snapshotReserve=50"

&, 1IGIBOEFAATRERAR—IAZRM T ZHR) a—LHDERESNE LTz cr xiE. AU a—LDHA
A% 3GBICEET R L. 7TV Tr—2 3> DEEZRAHFREBAR—IH 6GIB DR 2—LT3GBICHD
35?-0

&/ RDFRESH

RDOBNE. FEAEDNFRA—=RZTITAIFDFRICTZIEANLBREEZTLTVET, Chid. NvIT
YR EERITBIROBERFETT,

@ v 7w ONTAP T Trident Z@ERAL TW3IHEIX. IP 7RL XTIEA < LIF ® DNS %
HIEETRCEHRELET,

ONTAP NASODZE DA

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup Dl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

ZAYFA—N—"BELUVRAYFNYIRIINYI IV RERZFETEN I BIHBEDNBRVLSICN
YOIV RERBECEIEI'SYML TU =232 N0

ZAYFA—N—ERAYFNYIEI—LLRIZEITTBICIE. ZEALTSVMEZIEEL
managementLIF. /NTXA—ARE svm NTA—RXEZEBRLET ‘datalIF, #:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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SERAEAN— X DFREED A

CHUIRNBRD/NY I T RIBREDHI TS, clientCertificate. clientPrivateKey. HE&
trustedCACertificate (BEESNICAZFERL TWAHRIFA T 3Y) IEFRATIN
backend.json. TENENT T 7> FEHE. WER. BLOEEINICAIIFHEDBase64 T Y
d— REINIEIMEREINEF T,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEIT Y AR— bR S —DF)

COBE. BIMNABRT O XR—bRUS—%FRALTIVRR—bRUS—%2BHNICERE L UVEET
& SICTridentliCi8Rd 2 AEZ "L TVWET, Tk, KRS /N& “ontap-nas-flexgroup” K 51 /AT
B L & 5 IC#EE L “ontap-nas-economy' £ 9,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password
nfsMountOptions: nfsvers=4



IPv67” K L XDl

RIC. IPv6T KL ZDfEMAHIZ TR L "'managementLIF £,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_ipvé6 svm
username: vsadmin

password: password

SMB7R 1) 12— L= {EHA L 7=Amazon FSx for ONTAP D

“smbShare SMBRY 12— L%EEH T BDFSx for ONTAPTCld. /NTAX—RIFHEBETT,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

datalLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults: {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.R
equestName} } "
by
"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

RET—ILzERITZNY I FOA

UFICRITH Y TINONYIITVRERT 7AILTIE IRTOR L= TF—=ILITREDT 7 # )L EHERE
INTWET (atnone. at spaceAllocation false. atfalse encryption A ¥) spaceReserveo 1R
BT7—)LiE. ARL—2E02 3 TEELET,

TridentTl&. [Comments] 7« —JLRICTOES I Z VI SRILHREINE T, O X bE. DFlexVolF 7=
IEDFlexGroup ontap-nas-flexgroup CHEL T ‘ontap-nas. Tridentid. {RET—ILICEET ST
RTOIRNNZFAED I ZVIBICANL—YR) a—AICOE—LEFY, A NL—YUBEEIE. RET—
IWTCIZIRIVEEERZLIED, R)a—LEZIRNILTTIL—FLIEDTEET,

CNSDFITIE. —BEDRA ML= =)L THBED. « spaceAllocation KT “encryption’ DIEH
RESN “spaceReserve. —ZfDT—ILTT 7 #IL MED EEZTENE T,
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ONTAP NASOD

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: 'false'
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: '75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755"
- labels:
department: legal
creditpoints: '5000'
zone: us_east 1b
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0755'
- labels:
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app: wordpress
cost: '50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: 'true'
unixPermissions: '0775'
labels:
app: mysqgldb
cost: '25'
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NAS FlexGroup Dl

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: '50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: gold

creditpoints: '30000"'
zone: us_east 1b
defaults:

SpaceReserve . none

encryption: 'true'
unixPermissions: '0755"
- labels:

protection: silver

creditpoints: '20000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

protection: bronze
creditpoints: '10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"
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ONTAP NASDZEE DA

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: '6000'
zone: us_east la
defaults:
spaceReserve: volume

encryption: 'true'
unixPermissions: '0755'
- labels:

protection: bronze

creditpoints: '5000'
zone: us_east 1b
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0755'
- labels:

department: engineering

creditpoints: '3000'
zone: us_east lc
defaults:

spaceReserve: none

encryption: 'true'
unixPermissions: '0775"
- labels:

department: humanresource
creditpoints: '2000'
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

N\ I R% StorageClasses IC¥ Vv EVT LET

JRDStorageClassEFHIF. #BBL LK IETVWIRET—ILEFEHITZN Y I T ROH)l, 74 —IL REER
L T parameters.selector. &StorageClassid’R) 2 —LDHKRA MIERATEFZHRET—ILZFUHL E
o AU a—LiiE. BRLURET-IHNTERINTEERLEHD X,

* protection-gold StorageClassid. NV I IV RORVNE2BHORES—ILICYYE>YTEINZE
9 ‘ontap-nas-flexgroupo d—ILRLANILDREXRMETIHE—DTS—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassld. NI IV RO3BHCABEHORES—ILICYYEYS
INEXT “ontap-nas-flexgroup. EEUNDREL NI ZIRHETIHE—DT—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassid/N\w I LY ROA4BEDRES—ILICRVYEYTENET ontap-
nasoe CtuUd. mysqldbZ A FF7 FURHDA L —S F— LB ZiRIET 2HE—DF—IL T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassld/\v I LY RDIBEHDRES—ILICT
wEVIENET ‘ontap-nas-flexgroupo VIL/N—LANILDRFE 200007 L2y hRA > FZigd
TEIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClassid. NV I IV RDIFEHDRET—ILENY I I RO2EBDIR
#F—JL ‘ontap-nas-economy ICN¥YEYTEINET “ontap-nase _il5IE. 50007 LTy kiR
AV NEEODHE—DOS—=ILAT7) I TY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Tridenth BRI BRET—ILEZREL. A L—CBHDHEEEINDEESICLET,

WEBER ERICEH datalIF

VHAEERICT —ALIFEZE T BICIE. OOV RERITLT. EBFCNIT—ALIFEHLLWANYIIY
RJISONT 71 ILICIBEL 9,
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCHM DU EDR Y RICEHINTULIIHEIE. WHTBRIIARTORY REEFELELTHS.
LOWTF—ALIFZBMICT 3 =DICHEFREICEIHNELNHD X,

NetApp ONTAP XI/5®MD Amazon FSX

Amazon FSx for NetApp ONTAP CTrident &£/

"NetApp ONTAP X1 i5®M Amazon FSX"l&. NetApp ONTAPX kL —JFARL—F 0 >4
DRTLEEBETBZ T AN AT LZERHLTEITTES. TILYR—T ROAWS
B —E XT3, FSXfor ONTAP Z{ERH T2 . FEWVENT=Y 7w TDHERE. /NT =+
—I VA, BEMEEEZALEBNS. AWSICT—AERINT DD > FILE, BlIG
M. Exa) 7o, ILERMEEFRATET £, FSXfor ONTAP (. ONTAP 7 71 JL> X
T LDEEEr BIBAPIZHR— b LTWLWETD,

Amazon FSx for NetApp ONTAP 7 7 1 )L XA 7 L% Trident i &9 % £ Amazon Elastic Kubernetes
Service (EKS) TRITTNTL BKubernetesZ 5 X2 H, ONTAPZEB X 923 7Ov B LV T 71ILDK
BAR)a—LEx7OED3a=Z>ITEBREIICHEDET,

T7AINS AT LIE 2 TLZ XD ONTAP 75 A 2. Amazon FSX DS54V —X T,
BESVMRAUCIE. T7AINETANERET7AIN AT LICERRT 2T —RATFTTHS 12U LEDR) 2
— LR TEE T, Amazon FSX for NetApp ONTAP % {9 % ¥. Data ONTAP |32 5 RAD EIERT
ST 7N RTLE LTIRESNET. HLLT 71 X7 LDEA 7i3 * NetApp ONTAP * T,

Trident¥ Amazon FSx for NetApp ONTAPZ £ 9 % £« Amazon Elastic Kubernetes Service (EKS) T31T
TN TULBKubernetesZ 5 XZH, ONTAPZER 537 O0vI0BLUV T 7AILDKkEEAR) 2a—Lz O
DAz TEBRLSICHEDET,

CE s
"TridentDZ4"FSx for ONTAP X TridentZ i &9 3 ICIE. THICRDHDHNHUNETT,

* Bf7ZDAmazon EKSY S XX F-idht1 > X b—IL B2 EEE Kubernetes? 5 X 4 kubectls,

© IS ZREDT—H— ) — RH S EERAEEEZDAmazon FSx for NetApp ONTAP T 7 A LS R T L &
U'Storage Virtual Machine (SVM) o

s Blc#E SN —Hh—/— R"NFSE7=lFiscslI",

@ EKS AMIZ - 712 C Ty Amazon Linuxd & FUbuntu (AMIS) THEZ%R ./ — K D#E(EF
JIBIZHE > T "Amazon Machine Images MBE"< 72 L,

* SMBRU a—L4 :
° SMBARU a—LIERZANDHZFERL THR— kEN ontap-nas’ £ 7,
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FEINFET, FMICOVWTIE. ZBBLTLKIEIVW'SMBR) 2a—LETOEY 3 =0 § 5%ExE
LExd",

* Trident 24.02&X DEIDN— 3 > Tld. BEINY I 7y ITHEMICE > TULWBAmazon FSx7 71 IL X
T LEIZERENIZARY 2—LAlE. Trident THIFRTE A TL o Trident 24.02L00% T C D RRE % [o]8#
9 BICIE. AWS FSx for ONTAPD/Nw I T R#E 7 7 1)L T. apiRegion AWS. AWS. & KLU AWS
‘apikey % ‘secretKey 3 BEL XY fsxFilesystemIDs

TridentiCIAMO— )L Z3EE T 2158 1F. « apiKey. LU secretkey DT —ILK
() &rridentiCBRNICIEET 3UBEBHD FLA apiregion, HMICOVTIE Z5H
LTIV "FSX (ONTAP DiERA T 3> efl) "
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LA

TridentiCIF2DDEREEE— RH'H D £ 9,

CULTIUIUVILR—R () LT vI)LEAWS Secrets ManageriCZEICHEMLES, 771
SRAT LD, £IFSVMBICRESNTWVWBRA—HEZFERATETF XY fsxadmin vsadmin o

Tridentld. SVMI—H. £&IFFDEFITRALA—IILDIA—HF L LTRITIBZ = BE
@ L TWE 9 vsadmin, Amazon FSx for NetApp ONTAPICIZ. ONTAPY 5 X X A—H (X
HIBRENHEI—HYH admin LV " fsxadmin' £ o Trident COFERAZEES PEIOHLF

d ‘vsadmine

* SFBAEANR—X ! Tridentld. SVMICA VX b—=ILENTWVWBEBAEXFERAL TFSX7 7MLV X T L L
DSVMEBEEL FT,

REEZ BT B HEDFHFMICOVWTIE. AL TWS RS NEA TOREEEZERL T LI L,
* "ONTAP NASEZ:E"
* "ONTAP SANZZ:E"
F 2 MEHDAmMazonT S 21 X—2 (AMIS)
EKSUZRARIEESEXIEBRARL —TFT o4 VI RTLEFR—ELTVWETHA. AWSTIEO > TF LEKSH

IZHFFE DAmazon Machine Images (AMIS) A&iB{E SN TWE T, XDAMIETrident 24.10TT R b ENT
WE7,

TS NAS NAST1/=— SAN SANTI/ =—
AL2023 x86_64 ST |ZL) =4 =N =4

ANDARD

AL2 x86 64 [=qW) =4W) = A (=
BOTTLEROCKET x |ZiL\* &L N/A N/A
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AL2023 ARM 64 S () &L IE L I

TANDARD

122


https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html
https://docs.netapp.com/ja-jp/trident-2410/trident-use/trident-fsx-examples.html

AL2_ARM_64 =4 [=4W = A [FL*

BOTTLEROCKET A |£(\* 8 N/A N/A
RM_64

YT RF T 3Tl Tholock) ZFERATIRELHD T,
e ) —REBRESETICPVEHIBRTIT A

BROAMINZ ZICU X RETNTULAEWSE., TR—FINTLAREVWEWVWSERKTIFALC, B
()  EFAFTATUAVWC L EERLET, COUR M. BIEIRRINTUBAMISO A 1 I
L CHBEL £ 9,

T MEMIER -

* EKS version: 1.30

c AYAM—=ILAZE  HelmEAWST7 RA > LT

* NASICDWTIlE. NFSV3ENFSVA1OEAEZTARLE LT,

* SANICDWTIFISCSIDA%ZET X kL. NVMe-oFIZTX M LEEATLT,
EIINETFR

* B AL —T OS5 PVC. POD

* HIB& : ARy B, PVC GBE. gtree/LUN-IT ./ I —. NASEAWS/N\w T 7w )
SERIEIR

* "Amazon FSX for NetApp ONTAP O FH a2 X > K"
* "Amazon FSX for NetApp ONTAP (CB89 3 JOJ8ETY"

IAMO— )L £ AWS Secretz {EfX 3 3

Kubernetes7Rv RHAWS Y —XICT7 V912 RXFTBESICHEET BICIE. BBRIHRAWS Y
LT ovILZIBETRHHDIC. AWSIAMO—JLE L TEREEL £ 9,

@ AWS IAMO0—)L%&fER L TEREF 9 B ICld. EKS%EfER L TKubernetes S A X EEA T 3 HE
hrHbFEd,

AWS Secret Manager>— 72 L v ~ D1ER

ROFTIE. Trident CSIV LTV vILZRINT BAWSS —T Ly hIYR—J v —I Ly b ZERL &
ER

aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"
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IAMZR ) < — DYERY

RDOFFE. AWS CLIZER L TIAMAR ) & —Z L £ 9,
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json

-—-description "This policy grants access to Trident CSI to FSxN and

Secret manager"

RIS —JISONT 71l .

policy.Jjson:

{

"Statement": |
{
"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"
I
"Effect": "Allow",
"Resource": "*x"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager-name>*"
}

g
"Version": "2012-10-17"

Y—EXT7HTY FHEOIAMO—/LZERT %
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AWS CLI

aws lam create-role --role-name trident-controller \

-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json”7 71 JL © *

"Version": "2012-10-17",
"Statement": |
{ "Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}

771 ILDRDIERFEH L trust-relationship.json” £ 9

* <account_id>-BERRDAWST7 LU > ~ID

* <oidc_provider>- EKSZ 5 X2 ®MDO0OIDC, oidc_providerzBUS 9 3 ICid. ROOAT Y REZERTLF

ERS

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\

--output text | sed -e "s/“https:\/\///"

* IAMAR Y 2 —(ZIAMO— )L Z BEhER T 5™ -

O—IZER LS. OO REFERALT (EEROFIETER L) R S—%20O—)LICBEERIT

9,
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aws iam attach-role-policy --role-name my-role --policy-arn <IAM policy
ARN>

*OICD7ANA AN EEMFONTVWS B LE T !

OIDCTANA AN S A RICEEMTONTVWE L ZMHRLE T ROV FZzEAL THETSE
9,

aws lam list-open-id-connect-providers | grep $oidc id | cut -d "/" -f4

IAM OIDC% & 5 A ZICBEEMIT B ICIE. KOOAYY REFEHRLF T,

eksctl utils associate-iam-oidc-provider --cluster Scluster name
—-—approve

eksctl
ROBTIE. EKSTH—EX7AHTY FEADODIAMO—=IL%Z{ER L £ 9

eksctl create iamserviceaccount --name trident-controller --namespace
trident \
-—cluster <my-cluster> --role-name <AmazonEKS FSxN CSI DriverRole>

--role-only \
--attach-policy-arn <IAM-Policy ARN> --approve

Tridentz 1> X k=)L

Tridenti&. Kubernetes ©Amazon FSx for NetApp ONTAPX kL —JEE%# GBI L. B
HEPBBEN T T Tr—2 a3 DBAICERTETEESICLET,

KOWTNHDAETTridentz 1 VA M—=ILTEFZET,

¢ Helm

*EKS7 k7>

ATy 7T ay bR T3EEIE CSIXRFTy a3y bAY MO—5F7 RA Y ZA YA M=)LLZE
To FHICOVTIE. ZBBLTKLEETWVWCSIR) 2a—LDRAF v T3y bMEREZEMICT ",

Helm%Z{EMA L 7=Trident® 1 > X k—JL
1. Tridentf YA b= Ny —J0Ro>O0—R

Tridentf Y X b—Z /Ny —J2lE. TridentARL —ZDEA ¥ TridentD 1 > X b —JLICKRBRIARTOD
HOMWEFEFNTULWE T, GitHubDAssetsto > 3 UHh B RF/N—23 > DTridentf YA b—S& KXo >0O
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—FLTERLEY,

wget https://github.com/NetApp/trident/releases/download/v24.10.0/trident-
installer-24.10.0.tar.gz

tar -xf trident-installer-24.10.0.tar.gz
cd trident-installer/helm

2. ROBIELH#EMERAL T, * cloud provider 754 & cloud identity *7 S DIEZREL £ 9

ROFITIE. Tridentz1 > XA b—JLL. 757 %ZICREL. “cloud-identity' % "$CI'IC "$CP 5&E L
“cloud-provider' £ 9,

helm install trident trident-operator-100.2410.0.tgz --set
cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
-—namespace trident --create-namespace

OV REFEAL T, &8l 2F—LAR—R, 95T AT—RRA, 7FXIV5=>a3>oN—-T3>0 U
ESogyBESLRYE. AVAM—LOFEMEZHRTEFXT helm listo

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2410.0 24.10.0

EKST7 RA > %Z R L CTTridentz 1> X h—ILT 3

Trident EKS7 KA VICIE. BFIOEFa U T /Ny F. NTEENSENTEHD. AWSIZ K o> TAmazon
EKSE BT S UDREESNTWVWE T, EKS7RAVEFERAT S . Amazon EKSY S XX DEZEMC&ZE
UE—BLTHEREL. TRA>OAVRA =)L, #BH. EFICHRELEEEZYHTET X,

AIFESRAF
AWS EKSHDTrident” R A > ZRE T BR1IC. RDOFMGZFH L TWVWSE I EZRRLTIEEL,

* T RAVHTRO) TS a>h &% BAmazon EKST S XX T7HD > b
* AWS Marketplace NDAWSHEER :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - 7 . Amazon Linux 2 (AL2_x86_64) 7=i&Amazon Linux 2 ARM (AL2_Linux_64 ARM)
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https://github.com/NetApp/trident/releases/download/v24.10.0/trident-installer-24.10.0.tar.gz
https://github.com/NetApp/trident/releases/download/v24.10.0/trident-installer-24.10.0.tar.gz
https://github.com/NetApp/trident/releases/download/v24.10.0/trident-installer-24.10.0.tar.gz

* J—KR&RAT: AMDZX7=IZARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 L X T Ls

AWS[E T Trident7” RA > #B#ICT 3
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eksctl
KDY REITIE. TridentEKS7 RA>YZ AR M—=ILLE T,

eksctl create addon --name netapp trident-operator --cluster
<cluster name> \
--service-account-role-arn

arn:aws:iam::<account id>:role/<role name> --force

BEIOVY-IL
1. TAmazon EKSO Y —)LZFE £ 9 https://console.aws.amazon.com/eks/home#/clusters,
2. EIOFEF =3 RA VT IZRAEZ ) I LET,
3. NetApp Trident CSI7 RA > ZH/RET DV XX D&F=EZI Vv I LFET,
4. Z0)w I L. [EDMDT RA>DAFIZo Vv I LET,
S [ RAVDERIR—IT. XOFIEZEITLET,

a. [AWS Marketplace EKS-addons]tz2 < 3 > T, * Trident by NetApp *F T w I hwv I A %Z&ERL
£9,

b. T*kA*1 Z#OUvILFT,

6. [Configure selected add-ons* settings] R— T, XDOFIEERITLE T,
a FRIZN-Ja > mBERLET,
b. Ti&. [NotsetPDFFICLE T,

CHr*A T avDBHREZRBAL. *7 RAVERAF—I-> T, "EBlE LI 3>
(MconfigurationValues/X\Z X —RZ —ZgIDFIETIER L 7role-arnCERE L £ 9 (fBEIF X DA
TEINENHD £9 eks.amazonaws.com/role-arn:
arn:aws:iam::464262061435:role/AmazonEKS FSXN CSI DriverRole) o [Conflict
resolution method] T[Override]z:#IRT B & BIFED 7 K4 > D1 DU L DERE = Amazon EKS7
RAVERETLEESITEEY, COFT T arzEEMILABVGE. BEORECHREST L.
BEIIKBLET, RRINEIS—XyvE—C%FRALT BEONS TN a—FTa00%
TO2CEHTEET, COAT>a>EEIRT BHIIC. Amazon EKST RA VA BEEEIERICKE
BREEETBEELTVARVWI EZRRL TS,

1 RN ZBERLE S
8. [FEEE L TEBMNRN—I T *MER* ZBIRL £ J,
TPRAVDAVZAS=IDRTTRE. A VA L=IILENTWVWB T RAVHRTRENET,

AWS CLI
1. 77141 %EH L add-on.json £9,
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https://console.aws.amazon.com/eks/home#/clusters

add-on.json

{

"clusterName": "<eks-cluster>",

"addonName": "netapp trident-operator",

"addonVersion": "v24.10.0-eksbuild.1l",

"serviceAccountRoleArn": "<arn:aws:iam::123456:role/astratrident-
role>",

"configurationValues": "{"cloudIdentity":
"'eks.amazonaws.com/role-arn:
<arn:aws:iam::123456:role/astratrident-role>"'",

"cloudProvider": "AWS"}"

2. TridentEKS7 RA VAV AM=)LLET, "

aws eks create-addon --cli-input-json file://add-on.json

Trident EKS7 R 7 > OFEH
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file://add-on.json

eksctl

* BEUVDFSN Trident CSI7 RA Y ODIREDN—J 3 U EBERLTLIETWL, 295X XZQICEZTHR
A my-cluster £95,

eksctl get addon --name netapp trident-operator --cluster my-cluster
H 6
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v24.10.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* BIDFIED H /1 Tupdate available TIRENTcN—2 a7 RA Y ZEHFLE T,
eksctl update addon --name netapp trident-operator --version v24.10.0-
eksbuild.l --cluster my-cluster --force

7 a3 %HIBRL. WFnhDDAmazon EKS7 RZ VEREHNBEFEDRELCHE L TLWBIHEE
--force . Amazon EKS7 RA >V DEFISEHML £ T, BREDFRICRIIDIST—XAvtE—IUhK
TRENET, COA T a>EIBETIHIC. BIETINENH DZH/ENAMazon EKST7 RA >V TE
BHINTLWARWICEBRELTLETWL, CNESDREICDA T a >y TEESThE T, DK
EDEFDMDA TS 3 VOFMICOVWTIE. 2BBL TSIV "7 KA " Amazon EKS
Kubernetes 7 + — )L REIBEOFFMICDOWVWTIE. ZBBL T TV "Kubernetes 7 « —JL R EIE",

BEIVY-I

- Amazon EKSO >V —)LZF & https://console.aws.amazon.com/eks/home#/clusters & 9o
2. EIOFETF =3 RAVTIZARAZ Vv o LET,

3. NetApp Trident CSI7 RA > ZEH 250 T XEDRFZT ) v I LET,

A [PRAVETZIUYILET,
5
6

—_

&Iy, iR Edt) TEIUYILET,
- [Configure Trident by NetApp *]X— T, XDFIEEZRTLE T,
a FRIZN-—JamERLET,
b. [Optional configuration settings]** BRI L. HEBICIGCTEEL XY,
CI[EEDRENZIUYILET,
AWS CLI
MOBITIE. EKST RAVEBHLET,
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https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc-cni --addon-version v24.6.l-eksbuild.1l \
--service-account-role-arn arn:aws:iam::111122223333:role/role-name

--configuration-values '{}' --resolve-conflicts --preserve

Trident EKS7 RA > D7 >4 > X b—ILIEIKR

Amazon EKS7 R A V% HIBR T B ICIE. RD2DDAFA T arhH b £d,

DSRARIICTRAVY I NIz 72 RF-COA T a>uE:ERIT B . Amazon EKSICK PEREDER

HHEIBREINE T, £7-. Amazon EKSHE#HZ @B L. Bz s L 7c&ICAmazon EKST R4 > %= BHE)
MICEF T 3EEDHIRSNE T, L. V5 RAFLEDT7RAVYVY I NI IR BTEINE T, COF
T EEIRTZ . 7 RAVIEAmazon EKS7 RA U TIEHR << BEEER A VA M=ILICARD XY,

CDFATaVHEFERTDE. TRAVDOR DO RALIIRELEFHA. P7RAVEFRFTSICIE. OV
VROF T3 EEFDEFEFMFERL --preserve £9,

DIABZDSTRAVY T NI T7ZREBICHIRT B-U T AR—IEKEFT DY —IDBWEEICD
A Amazon EKS7 RAVZ IS RARZ—HDBHIRT A ZbEH LET, AV RS A T a3 %H|
BRLT7 RA >V &HIBRL --preserve delete £9,

() 7EFVCAMTHYY MHEBERT SN TV BHE. IAMZ A MEHIBRSNER Ao
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eksctl

MDA > R, TridentEKS7 RA > %74V X —=LLE T,
eksctl delete addon --cluster K8s-arm —--name netapp trident-operator

EEIO>V-I
1. TAmazon EKSO >V —)LZFE £ 9 https:/console.aws.amazon.com/eks/home#/clusters,

EQOFES—>a > RAVT VTR EZIUY I LET,

NetApp Trident CSI7 R A > ZHIfR 920 5 X2 D%RIZT )y I LET,

[P RANEZT%= 1)y L. [Trident by NetApp I*2 2 ) v I L£ T,

[HIBR (Remove) 1%V UwoULEY,

[Remove netapp_trident-operator confirmation]*4 1 704 T. XDFIEZERTL XS,

o o &> w N

a. Amazon EKSTT7 RA VDORELXBIEBLAWVWESICTRICIE. [V RRICHERIFZEIRLE T,
DSRRACTRAY IRz T7%2% LT, PRAVOITARTOREZBD TEETESLSIC

T23551F. COFIEZERITLET,
b. Tnetapp_trident -operator *1 ¥ AL 9,
C. [HIFR (Remove) 1&Z2ZUwvwILZEd,

AWS CLI
HUSXAADBENCEZTHER my-cluster . KOIAY Y REERITLE T,

aws eks delete-addon --cluster-name my-cluster --addon-name netapp trident-
operator —--preserve

ARL= Ny I IV ROKE

ONTAP SANY.NAS K S 1 NDHE

ARL—S Ny I Ty REERT B ICIE. JSONEIEYAMLGROBR 7 7 1 L& ER T 2 REA B D %

To T7AIICIE. FRHTBIAML—2D21F (NASEIESAN) « 771 IILOBEBTO T 71 ILS AT

L. SVM. LUV ZDREHEZIEETIBEDHD 9, XDFlIE. NASR—ZDX ML —J%EH
L. AWS>—2Lw hEFEARL TERTASVMICILT O vILZRINT D2 AEZTRLTUVWET,

133


https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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KDOIAYY REZEITL T, Trident/\w o T R (TBC) ZERELURIEL F,

* YAMLZ 7 A ILH 5 Trident/\w o T RH#8pE (TBC) ZfERL. ROV RZRITLET,

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident/\'wZ T> R#ERL (TBC) NEEICIERCINI-C =R LE 9,

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP R 5 -1 /\D ¥4

RD RS /N\%FERLT. Trident¥ Amazon FSx for NetApp ONTAPZ & TE £ 9,

* ontap-san . JOEY 3 Z VI ENB3FEPVIE. ENENDAmazon FSx for NetApp ONTAPR ) 2 — LK
DLUNTY, 7OV IR ML—JICHEINE T,

* ontap-nas . ZOEY 3 Z2J TN 3EPVIE. TE%4Amazon FSx for NetApp ONTAPR!) 2 — LT
¥ NFSESMBTHRINE T,

* ontap-san-economy : JOEZ 3= > J EN7EPVIE. Amazon FSx for NetApp ONTAP R 2 —ALC
CNERERTBERLUNE Z:FDLUNT 9,

* ontap-nas-economy : JOES 3= > EN38PVidqtree TdH D . Amazon FSx for NetApp ONTAPZR
)a—LZCilqtree %= RETETET,

* ontap-nas-flexgroup : 7OETY 3 Z VI EN3EPVIE. T2%Amazon FSx for NetApp ONTAP
FlexGrouph1) 2 —LTY,

RSANDFEFMICDOWVWTIE. BLVOZERLT'NASE T4 /\"SANE Z 14 /\"<T2E LY,

R 7 7 AIILHMER E N5 RO Y RZRITL TEKSRICIERR L £ 9,

kubectl create -f configuration file

AT—RAXMERTBICIE. ROOAT RERTLED,
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../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-nas.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html

kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997c-4c37-aldl-
f2f4c87fa629 Bound Success

Ny TITYRDOREBRECH

NYIITYREBEATSIICDOVWTIE, XOREBEBLTLLEIL,

INTAX—R B manA B
version I
storageDriverName ARL—=Y R4 ND%H] ontap-nas ontap-nas-

economy. « ontap-nas-
flexgroup. « ontap-san
ontap-san-economy

backendName HDARLBERIEFANL—=UNYy RSANEG+" "+ FT—4LIF
JIVR
managementLIF 95 AR FIZSVMERBLIFOIPY 1100011 T

KL XT2EH R X1 % (FQDN [2001:1234:abcd::fefe] I
) ZIEETETET, IP6759%
A L TTridenth* 1 > X b—JLE
NTWBFEIE. IPV67 RL X%
FHITALSICRETETX

9, IPv677 KL X|&. [28e8 : d9fb
. aB825 : b7bf : 69a8 . d02f : 9e7b
D 3555 EDAN > TEERT D
MBAHDET, aws ' 7a1—ILKR
THEIBET 3B
‘fsxFilesystemID. %#38E T D
WMEIZHD £ managementLIF"
Ao TridentldIawshH 5 svMiEER%E
B§935HTY,
‘managementLIF €D7=&. svM
DTFDI—Y (vsadminR¥) @
LTIyl ZziEEL. ED
—HICO—ILAEIDHTSATL
BZREHHD “vsadmin £,
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NTA—=H

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

HonanEA

ORJILLIFDIP7RL R, *
ONTAP NAS KRS /\* . F—4LIF
HIEETACHEMELET, 18
ELAEWES. TridentiZSVMH 5
FT—ARLIFZ7xzvFLZXJ, NFS
U NLIBICEERY BFully
Qualified Domain Name (FQDN ;
SEEEM R X1 %) ZIEEL
T. 2> ROE>DNSEIERL
THEHOT—HLIFETaEZ 98
RN TEET, FEIRTER
ICEETEET, 28BLTLE
TL . *ONTAP SAN K 51 /\*:
iISCSIZIFIEBELRBRWTL LS
U\Tridentld. ONTAPEIRAILUNY
w T ERALT. JILFNREY
>3 Y OREMLICHNERISCI LIFZ 1%
HLFET. T—XLIFHABATHICE
EINTVWIGERIIESHERE
nEkd, P67 >0 %FERL
TTridenth' 1 > X k—=JLEHTL
35al%. IPv67 RLX%Z{ERT
BLOICHRETEEY, IP67 R
L X &, [28e8 . d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555]%
DAEAN>_TEERTIHENDHD
£9,

IV RR— kRS —DBEENER
CEHZAMMCLEI[T—UT Y
lo 773>k
“autoExportCIDRs' & 7> 3 V% ff
B9 % “autoExportPolicy’

. TridentTI Y A R—kRUD
—ZBEMICEIETET X,

HEWNRIHZEICKubernetes® / —
RIPZZ 1 I)L&) >4 ¢ 3CIDRD
1) 2 b autoExportPolicyo A/
<3 > ¥ “autoExportCIDRs A 7
3 > % {#F$ % autoExportPolicy’
. TridentTIT Y R R— kKU
—ZBMICEETEET,

RUa—-LICERY2EED
JSON e D SANILDE Y +

547> MEBBE D Base64 T
> d— R, SEBAEXR—IXDERE
ICERENET
7547 HERHED Base64 T
> d— R, SEBAEXR—IXDERE
ICERENET

1

false

r[0.0.0.0/0]
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NTA—=H

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags
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HonanEA

SN - CAEIBBZ® Baseb4 T
v— R, #F>3>, ifFAE
N—2DFEFICERAINE T,

IS5 R F1IFSVMICIERT T B 1=
HDA—HH, VLTI vILR
—2ADPEEICFERAINE T, &
ZIE. vsadminD LS ICIEEL £
3-0

ISR FTIZSVMICIERE T 57
HDINAT—R, JLT7>IvI
N—ZXDFEEICERATINE T,

£ 9 % Storage Virtual Machine

SVM THLWARY a—L%FOE
Dz I TBRRICERTBZSL
T14v I AZEBELET. EHE
ICEETBHRCIETEFHA C
DINTA—RZBHITBICIE. #
LOWANYIITYRZERT ZHE
BrHbEd,

* Amazon FSx for NetApp ONTAP
ICIFIEELABWVWTLIEE W, HEE
SN vsadminIClE
‘fsxadmin. 77 )T — ~OER
S#EE L TTridentz A L THI
R BD7T-DICRERIERINZTEN
TWEtEA.

BRINTAR) 2a— LY 1 XIHT
DEZBRTWRIEE. 7OEY
IZVINKRMLET, F

7=« qtreeB5 KTLUNICX L TERE
T23R) 2a—LORKY A X%
FRL. A7 a>z@EHET L.
‘gtreesPerFlexvol FlexVold 7= D
Datree DR A E HAZIA X T
TF7,

FlexVol 7= D D& AKLUNE, B%h
REEFEX50. 2009 . SAND Ho

ESTINoa—Ta Y TRICER
3TNV IT TS5, Bl {"api"
: false. "method" : true} ~> 7L
Sa—Ta 0% {To (B O
IR THRERIZEUINIER
L7\ "debugTraceFlags' TL 72 &
L\O

1

SVMEBELIFAEESINTULDIHE
ICEREINE T,

trident

BERALBEVWTLSIREL,

C (TITAIPTIRBEBRAINIEA
)

“100”

null



NTA—=H

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

useREST

HonanEA

NFSYO Y hFTFoa>zhov
TXY>7=1) X ko Kubernetesik
A 2a—LDIYI AT 3
VIBEANL—C U S RTIERE
SNEIHN AL—J U5 XIS
IOV RFToaohEESINT
WARLWEE. TridentidX kL —2
Ny ITYRDEBRRT 71 ILICHE
ESNTWABAYI AT Y
EEARALTI7A—=ILNvILE
To AML—=20 5 XFEFIIHER
T77AITIYO AT arn
EBESINTULARWES. Tridentik
BET T SNFkEER Y 2 — LAl
ROV ATa>uaERELEE
AJO

NFSHR1 2 — L E /2 IESMBA Y 2
—LDERZREA T avid
nfs. « smb  £7ldnullTY, *
SMBR ) 2 —LDBEIFICKET S
HEHHDET smbo *nullllER
EIDE. T74ILETNFSHKRL
a—LPMERINET,

FlexVol H7=D DEK gtree ¥ B
MAEEIE [50 . 300] T

KOWTNHEIRETETE

9o MicrosoftBI 2>V —ILF 7=
IXONTAP CLIZfER L TIE SN
7=SMBHEED%HE]. F7=IETrident
ICSMBHEEDEMZEFRI 9 5%
Hlo CD/NTX—4AIE. Amazon
FSx for ONTAP/\ww 7 T > RIZWHE
T9Y,

ONTAP RESTAP| #EH T 578
DT—=D)TIINTA—=H, TS
LEa—

useREST FRMFLEa— LT
RHEINTED., ABFREBEDT —
00— RICIFHERINFEA. I
EBETD true’ ¥. Trident
|doNTAP REST APIZ{EAHL TN
wOTIVREBELEFT. D%
BEICIZONTAP 9.11.1UMENMRE
TY, £/, FFAT BonTAPOY
a4 >raO=JLicid. 7FV45—3
INDT I RIENNETY
‘ontap . iU FHIICERIN
TREIRANCE > TEREIN

vsadmin cluster-admin £ 9o

nfs

"200"

smb-share

false
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NTA—=H

aws

credentials

R 1

AWS FSx for ONTAPD#&R 7 7 1
IWTIERDESICIEETEE Y, -
CAWS FSXxT7 7ML RTLDID
ZHEELZE I,
fsxFilesystemID-apiRegion ""
AWS AP —2 3 V%, -

apikey : AWS APIF—, -
secretKey : AWS>—2J L v k&

o

AWS Secret ManageriZ1R1F 9
BFSxSVMD U LT v L%
ELXdo -name : —2L vk
MDAmazon') VY —2% (ARN

) o SVMD U LTV vIILHEFE
NTWVWET, -type | ICRELE
9 awsarn. sEAICDOWLTIE. =&
L TLEEL "AWS Secrets
Manager>—72 L v b DYERR" -

A a—LD7OESa=ZVTBEONYIIY RIBRA T3>

REDTLISa>T. IN6DA T arEFERALTT 74l 07O 3 =20 % HTEEXT
defaultso FICDWVWTIE. UTDREFZEESBL TSIV,

NTA—=H

spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy
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HanEnA T7#ILbE
space-allocation for LUN O <Y > true
FziEELEFT

AR=ZANHFR—=3VEF—F none

lmonel () Fflx T
volume | (v ?)

£ 9 % Snapshot K1) o — none

ER LT R a—LICEID Y T3 M
QoS KU —FI)L—T AL —
ST=IFRIEINYIIVRTE
. QOSPolicy % 7=
|dadaptiveQosPolicyd L\ Nh %z
BIRL F 9, TridentTQoSAK &
—JIN—TZERTBIC

I&. ONTAP 9 BLUENMKETT,
HEITNTLAELQOSHK) >—4
IW—"T=zEFERHL. RU>—T)L—
THEAV AT« FaITy MCE
AMICERINZLSICLE

To QSHI =T IIL—T%2HEF
TR, TRTOT—70O0—KRD
S5t RIL—TFy DO LERERIERE
nxd,
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R a—LDOAEHYR—rENFET,

* Active DirectoryZ L 7> > v ILE ST DR EH1DDTrident>—I Ly ko =T L w hEERT BIC
| smbcreds :

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

* Windows—E X & L TEREIN/CSITOFS, ZHRET BICIE csi-proxy. Windows TERITEINT
L3 Kubernetes / — RICDW T, F7ldZE"GitHub: Windows@F7CSIZ7OF "8 L T < 2T LV GitHub:
csiIzZaxm,

FIE

1. SMBEEZERSMBEREHEB . BT A X F v 1% FERTS3H. ONTAP CLIZER L TIERK
TE X9 "MicrosoftBEIE>Y —JL", ONTAP CLIZfER L CTSMBEBE %M T 3 ICIE. XDFIEZETL
x9

a BEICHLT. HEDTA LI FIUNIBEZERLE T,

OY > Rid vserver cifs share create. HBDEREIC-pathd 7> 3 > TIRESNIN A ZF
Ty I LET. BELIENZANMEFELBWEE. IV FIZKRKLET,

b. $5F L 7=SVMICESE[ T 5N TWBSMBEEEER L £,

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C HEMMERENICE=zMHEELE T,

vserver cifs share show -share-name share name

(D) mEoLTIR BBRLTSVBHEEERT 5" T,

2 NYILITYREERT BB, SMBRY 2a—LXIBETDLSICRDIEBRERRET INELHD F
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smbShare MOWTNHO EIEETET X smb-share
9o MicrosoftBI 2>V —JLF 7=
IXONTAP CLIZfER L TIE S
7=SMBHEED%HE]. F7=IETrident
ICSMBHREEDEMZEFRI 9 5%
Hlo CD/NTX—4AIE. Amazon
FSx for ONTAP/\w T R|Zih

ET9Y,
nasType ICRETIHNELHD XS smb
smbo *nullo)i%é\ 7—_7 j’)l/ I\‘i
IC7aD X nfso
securityStyle FLOWARY 2—LDEFa T+ ntfs SMBARUa—LDGEIEE

oo * SMBRU 2—LDIGEIE T=lE "mixed
FlE nixed ICHET DIHEHD
HDEFI 'ntfso *

unixPermissions FLWARYa2a—LDE—FR, * "
SMBA 2—ALIFZEICLTELL &
ENHDET, *

ARL—=2P U5 REPVCZHRET B

Kubernetes StorageClass 7 7 7 b ZREL TRA ML —2 05 XZ1ERM L. TridentT

R a—LD7OEYaZ>IFEZIBEL£Y. 8%E L 7=Kubernetes StorageClass%

fEA L TPVAD T 7+ R %ZEK S % PersistentVolume (PV) & PersistentVolumeClaim
(PVC) ZIERLET. ZDH. PVEZRY RIZX TV A TEFET,

AbL—=U 05 RZERT %o

Kubernetes StorageClass 1 7> =7 ~DF&RE

Tl&. "Kubernetes StorageClass# 72 =7 MEDIVZATERAINS O 3 =0 Y-l L
TTridenthEE SN, A 2a—LDTOEY 3= > J HED TridentiCiERENE T, 4 :

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
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FHEDFFMICDWVWTIE PersistentVolumeClaime BB L T LT W Kubernetes 772 =7 & Trident
AT R

AbL—=20 5 X216 T B0

FIE
1. THhidKubernetesA 7o DT, %R L T kubectl'Kubernetes TIER L £ 9

kubectl create -f storage-class-ontapnas.yaml

2. Kubernetes & Trident®®@A T lbasic-csiy A FL—J 95 ADBRREIN. TridenthN\w I TV RTT—)L
ERELTVWBRZ xR LET,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
PVH & UPVCODIERL

kAR 2 — L4 " (PV) (E. Kubernetes7 S XA LD U T ARXEBEBEICL>TTOE Y 3= V73N ¥E
AbL—=TY =TT, "PersistentVolumeClaim " (PVC) (&. 75 XX _EDPersistentVolume D77t
AERTT,

PVClE. RHEDH A XZXIETIVELAE—RDA ML —CZERITBLSICKRETEE T, VS XRABEEE
&, BETIF 5N T LS StorageClass# A L T. PersistentVolumeD 1 X 79X E—RK (INT7#—<
VAR —ERLRNILRY) UEZHIHTEET,

PVEPVCEIER LTcH. Ry IR 2a—L%ZIYTVRTEET,
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PersistentVolume > FILY =7 X +

COY VTR =T T X M. StorageClassiZBEET T 5NTc10GIDEARPVZRL TWLWE T basic-

csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersistentVolumeClaimt > /ILY =7t X ~

RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWX7 7t X% {wZ 7<PVC
CDAE. WS 51D StorageClassiCBET T S5 NT-RWXT7 7 A& FOEAXMNABPVCEZRLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe / TCPXIGPVC

DA, WS 51D StorageClassiC BE(T 1T 5 7=NVMe/TCPOE AR ZPVCERWO 7 U X % /R~
L TWET protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

PVE K U'PVCDIER

FlE
1. PVEER
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kubectl create -f pv.yaml

2. PVRT—R2A%=MRELET,

kubectl get pv

NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
pv-storage 4Gi RWO Retain Available
Ts
3. PVC#E{ER

kubectl create -f pvc.yaml

4. PVCRAT—R2RzHRBLET,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m
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kubectl create -f pv-pod.yaml

KIC. PVCERY RICIEHR TR T-0ODOEXANLEREMNZRLET, BEARRTE :

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage
@ ERIR T Z A L TEER TEF kubectl get pod --watch™ % 97
2. R)a—LBICRI Y FETNTVWBR xR LEY /my/mount /pathe

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

Ry FZHIBRTES L DICBD E Lo Pod7 FUT—2 avi3FELBLLBED EIH RUa—LIFFERD &
ERS

kubectl delete pod pv-pod
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EKSZ S5 X2 TDTrident EKS7 KA > DHE

NetApp Tridentld. Kubernetes CAmazon FSx for NetApp ONTAPX kL —CERZ /IE
tL. ERECEEEN T IV —2a > DEAICERTESRLSICLET, NetApp
Trident EKS7 R A > ICId. RFIOEF 2T /Ny F NTBENRSENTED. AWS
IC&k 2 TAmazon EKSE T 3 C EMREESNTWVWE S, EKSTRA>ZFHET S

£« Amazon EKS7 S X2 D&M e LZEMZ—8B L THREL. 7FRA>D1V X b—
L. B, EFICHEREREZHIRTET F 7,

AR
AWS EKSH®DTrident7” R4 > & RET BHIIC. ROZEHGEZ®mI-L TWA I ZEERL T T,
* T RAEFERY BHERZRDAmazon EKSY S XET7HT Y be ZBRLTLZE ) "Amazon EKST
A
* AWS Marketplace NDDAWSHER :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - 7 : Amazon Linux 2 (AL2_x86_64) F7zl¥Amazon Linux 2 ARM (AL2_Linux_64 ARM)
* /J—RARAT AMDX 7-IZARM
* BEfEMDAmazon FSx for NetApp ONTAP 7 7 1LY AT L

FIg

1. EKSTRw RHBAWSD Y —RICT IR TEBZELS5ICTD7=-®HIC. IAMO—JLEAWSS —2 L w & ER L
TLEEEW, FBICDOWTIE. ZBBLTLIETVWIAMO—)L EAWS SecretZERL 9 %"

2. EKS Kubernetes7 5 XA T. 7 RA R TICBEIL £,

tri-env-eks

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [7.

¥ Cluster info info

Status Kubernetes version Info Support period Provider
® Active 1.30 (0) Standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags

[ () New versions are available for 1 add-on.

Add-ons (3) i View details Edit Remave

[Q Find add-on ] [ Any categ... ¥ ] [ Any status = ¥ ] 3 matches 1

3. [AWS Marketplace add-ons]*IZ 772t X L. _storage_categoryZ iR L £ 9
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. NetApp Trident Z3EL. Trident7 RA>DF T v IRy I XZBIRL T Next* 2w I LET,
S MBRTRAVON—Ia>vaFRLET,

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. /— RO SMETIAMO—ILF T3>z BRLET,

7.

152

Review and add

Step 1: Select add-ons

Selected add-ons (1)

| Q Find add-on | 1
Add-on name A Type v Status
netapp_trident-operator storage & Ready to install

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name & Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)
Add-on name A 1AM role [& v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel { Previous }f"szﬂ"

BBIZIGLTA TS 3 Y DREZITV. * Next *Z3ZRL £

Add-ont8Rl X & —<*IZf€ > T. * Configuration Values *t2 % > 3 > M Configuration Values/\Z X — & —
z. BIOFIE (FlE1) TEM L 7zrole-amilFREL 9 (EIFRDERICTIBENHDFT) »
“eks.amazonaws.com/role-arn: arn:aws:iam::464262061435:role/AmazonEKS_FSXN_CSI_DriverRole 7E:[
AR A TILESZERLISEE. BIFEO7 RF > D1 DU EDEEZAmazon EKST R VERET
FESTEFET, COFT2a>zBMILBVEE. BIFORELHEE TS . BIEFRMLET, &K
RINEIT—XAvE—C%ZFERALT BEDM T TN a—FTo VI T58NTEET, COATS
23V %FERY BHIIC. Amazon EKS7 R4 VA B EBRICHELRREZEBIEL TVWAWLWI tZEEEL T
<TEEL,



¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples”: [
{
"cloudIdentity": ""
1
15

"properties": {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string"

}

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

1v {
2 "cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam

: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "
i}

8. Tl*Create* ] ZZEIRL XY,
9. PRAYVDRTF—R AN Active THBZ =R LET,

Add-ons (1] Infa View details Edit Remove

[O. netapp X } { Any categ... ¥ J [Any status ¥ J 1 match

NNetapp  NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let yaur pers and administrators focus on applicati FSx for
ONTAP flexibility, ity and integrati ilities make it the ideal choice for organizations seeking efficient inerized storage Product df.‘_tg_i_[glﬂ
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24.10.0-eksbuild.1 - (IRSA)

Mot set
Listed by

NetApp, Inc. [3

View subscription

10. DAY Y RERITLT. Tridenth IV SRZICEELL A YA P—=ILTNTWVWBRZ e #ERELET,

kubectl get pods -n trident

04

Ny b7y 7ZHITL. ARL=I NV IV RERELE T, FRICOVTIE. £28K
AL=SNy IV ROEE"

2l

CLIZERL7Trident EKS7 RA>DA VA —JLET VA YA =)L

CLIZ{#F L TNetApp Trident EKS7 RA>%Z 1 > XA —JLLE T,
ROFITIE. Trident EKS7RAVH A AL=ILLET,

LTSV
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eksctl create addon --name aws-ebs-csi-driver --cluster <cluster name>
--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
-—force

CLIZ{EF L TNetApp Trident EKS7 RA > % 714>V AM—=ILLE T,
KDY RIE. TridentEKS7 RA > H#F7VA>YRM=ILLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl #fHEH L TNV I IV REZERLET

Ny T ITYRIE Tridente A L= X7 LAORBIDOBEBREEREL £, Tridentid. %
DAL= AT LEDBERER. TridenthP#D X7 LDSAR) a—L%Z270OE
Az IR ALEEREHELE T, Tridentx 1 X b—I)LL7cB. XOFIETNY I T
Y RZ{ERMLE 9, TridentBackendConfig Custom Resource Definition
(CRD) Z{FHT 3. Kubernetest YRX—T T ADSE#ETrident/N\y I IR
TERPLIUVBETEXY, . £7/ldKubernetesT4 AV E2 =23 AHD
BEFEDCLIY—IIZERALTEITTETXY kubectlo

TridentBackendConfig

TridentBackendConfig(tbc, tbconfig, tbackendconfig)ld. ZEAL TTrident/\w I T RZEET
TZ70YFIYRDOABIZERCRDTY, kubectKubernetesBIEE X X kL —UEIEE(E. Kubernetes
CLIZFERLTEENYIIY RZER. BETESL5ICBD X L(tridentetl' 7eco ERDATYRZ1>0
—TAVTAIIBEDHDEEA) o

AT U bEERT S . TridentBackendConfig sRDAIBHARITINE T,

*NYIIYVRIE EBELEREICE IV T Tridentick > THEBMICIER I NE T, CNITREBAIICIE
(tbe. tridentbackend) CR¥ L TE&RTMN "TridentBackend %9,

* |& TridentBackendConfig. TridentiC &k » TER S NcIC—EICNT VY RENET
TridentBackendo

%?h%hb“‘ "TridentBackendConfig" & D1 1D Y v E > J Z &% L "TridentBackend &9, BI&EIE/NYv I IV
RSB LURETRDICA—Y— IR INZ I VX —T 1 XTY, BEIETridenthRED/Nw I T
/FT?/IOF%%?E%T?O

() ‘TridentBackend CRSI&TridentiC & > TEBEIMICER EINE T, CNHIF*EELAVTLE
TV NYIIVREEHITDICIE. ATV MEZEEL TridentBackendConfig' £ 9,

CROFEXICDWVWTIL. RDHI%ZEHR L T TridentBackendConfig' < 72 & L,
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

MBRANL—=JTSY T A—=LIT—EXDERERICOVWTIE. T LT MIICHZH%EEBL "Trident
AVRAR—=F"TLIEE L,

|& specs NI IV RBEBEDHRE/NTIXA—RZBFLET, COFITIE. NwIIVRTRAML—=DRSA
NZERL ontap-san. RDRICKRIRE/NTA—REZFHALTWVWE T, CTHEHDIANL— RS /1ND5%
AT a>D)IMIDWTIE, Z8BLTLKIEIWANL—URSANDNY I T Y REEBHR"

D spectV > aviliE. CRTHTIZICEASINI-T « —JL R & “deletionPolicy’ 7+ —JL K
‘TridentBackendConfig'H & &1 T L) “credentials’ & 7,

* credentials : TDNTRXA—RIEWNBT4—I)LRT. AML—O R FLM—EREDFREECFERT 3
IJLTFIoovILAEENE T, I—HHER L7z Kubernetes Secret ICSRESNE T, VLTV vIL%E
TL—2TFALTEICRETERVESH. T5—ICRDFET,

* deletionPolicy: CD 7 a4 —JLRIE. DEHIBRINI-EETOFEEEERELET
TridentBackendConfigo KD 2 DDEDOWVWITNHOEIBETCIT X,

° delete:ZNICED. CREBHET 3N\ I T ROMAHHIFRST N TridentBackendConfig' £,
NHBTF7#ILMMETTY,

° retain ! CROEIFREIMNTH. TridentBackendConfig /NI IV RERIFSIZSHEIEEL. T

BIETEFEY, tridentctl HIBRARUS—%IZRET D “retain &, A—HIIUFIOV ) —X

(21.04&DEIDVI—R) ICHTVTIL—RLT. FERRSNTENY I IV RZFIFITELET, D
T14—ILRDEIE. DIERRICEHF TEFEXY "TridentBackendConfigo

Ny I RD&ANTZE(ER L TERESIN spec.backendName £, IEELARWVEES. Nv
(D IV ROEHENEA TS TV bD%ET (metadata.name) IZERTE S 1 TridentBackendConfig®

9. ZFEAL TNV IV RLAZHERHICKRET 5 & Z2E88 L “spec.backendName’ %
ER

TER SN\ O IV RIZ tridentetl &, BEEMITENA T I MMIHD FHA
‘TridentBackendConfige CDLDIBNYI IV RZTEEYSICIE. kubectl CRZ{E

B L “TridentBackendConfig £9, B—DHRE/NTAXA—F (( .
‘spec.storagePrefix spec.storageDriverName R¥) ZIBEITDLSICETETIHNE
WHD EXF “spec.backendNameo, Tridentid. FTL <IERSNIZBIEZDON Y I TV RICH
MY /N > B L “TridentBackendConfig' £ 9
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FIEDOHE
ZEALTHLWNY I T Y RZERRY 3ICI3 kubectl. RDFIEZRITLE T,

1. Z1ERL L "Kubernetes Secret"£ 9, >—2U L w bICIE. TridenthA R bL—S 0S5 AR —EREBET
BIEDICHEBRILTFOOYILDAEENTUVET,

2. #72xU b EER L TridentBackendConfig £ 9. AL —J 0SB [ H—EXDFEMEIREL. &I
DFIETIERLT=>—o Ly hESBLEY,

Ny IITYRZER LS. ZFALTEDRT—2 X Z2MHER L. EMOFMBERZINETET 7 kubectl

get tbc <tbc-name> -n <trident-namespace>o

FE1 : Kubernetes Secret #{Ef L ¢

NYIITVRDTIELRILTUOv I B —ILy b 2ERLE T, AML—H—EXR /I TFSvET
F—LIEICEBBEEDOHETI . RICHZRLET,

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml
apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TORICC BAML—STFS5 Y T +—L0D Secret ICEHBRIMERDDZ 74— ILRZFEHFET,

AML=CTF Sy T —LDY  WE Field BIZ DR

— Ly 70— LREIE

Azure NetApp Files ClientID T I —a BRI DTS
147> KID

Cloud Volumes Service for GCP  private_key id T WEH#D ID, CVS BIEEEO—IL
ZRHDOGCPH—ERT7HT D
AP| F—D—%E

Cloud Volumes Service for GCP private_key ZfERAL X9 WERECVS BEIEEO—/LZFD
GCPHU—EX7HU>VEDAPI F+
—0—4

Element ( NetApp HCI/ SolidFire I~ KRR+ > bk THRDOLTUI VI ZER

) ¥ 3 SolidFire 7 5 XXM MVIP

156


https://kubernetes.io/docs/concepts/configuration/secret/

AbL=UTF 5y T x—LDY
—JLy T —ILFBE

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

clientPrivateKey

chapUsermmame O Y > K

chaplnitiatorSecret

chapTargetUsername @ Y > K

chapTargetinitiatorSecret

Field #1Z DR

IS5 2% [ SVM ICIERT BT-0D
dA—H%%, LT vILR—2X
DEREEICFERINE T

IS5 2R [ SVM ICIERT BT-0D
INAT—R, LT v )LR—
ADEECEREINET

547> NHERHED Base64 T
> O— RfE, SEFRAER—XDERE
ICERSNET

1 2NT > R1—H %, useCHAP
=true DHFEIINE, LU
ontap-san-economy DHFE
‘ontap-san

CHAP 1 Z>I—R>—0UL vy
ko useCHAP = true DIHFEIEH
Bo H& U ontap-san-
economy  DIZFE ‘ontap-san

RX—ry b A—H4%, useCHAP =
true DFZEIIHE, BV
ontap-san-economy DIFE
‘ontap-san

CHAP 2—4'w hA(ZoIT—R Y
—2 LW ko useCHAP = true M35
Bl3B, LUV ontap-san-
economy  DIHJFE “ontap-san

CDRTYTTER LI —O Ly bME. RORTY TTERLIA TS0 DT —)LR
‘TridentBackendConfig' TEER & 11 “spec.credentials’ £ 9,

27w T2 CRZ{EF Y % TridentBackendConfig

CMNTCRZIER T 2EEH TEF TridentBackendConfig £ L7 TOHITIE. RSANEFERTZ/\Y
I RN “ontap-san. KDA T U bEMFEHRL TYER I "TridentBackendConfig' £ 97

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FIE3 : CRDRAT—R XA %ZHEFR T 5 TridentBackendConfig

CRZ{ER L 7=D T TridentBackendConfig, AT —RXAZHRTETXT, RDFIZSBL T I,

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Ny I IV RBPEBICERIN. CRIC/NA > K& E L TridentBackendConfig 7z
7= XICIFROVWTNDDEZIEETET LT,

* Bound: TridentBackendConfig CRIZ/NY I T RICEERMITENTED. FD/N\v I I RIZIECR
DuidHtz v kTN "TridentBackendConfig' T L “configRef £ 97

* Unbound:ZfEAL TKREINZEXT ", TridentBackendConfig # 7 U MMINY I TV RICNA VR T
NTWEEA. 7724 ETIE. FIL LRI NI ARTOD "TridentBackendConfig CRSHAC D7 = —X
ICBDET, Tz —INEEENE. BE Unbound ICRT X TETEHA.

* Deleting : CRdeletionPolicy l& “TridentBackendConfig HIBRT D ELSICERESNTULE
9, CROHIFREND & "TridentBackendConfig. CRIFHEIBRRA T— MICBITLE T,

e Ny I IV RITKERARY) 2—LER (PVC) HEFEELARVIZGE. ZHIFRT 2
TridentBackendConfig  &. Tridentld/\w I I RECRZHIBRLET
"TridentBackendConfigoe

e Ny I ITYRIZ1 DUED PVC HEFET 315513 BIRREICRD T,
TridentBackendConfig €DK, CRIFHIFRIZI T —XICADFT, NvIITVREIF
‘TridentBackendConfig. IR TDPVCHHIBRENIRICOAHIREINE T,

* Lost : CRICEGEMITSENTWVWS/NY U T RH TridentBackendConfig i8> TEIFWEICHIBRT
fl.  TridentBackendConfig CRICIFHIBRE NNV I T Y RADBELIZ->TVLWET,
‘TridentBackendConfig CRI&. BICRARACHIBRTE XY "deletionPolicye
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* Unknown : TridentidCRICEEZE(FITSNTcNY I I Y FOREELIIFEZRETT EEA
TridentBackendConfige 7=& ZIE. APITF—/\HIHE L TLARVIEEXCRDARE DN SR WVGE
‘tridentbackends.trident.netapp.ioc 72 ¥ TY o CHUTIENMADMERIBENHD £

CDEMETIE. NI IV RDPERBICEREINE T, BRE. BMTUIEBTE 30BNV DO HD FT"/\Y
JLIYVROBEHFEC/NYIIY ROHIR"

(A F>3y) FlES : HEZERLET
NI RICBEY 25FMIBHRZHERT DICiE. ROOAX Y RZETLET,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

IH5IC. Dyamlljsond > TEEE TR HTEFEJ TridentBackendConfige

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: "2021-04-21T20:45:112Z"
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san
namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svm: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRICIHE L TERIN//NY I IV R®D “TridentBackendConfig  &hH

‘backendUUID TN “backendName  F¥9o —®D “lastOperationStatus 7+ —JLFIZIE. CRD
REDBEDRAT—RANKRREINE T, CDXT—AHRX “TridentBackendConfig ik, I—H—hH'K1
H—L7HmE (A—H—DTEAIZEELIEERY) « £FlldTridentiC& > TR A—NHE
‘spec (TridentOBEEHFA L) TTo MMFLIFKBMOWVWITNATY ., phase CRE/NY I I REODEAE
BORAT—R2 AKX LEXT 'TridentBackendConfigo LDHITIE. D phase EHANA VY RINATVE
o DED. CRONYVIIVRICEEMITENTVWEZEEEKRLEY "TridentBackendConfige

ARY FOYOFEMEZEIS T 5113, O REZFETTL kubectl -n trident describe tbc <tbc-cr-name> % 97,

ZERA LT, BEMITeoNTA TV TV b% tridentctl BUONYIIY RZEHFEISH)
O FRIBCIETEXHA “TridentBackendConfige &% TridentBackendConfig HJD
BRAB3FIBICOWTERAL XY “tridentctl"CHELZERLTIEEL,

NYIITYROER
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kubectl ZERAL TNV I IV REEBERITLET
HERAL TNV I IV REEBIREEZERITI A AHAEICDOVWTEHAL XY, kubectl

Ny I TV RZHIBRLEY

#HIBR9 B Z ¥ T. TridentBackendConfig (ICEDWT) Ny I IV RZHIBREFRIIFREFETSELES
[CTridentlZ#8/R L deletionPolicy £9o. NV I IV REZHIBRT BICIE. Dldeletell@ESTNTWVWE L
#HESERLEY “deletionPolicy. DAHEHIPRT BICIE TridentBackendConfigs HiretainllFREINT
W3 ez L XY deletionPolicyo UKD, NI IV RWE|IEHEHEEL. ZFEELTEIET
FFXT tridentctls

ROAR Y RZRITLET,
kubectl delete tbc <tbc-name> -n trident

TridentTld. TEER TN TL\/zKubernetes>—27 L v MMIBIBREINEXHF A TridentBackendConfig
o Kubernetes 1—H(d. >—2IL vy bDIU—2TF7yFZEBHLET, O—2I Ly bZHIRT 3 ESIEER
PRETY, >—7L vk NwIIYVRTHERAINTLARWESICOAHIFRL TSIV,

BEONY VIV RZRRLET

ROAR Y FZ2RITLET,
kubectl get tbc -n trident

F7-1F tridentctl get backend -o yaml -n trident ZFE{TLT. BEIBIRTDONYIIVR
DIVRALERETZECHTEET “tridentctl get backend -n tridento "D X KICIE. TIERR
INTNY I IV RBHFEN tridentctl £7,

NYIITVRZEHLET
NI Iy REBHTIERIIV DD HDFT,
CARL=PPRTFLDIULTUIYIDEEINTWVWDS, JLTOIVILEBEHRITBRICIE. #7200k
TfEA T BKubernetes Secret’ "TridentBackendConfig B¢ 2 BN H D 9, Tridentid. R TH

TeEBFDILT OOV IILTNY I REEFMNICEFLET, XOOTY > RZE1TL T, Kubernetes
Secret #EFL £ 9,

kubectl apply -f <updated-secret-file.yaml> -n trident

* INTX—4A (£ % ONTAP SVM D&RIRY) #BHITINELHD 9,

e MDAV Y REFEAL T, Kubernetesh S EEA TS TV b EBHTEFET
TridentBackendConfigo
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kubectl apply -f <updated-backend-file.yaml>

o Fleld ROARY RZFERL TBIFOCRICEEZMA B CEHTEEXY
TridentBackendConfigo

kubectl edit tbc <tbc-name> -n trident

NV IIVROEHICKMLIEGE. NI IV RIEREOENMOBREDEEFED T,
O %X L TCERERZEFES BICIE. F£7-13% kubectl describe tbc <tbc-name> -n trident’
(D =47 L “kubectl get tbc <tbc-name> -0 yaml -n trident” £ 9
BT 7ML CTHREEISEL TBEL]S. update ANV REBRITTETE T,

tridentctl ZfERAL TNV I IV REBERITLET
HERAL TNV I I REEBIREZEITI A AEICDOVWTEHBAL XY, tridentctl

NY I TV RZEERLEY

ZERLTES" N VTV R 7 7L ROAYY RZRITLET,

tridentctl create backend -f <backend-file> -n trident

Ny IV ROERICKBMLIEZSIF. Ny I IV FOREICAMNEENRDHD £9, ROAXV FZ2ERITTS
& OJ2RRLTERZRETE T,

tridentctl logs -n trident

BE7 71 )LORBEZRELTEBLELES. OV REZHS—EERTTEIET createo

Ny ITYREHBRLET
Tridenth' 5N\ I T RZHIBRT BICIE. ROFIEERITLET,

LNy IITVREERELET,

tridentctl get backend -n trident

2 Ny IITVRZHIBRLET,

tridentctl delete backend <backend-name> -n trident
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backends.html
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TridentC7OEY 3= J3NizAR) a—LE ZD/N\y I I RhH5Snapshoth'ik > T35
C) B NYIIVREHBRTZ . TONYIIVRTHLWARY a—Lp7OES 3 =5 E

NE<BDET, NvIIT2RIF THFR KEDFXICHD., Trident IFHIREIND ETEN

SOR)a—LERFyToay b EBELEITED,

BEONYIIVRERRLET
Trident B8 L TWABNY I IV RERTITBICIE. XOFIEEZERTLET,

*BEEZEIEYT3ICIE. OO R EETLED,
tridentctl get backend -n trident
* IRTOFMZHE T DICIF. XROAT Y RZEITLED,
tridentctl get backend -o json -n trident
NyIIYREBHLET
FLWOWNYITY RERT 70 ILZER LTcS. XROOR Y RZEITLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I I ROEHHPRELIBZE. Ny I IV ROREICHEDHBH. ENLEEFZRTLE L. RD
ARV PFZ2XRTIBe. OV 2RRLTRRZRETEXT,

tridentctl logs -n trident

W7 7 MIILOBBZRELTEELLS, IRV FZ2HS5—ERTTET XY updates

NYIIVRZEFERATERAN—DISRAZRHELEY

hidF. NwOIYRATS T FAICHSITBISONTEETE ZERDA tridentct’ TF o ZHUE. T
A=ILTBIRENHZA—T1s VT %ZFEBL jgF7,

tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

hiE. ZERALTERSNIZN Y I Y RIZHERA TN TridentBackendConfig £ 97

NIV REBA T gV EERBLET
TridentCNY I IV RZ BB IR TEIEFAAZEICOVWTHAL X,
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Ny IIYRZBEEBTZHODF T3>

DEAIZELD TridentBackendConfig, BIEZIEINYI IV REZ2DDHMBDALETEERTESLSICAHD
Fllo CNICIE. ROKSBERDLHD XY,

s HMERAL TER L7=/Ny 7 T RISTERE TridentBackendConfig' TF “tridentctl” & 97 h%
* ZERALTER LNV I I RIgZEMERA L TEIR tridentct TE "TridentBackendConfig' & 975

RaEFERALTNYYIIY R%Z TridentBackendConfig BIE ‘tridentctl

DU arTlE. #T2xU bEIER L TKubernetes > 2 — 7 1 XAH 5 BEH "TridentBackendConfig’
ERSNIENY VTV R ZEIRT 2 TcOICHERFIRICDOWVWTERAL “tridentctl 7

U RO FIVAICEELF T,

* ZfERAL TER SN tridentctl ' BIEDNY I T Y RIZIFAH D FH A
"TridentBackendConfig

MDA T T U FHEFEET DL FIC. TridentBackendConfig TERENIZFLWANAYII VR
“tridentctlo

EE5DFVATEH. Ny TIT Y RIFEIEHMSHFEL. TridentiZRY 2a—LZz X7 a—1) T L TURIEL
F9, BEEICIIRD 2 DOFIRENHD I,

s HERALTERSINTNY I I ROBEBICS| SHIEM L tridentctl £ 9,

s BERLTIERLIENY IV REFHFLWA T T2 MI TridentBackendConfig /N1 R L
‘tridentctl ¥To, CHUF. NYITIVRATIRLBLKEZFERLTEEINSCZzEKRLET
“kubectl tridentctlo

ZEALTBEONY VI RZEET 3ICIE kubectl. BIEONY I IV RICNA Y RT3%ZERT 24
BHHDFF TridentBackendConfige € DHHEADBEX LU TICRLET,

1. Kubernetes Secret ZERL F£3., >—2U L w bICIE. Tridenth® A AL —S O SRR —EREEET S
TeOICRHRBLRILTUOVILAEENRTVLWES,

2. #7210 F%ERRL TridentBackendConfig &9o ARL—UUS5XE / H—EXOEMEIEE
L. BIOFIETIER L= —2o Ly b Z2BRLEFT, A—OHRE/NTX—F (( .
‘spec.storagePrefix spec.storageDriverName ' R¥) ZIRETDLIIEETIHNENHD £

9 “spec.backendName, spec.backendName' BRZED/N\w I LY RDLRICERET ZHENHD F
ER

FlEO : N\wIIVRERELEY
BEONYIIYRICNA Y RT2%E1EM T 5ICIE TridentBackendConfig, /NI LY REBEEZEIFT
BDRENRHDET, COFITIE. Ny ITI2RHXD ISON EEZFEAL TERINTVLWRELET,

tridentctl get backend ontap-nas-backend -n trident

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

164



o __
| ontap—-nas-backend | ontap-nas
96b3bebab5d7 | online | 25 |
—_— —_
o
cat ontap-nas-backend.json
{
"version": 1,
"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",
"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": '"none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [

{
"labels": {"app":"msoffice",
"zone":"us east la",
"defaults": {

"cost":"100"},

"spaceReserve": "volume",
"encryption": "true",
"unixPermissions": "0755"

"labels": {"app":"mysqgldb",
"zone":"us east 1d",
"defaults": {

"COSt" . "25"},

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"
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FE1 . Kubernetes Secret Z{Ef L ¢

ROBUCTRTESIC. NI IV RDILTUIVILEGTY—I Ly bEERLE T,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

FE2 : CRZ{ER Y % TridentBackendConfig

RDOFIETIE. (COBIDLSIC) BIEDICBEMIC/NA > K BCR% "ontap-nas-backend {ER% L
‘TridentBackendConfig' & 3o RDEHMNHINTVWE I ZHRLF T,

CIZiE BAENY I I REDEZR TN TL ‘spec.backendName’ £ 9,

RENFA—FIITDONY I IV RFLRELTY,
RET—IL (FETIHE) & TONYI IV REFEILIBF TH2HENRHD F7,
LTI vIliE. FL—YTEFIRTIE% <. Kubernetes Secret Zi@ L TIREEINE T,

CDIFE. & TridentBackendConfig ’RD &k 512D 9,
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FIE3 : CRDRAT—HX RX%ZHEEL T % TridentBackendConfig

HMERL M7= 5 TridentBackendConfigs, €D T T —XIEICTBRUNENHD £9 Bounds F7z. BEFDO/N

wOIYVREBUNYIIYRZE UUID BRI NTULWEIRERHD £,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

CNT. NwIIVRIEFATO U bZERALTELRICEEIN tbe-ontap-nas-backend
“TridentBackendConfig' £ 97

Re@FHALTNYIIYR% tridentctl B "TridentBackendConfig

‘tridentctl ZERAL TERINTNY I I RO—ERRIMERTE
‘TridentBackendConfig &9, THIC. BEEIE. ZHIFRL T, BISRESINTWLS
‘retain ' C ¥ %ZHEER 9B spec.deletionPolicy’ C ¥ Ta
‘TridentBackendConfig ' COKDI BNV I IV REZREICEEBIZ_CHTETET
“tridentctl o

Flgo : N\wIIVRERELET
frezE. RONy I Ty RH 2R L TER SN & L "TridentBackendConfig & 36
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HANSIE. DEBICERSIN. NV IIVRIZNAYREINTWVWS Z A DD D "TridentBackendConfig' &
3 ([Observe the backend’s UUUID]) o

FE1 : ConfirmMIREIMNTLVS retain’ C & % HEES “deletionPolicy

DEfEZ R THEL &5 deletionPolicye CHUIICERTE T BIHENHD ‘retain' £, CNICLD. CRH
HIBRSNTHONY I IV REBHNEFEEL. TEETE S LS TridentBackendConfig 7 D “tridentctl’ £ 97

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315acb5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D HICERE SN “retain’ TLWARWEEIZ. XOFIEICHE XLV T "deletionPolicy” < 72 & LY,

FE2 : CR%ZHIPRY B TridentBackendConfig

BEBDRAT v FIICREZHIBRYT 5 Z ¥ TY TridentBackendConfigo MICHEIMNTULD retain'C &%
FESRL 75 “deletionPolicy. HIREHITCIT X I,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt it P m===
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= Fommmmmom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmcemeoeoeoes Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmmmececesememe= Fommmmmmmmeme===

oo sesesesse s s s s e s o= o= +

72U MHHEIBRT B . TridentBackendConfig TridentldSEMEICIZ/N v I TV RBEEEEIBRETICA T
U bEHIBRLET,

ANL—SO0SAOEREERR

AbL—=20 5 X%ERT %o

Kubernetes StorageClassZ 72 7 b ZREL TR ML —2 0 5 XZER L. TridentT
RYa—L0FOEda->IFEEEELE T,

Kubernetes StorageClass7 7> =7 ~ DFRE

I&. "Kubernetes StorageClass4 72 7 MEDY ZATHERAIND 7O 3 =>4 Y —)L& L Trident
Z#EA L. R)a—L07OE 3 Z>JAEZTridentiCERLE T, A :
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true
volumeBindingMode: Immediate

ARL=COF5RENTA—BEABEELUVNTA—REDEEICK B TridentiC & DR ) a—L07OES 3 =>F
HEDFEMICDOUWTIE PersistentVolumeClaime ZZBBB L TL 7T W Kubernetes 72 £ b ¥ Trident
IO

AbL—=205RZ2ERT B0

StorageClassA 7o 7 b &E{ERRLT=56. A NL—S 0S5 AEERTEE S, [(AbL—U05 R/ H VT
IS FERELBEETEZ3EANLY > I ERLET,

FIE
1. THhidKubernetes4 720 DT, %L T kubect'Kubernetes TIER L £ 9

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. Kubernetes & Trident®®@A T lbasic-csiy A L —J 95 ADRREIN. TridenthN\w I TV RTT—)L
ERELTVWB xR LE T,
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kubectl get sc basic-csi
NAME PROVISIONER AGE

basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json

{

"items": [
{

"Config": {
"version": "1V,
"name": "basic-csi",
"attributes": {

"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null

by

"storage": {

"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggrd"

ZARL—=S05R /YT
TridenthBE L S EDON VI IV RENTO VY TIVBANL—S IS RAER"E T,

Fleld. IYAS=JICMBOT 7ML ZRELT. AML—RSANBICESHERZ S BACKEND TYPE' T
CHTETXY “sample-input/storage-class-csi.yaml.templo
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AML=C05%EETS

BEDR L —U052EFRRLED. FI4ILRDR ML —V 95 2ERELTRD.
APL—UOSANY STV REHFILIED. RbL—U0 S5 XERBRLED TS &
EP

BEOIRNL—CU0SRERRLET
* 377D Kubernetes A AL —J U0 SX%HRRTBICIE. OOV RZETLET,

kubectl get storageclass

* Kubernetes A L —2 0 S ADEFMZERR T BICIE. ROOATY RZETLET,

kubectl get storageclass <storage-class> -0 json

* TridentDEIFASNIA ML —U OS5 RERRTBICIE. ROAY Y RZERTLET,

tridentctl get storageclass

* BHEACNI=TridentO A ML —J 0 S XOFMERTIT BICIE. XOAT Y RERITLED,

173



tridentctl get storageclass <storage-class> -o Jjson

FIHAINEDRANL—SOSRA%HRETS

Kubernetes 1.6 Tid. T7AIFDRA ML —S OS5 AEHRET DEBENBMINTUVET, KR 2—LE
K (PVC) 12k a—LAEESTNTUVARWEEIS, kiR a—L07OES 3 Z Y JICERT SR
FL—U252TF,

CAFL=PIUSRADEETT /T—a3>%truellf & EL T, T7AILMDRA ML =05 XEEEL
“storageclass.kubernetes.io/is-default-class’ £ 9o E#kICIGLC Te ENUNDER T/ T7— 3 H7% 0
56513 false EFEIRENE T,

*ROOARYRZFEALT BIEORA ML=V IFRETIAI DAL= 05 RE L THRETEF
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ARRIC ROARY RZFERALT. 774N DR ML =20 SRT /T3 ZHIBRTEE Y,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

Flew COT7/T—2arvhFFENRTWVS Trident 1 > XA b—=F N\ RILICBHIH DD £7,

IDSRAEANDT I AILEFDA L =205 RUF—EIS1DEFICLTL7EE L, Kubernetes T
() @ BENIEROR FL—UEEATECLRTEETA FIFLFORL—YI5X
NE S BWVGECRRICEHELX T,
ARL=S0ZZON YOIV RERBELET
UL, Trident N\ I T Y RA TV FBICHIT BISONZER L TRIZTE 2EROH tridentctl’ T

T, CNFI—TFTsUT4Z2FAL gTET. CcOI—TaUTald. BUICA VA M—ILTBHREND Z5
= EER

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]"’

AML—=2 02X %HIBRT S
Kubernetes "5 X ML —J 0 S X%ZHIBRT B ICIE. ROOAT Y RZEITLE T

kubectl delete storageclass <storage-class>
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‘<storage-class>'ld. A ML —J IS RUICEFIHZI TR ETLY,

CDRLL—=U0 5 %A L TERSNIKEIR ) 2 —LAIBEESNT . Trident T3 SHEIBIEINE T,

TridentTl&. BT 2R 2 —LICH L TEEADBERAIN fsType £ iSCSINYIIVR
@ DHEIE. StorageClass TIRHIT A ZHR L X9 "parameters.fsTypeo BIFD A ~
L—C0ZZ2%HIBRL. BBELETEIERL T T L) parameters. fsTypeo

R)a—LD7OE S 3= T &8
A)a—LZx=7OES =293

%7€ L 7=Kubernetes StorageClassz{#H L TPVAD 7 I X ZEXKRT

% PersistentVolume (PV) & PersistentVolumeClaim (PVC) Z{EfXL *9d. D
%, PVERYRICYOVTEET,

B=E

kiR 2—L4 " (PV) . Kubermetes?V S AR LD IS AREBEICLI>TTAES 3=V 38
ARL—=2UY—RXTY, "PersistentVolumeClaim " (PVC) I&. 75 XX _EDPersistentVolume D7 U+
AERTT,

PVCIE. HEDH A XXLIETIVERAE—RORAML—CZBRTBELSICKRETETET, VT RXEEE
IE. BEETIF 5N T LS StorageClass% A L T. PersistentVolumeDH 1 X 7 XE—RK (N7 #+—<
VAR —ERALRNILRY) UEZFHIHTEET,

PVEPVCEIER LTS, Ry RIZARY 2a—LZIYTY R TEET,

YZT7TXOH
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PersistentVolume > FILY =7 X +

COY VTR =T T X M. StorageClassiZBEET T 5NTc10GIDEARPVZRL TWLWE T basic-

csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: basic-csi
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
hostPath:
path: "/my/host/path"
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PersistentVolumeClaimt > /ILY =7t X ~

RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWO7 7t X%Zfwx 7=PVC

CDAE. WS 51D StorageClassiCBET T 5 NT-RWO7 7 A& FOEAXMNAPVCZRLTULWE

9 basic-csio

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: basic-csi

NVMe / TCPXIGPVC

CDRE. LS ZEIDStorageClassiZBE(T 1T 5N 7=NVMe/TCPOE A APVC X RWOT ¥ 2 X &R

L TWET protection-golds

kind: PersistentVolumeClaim

apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 300Mi

storageClassName: protection-gold
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PODY=7 xR DYV TFIL

RDOBF. PVCZRY RICER T 37D DEANLBREZRL TVET,
FROEYTA

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: pv-storage
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NVMe/TCPDEAER

apiVersion: vl

kind: Pod

metadata:
creationTimestamp: null
labels:

run: nginx

name: nginx
spec:
containers:

- image: nginx
name: nginx
resources: {}
volumeMounts:

- mountPath: "/usr/share/nginx/html"

name: task-pv-storage
dnsPolicy: ClusterFirst
restartPolicy: Always
volumes:
- name: task-pv-storage
persistentVolumeClaim:

claimName: pvc-san-nvme

PVE K UPVCDIER

FiE
1. PVE{ERL

kubectl create -f pv.yaml

2 PVRT—R2A%=MRELET.

kubectl get pv

NAME CAPACITY ACCESS MODES
STORAGECLASS REASON AGE
pv-storage 4Gi RWO
7s

3. PVCE{ERL

RECLAIM POLICY

Retain

STATUS

Available

CLAIM
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kubectl create -f pvc.yaml
4. PVCRT—RR%zHRBLET,

kubectl get pvc
NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 2Gi RWO 5m

S. R a—LERYRICIYXIO>VERLET,

kubectl create -f pv-pod.yaml

(D EHIRRIEZ R L TERTE “kubectl get pod --watch™ £ 9,

6. R)a—LDMICITIFINTVWBRZEZRESEL XY /my/mount /paths
kubectl exec -it task-pv-pod -- df -h /my/mount/path

1. Ry RZHIRTEBLSICAD ELTco Pod7 TV —2a VIFFELELSBZD ETH. KU a—LIdFk
D&,

kubectl delete pod pv-pod

ARL=COFRENTA—BAEELUVNTA—REDEEICK B TridentiC & DR a—LD07OE 3 =>F
HEDFEMICDOWTIE PersistentVolumeClaime ZZBB L TL 7T W Kubernetes 72 £ b ¥ Trident
IO

RN)a—LzRALEXT

TridentZ R 9 % £. Kubernetes 1 —HIZ{ERRBICRY) 2 —L%ZIETETEI, T
&, iISCSIA) 2a—LYE NFSHRY 2—LDIERICHEBLREZEICDOWVWTHALE T,

iSCSIRYa—LZzREBEALET
CSI OB a=—>J#{EMB L T, iSCSI Persistent Volume (PV) Z3ETEF X,

@ iISCSIZR ) 2 —LDILARIE. « ontap-san-economy solidfire-san” R 54 /N THR—rEh
‘ontap-san’ TH D . Kubernetes 1. 16 EHNNRE T,
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FIE1 1R a—LDIERETR—bTB3ELIICAML—CISRZRET D

StorageClassE&E%MREL T. 7+ —JL R %IC true 5% L "allowVolumeExpansion % 9

cat storageclass-ontapsan.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BEZDStorageClassDIFHIF. NIAXA—RZZHDLSIHREL T allowvolumeExpansions

FIE 2 : ¥ERL L 7= StorageClass %#{£FA L T PVC Z{ER L £ ¢

PVCEZEZREL. ZF#H L T. “spec.resources.requests.storage LK HFELIT D31 X (TOH 1 XLbD
HREILBRIFNUEAD FEA) ERBIEET,

cat pvc-ontapsan.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-—-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentld&#EEHIR ) 2 — L (PV) ZERRL. COXEHARY 2 —LER (PVC) ICBHE[ITET,
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kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC =HEI AR Y REEELET

YA XEZETZHRY RICPVEIESLE T, iISCSIPV DY A XZEEICIFZ. KD 2D2O>FUARBHDET,
* PVAYRY RICEHRINTWLWBIES, Tridentid R L= NI TV REDRY) a—L%xILERL. T/N1
2HBIAX VYL T F7MILVRTLOY A X EZEELF T,

CHEEINTULARVLWPVOY A X ZZTELLDETRE, Tridentid XA L —S NI IV REDRY 22— LA
IR LE T, PVC ARy RICNT Y RENB L. Trident 3T NA RXAE=BRXFXvy> L. 771ILSRT
LOYAX%=EELET, BRIBRENEEICET 95, Kubernetes | PVC 1 X=E#HL £,

CDFITIE. ZERT 3Ry RFAMERINT “san-pvc LWE T,

kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc-protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod
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2T v T4 PVEILERET B

ERE NPV 1 721G 52GICEE T BICId. PVCEZRZRE L CZ2GICEFHLET

spec.resources.requests.storageo

kubectl edit pvc san-pvc

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 2Gi

FIES : HERZIRIES B

PVC. PV. & UTridenth) 2 —L DT A X %ZHRTBD Ty RS ERICHKEELI-C CZIREETE X
S
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

NFS R a—L%=ZIELET

TridentTld&. . ontap-nas-economy ontap-nas-flexgroup. .« « gCp-Cvs azure-netapp-files’
BLUONYIIVRTFOES 3=V ENBNFS PvsDARY a2 —LIENIYR—EEINET “ontap-

naso

FIE1 1R a—LDIRETR—FITBELIICAML—C IS RZERET D

NFSPVOH A X Z2ZEET 3ICIE. BEZIZEI. 74 —ILFZIC true RELTRY 2 — LOHERZFFAI S
BEIOICAML—CUSREHRETIHENHDET, “allowvolumeExpansion

cat storageclass-ontapnas.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true

COATLaVvEEERTICA ML =205 X2 fEADHZRIE. ZEBLTERGFEOR N —U 05X %R
E£I37FTTHR) 2a—LZHEKRTEFETY kubectl edit storageclasse
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FIlE 2 : ERL L 7= StorageClass % {fFH L T PVC Z{ER L £9

cat pvc-ontapnas.yaml
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Tridentld C DPVCHIIC20MIBOONFS PVZ{ERL T 2B DD £7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08f3d561-b199-11e9-8d9f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2méd2s

XTw 3. PV=IERT 3

#L <ERX L 7c20MiB PV 1 XZ1GIBICEE T 3 (CIE. PVCZfRSE L TIGIBICREL
‘spec.resources.requests.storage’ £ 9
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kubectl edit pvc ontapnas20mb

# Please edit the object below. Lines beginning with a '#' will be
ignored,

# and an empty file will abort the edit. If an error occurs while saving
this file will be

# reopened with the relevant failures.

#

apiVersion: vl

kind: PersistentVolumeClaim

metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"

volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:

accessModes:
- ReadWriteOnce
resources:

requests:

storage: 1Gi

FllE4 : HRZIREET B

PVC. PV. &&UTridenth) 2 —LDY A X =R T3 T, YA XEENELLKEBEL =D E S D %RE
SFCEXY,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R)a—L%zAVER—b
ZEALT. BIFOX ML —2RY a—L%Kubernetes PVE L TA Y R— b TEET
tridentctl importe
WMEEREE
TridentiCZR) 2a—LZzA Y R—bF3ENIEIRDLED TT,
TPV —=aveEIAVTHEL. BIEOT -2ty FEBRMET S
s —BEET IV —=aviliET—2ty rooO—>%zEA
* EEHNFE LcKubernetesV S A2 = BIBELXT
CTAaPRRVANVEICT ) r—> 3> 7—3%%817

EEEHE
R a—L%EAVR—bT BRI ROERBBEZHERL TILEEIL,

* TridentTA Y R—FTE3DIE. RW FRARD/EZIAH) 21 TODONTAPRY 2 —LDH TS, DP (
T—R1RE) A TDR) 2a—LiESnapMirrorT AT« %—> 3 >R1) 2a—LTY, K')a—L%Trident
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ICAYR— b9 3HIIC. S 5—BREERTIVEDHD XY

*TOTa T BRERDBRVWR) a—LZ2AYVR— IR EZHRELET, 7IU/T« TICERATINTULSR
Ja—LZAVR=bFTBICIF R)a—LDI7O—2ZERLTH S VR—hZ2RTLET,

Kubernetes|3AFI D ZERHE T 7o/ T TR ) a—LZRy RICHEICERE TS
(D 3rd. chizvnysRUa—LTHICEETT, TORR. F—XHHIET 55
HHHFT,

* PVCTIEE T ZMENH D £IH. "StorageClass Tridentld 1 > R— MEFICCDNTAXA—2EFHLEFE
Ao ANL—=0FRUE0 R 2a—LDOERMEFIC. A ML —RMICEDVWTERRIRER 7—ILh 5FER
TREDIERINET, R a—LIEXTTICEET RO 1 VR—MRICT—IILZFIRT I2HBEIEH
DFEHA, EDTeH. PVCTEEINIEAML—CI0FRE—HBLBWNAY I IV RELIET—ILIZARY
A—LHWEFEELTHA VAR— MIEKLEFE A,

* BEFEDORY) a—LHA XIPVCTRESIN, RESNFEF T, ARL—=URTANICE TR a—LHA
ViR—kEN3E. PVIZClaimRef #fEB LT PVC ICfERENE T,

o BRAR > —IF. PVTIERINSICICERE SN TV ‘retain" £ 9, Kubernetes h* PVC & PV ZIEEI(IC
N1V RTRe. BFRARVS—DAIML—=S0SZ0BRAR) S —ICEHETEHRINE T,

e AL =S ROBRARY S —HDIFEE. ‘delete PVAHIRREND X ML —U7RY 2 — LHYH!
BRENEd,

* F7 A LTIk TridentidPVCEEE L. /Ny I RTFlexVol LUNDZHIZZEEL T, 759 %
EBLTEEBURADR) 2a—L%EA 2V R—FTEEXY --no-manage, ZFEAT 3% S --no-manage
« TridentldA 720 bDTA T A UL, PVCEX7IEPVICH L TEMDREZERITL £ A PVH
HFRENTHRA ML =R a—LIRHBRSINT . A a—LDo2O0—2RR) a—LDY A IZERE
DZDMDAIBHEHEINE T,

AT avid. AT HEEIN=T—2o0O— RIZ Kubernetes Z{EA T 3 H
Kubernetes UINA TR ML =R a—LDSA 7Y A VI BB T Z5EICER T,

*PVC EPVICT7/T—avhEmenEzd, CO7./57—>avid. R)a—Lh1VR—kENiC
. BLUPVC L PVHBEINTWAIEEZRI _E0EMNERI-LET, COT7/FT—avidE
BEIFHBRLABEWTLCIET WL,

R)a—L%EZAVR—KLET
ZERALTAR) 2a—L%ZA Y R—FTEXY tridentctl importo

FIE

1. PVCOERIC R % Persistent Volume Claim (PVC ; 5k#if97R 1) 2 —LER) 771l (BRY) Z{ER
L %9 pve.yamlo PVCT7 7 JLICIE. « namespace. accessModes LU
‘storageClassName DEFENTWVWBARELRHD £ “name, BEICIHLT. PVCEETEZIEETE

F9 unixPermissionso

RAMERDOFIZ RICRLE T,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

@ PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2 ATV R%ZEALT tridentctl import. AU a—ALZ SO Trident/N\w I TV ROERIE. A ML —
SEDORY) a—LE—EICER T 2%8] (ONTAP FlexVol. Element Volume. Cloud Volumes Service/\
2 B#IEELEFT, FPVCT 7AIADNAZIEETBICIE. BIEDHKRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-

file>

il
PR—FINTVBRSANIZDOVWT, RORY a— LA VR—bOBIZERL TIIZE L,

ONTAP NAS$ £ TFONTAP NAS FlexGroup

Tridenti®. K> /\¥ “ontap-nas-flexgroup” R4 N&=FB LA a—L1VKR—rEHR—FLTL
‘ontap-nas’ ¥

* “ontap-nas-economy’ K 5 Nidqtreez 1 > R— b B IUVBEEBTEEH Ao

(D * ‘ontap-nas’ K 5 /N & “ontap-nas-flexgroup” R 54 /N Tld. R 2a—LBDEEIIFFAIS
NTLWEHA

RSANZFERLTEMRSINEER) 2— LA ontap-nas " &, ONTAPY T XA EDFlexvolllEbD £d, K

SAN%EFERLIFlexvolDA VR— bk “ontap-nas HEKT T, ONTAPY T X ZICT TICFIET
BFlexvolld. PvCE LTAYAR—FTEFET “ontap-nase [EFKIC. FlexGroup ) 2 —LAIFPVCE LT

A4 YR—FTEET ontap-nas-flexgroupo

ONTAP NASOD
ROFIE. BENRA) a—LEBENRNR) 2a—LOAVR—rERLTWVWETD,
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BIEWRA) 2— L4

ROFIE. CWSKFD/NY I T2 RICHD ‘ontap_nas VWS KEIDRY a—LxAVR—EL
‘managed_volume' £ 9,

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm - fom -
fomm o o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |
o fomm fom -
e o fomm - fomm - +

BENRADR) 12— L4
5|18 ER LTSS --no-manage. TridentldR) 2 —LDEZFIEZEEL FH A,

RIS Ny I>RT ontap_nas'z - >»7R— k9 3%]%Z L ‘'unmanaged_volume £,

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

e fomm - e ittt
fomm - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fom
fomm o fomm fo—m +
| pve-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | false |
o to—m fom -
fomm o fomm - tomm - +

ONTAP SAN

Tridenti&. K> /\¥ “ontap-san-economy’ RS+ N&EFERA LR a—LA VR—rEHR—LLTWV
‘ontap-san’ £ 9

TridentTld. BE—ODLUNZZLONTAP SAN FlexVolzx 1 V7 R— R TEFET, CHUdx. RSN e—ELTW

‘ontap-san'£9 . R FA/\IE PVCZ LICFlexVolZ{ER L. FlexVolRICLUNZER L 9. TridentidFlexVol
4 VR—btL. PVCERICBEEMTITE T,
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ONTAP SAN®D
ROFNE. BEWNRA) 2a—LEBENRNR) 2a—LOAVR—rERLTUVLWET,

EIEWRA 21— L
BIEWRAR) 2—LDIFE. TridentldFlexVolD&EIZ A IC. FlexVoIRDLUNDZFIZ I "lun0 Z 8
‘pve-<uuid>' L £ 9,

RIC. Ny IV RIZ#HBFlexVol ‘ontap_san_default' & -1 > 7R — k9 %%)% 7~ L “ontap-san-managed’
£7,

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

Fommmmmmemsmemrrrrrrrrre e e e e Fommmmo= Fommemmcememoo=s
Fommmmmmm== e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsmsseseses s s s e e e it fommmmmmemememe=
Fommmomomme R S e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
e Rt Frommomoms Fommmmmmomoomo=s
Fommemmomo= o memererserererr s eseee s ee e Fommcomo= ommmcemos +

FENRADR) 2— L
RIS, NI RT ontap_san'% - >»7R— k9 5%% R L "'unmanaged_example_volume' £ 9,

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
T Emattett P o=
Fommmmmmm== e s s s s s s s Fommmmm== S ettt +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e e mesesese s s s s s e s o= e
Fommmmmomo= B e Fommemmoe S +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommemmmrmsmerrrrrrrrrre s re e ee e em o e e Fommmemememeoes
Fommmmmmm== ettt fommmmm== o= +

ROFNCRT & SIS Kubernetes/ — FDIQNEIQNZ HE J BigrouplcLUNZ T Y E >3 8, EWS T
S—HRRIINZET, 'LUN already mapped to initiator(s) in this group’ 7/R) 2 —L%Z 1 VR—FF3ICIE. 1
ZOT—R%HIBRT BD LUNDIY Y EV I ERRT D2HENHD £,
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup

mixed linux ign.1994-05.com.redhat:4c2elcf35e0

BR

Tridentid. NetApp ElementY 7 b 7 & B 54 NZER L fcNetApp HCIRJ 2 — LA >V R— b ZHR— bk
LTWXTY solidfire-sano

Element RS ANTIEAR) 2a—LBDEB/H I R—bIhEFT, L. R a—LERHEE
(D LTLaHa, TidentiZT5—%EL T, BREL L TRYa—LEIO-ZVF L, —&
DRV 2a—L%ZIBELT. 7O0—>AR)a—LzA>YR—rLET,
BRI
ROFIE. Ny T T RICKR) 22— L% “element_default' - >7R— k L “element-managed” £,

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e
e L L frommmom e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
fremsmm=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s fremem==== fossmessmemae===
fem======== e fmm====== fememe==== 4

Google Cloud Platform

Tridentid R S A NZFER LAY 2 — LA Y R—bZHR—ELTL ‘gep-cvs' £9,

NetApp Cloud Volumes Serviceh* 5 {ER T 77K 1) 2 — L% Google Cloud Platform|Z - > 7R—
@ g BICIE. R a—LNRATR)a2a—LZHELEFT, AJa—LNREFE RJa—LDOI

P AR=ENZADDIFELS R TT /o T XIE. TTRR—ENZBDHZE.

*10.0.0.1:/adroit-jolly-swift R 1J 2 — L1 /S 2127 D “adroit-jolly-swift & 3
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Google Cloud Platform Dl

RDFNE. R 2—L/INZHD “adroit-jolly-swift /N 7 T > RIZHKR1) 22— L% “gepevs_YEppr-f ~7R— kL
‘gep-cvs £ 9,

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommemmcemsmerrrrrrrrrrers s re e e em o Fommmmom= Fommemmcemeomoee
Fommmmmmm== et Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmssesesese s s s s e e it fommmmmmmmemem=
e L e e e S e et +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmmmsmeososorreroememerene oo memmm o Fommomome Fommmmmmomoomo=s
Fommcmmomo= B e Fommcomo= oo +

Azure NetApp Files

TridentiZ R4 NZFEALIAR) 2 — LA VR— b%ZHHR— kL TUL azure-netapp-files’ £ 9

Azure NetApp Files’h) 2 — L% A VR— b 3321 R a—LNZATR) 2a—LEZHFELF
(D) %o RUa—LARE. KUa—LOTH K~ b SRADDIHEEBATY :/0 LRI 7
T RNZADDIFE. "10.0.0.2:/importvol1 7R 2 — L/NZIKIZHRD “importvol1® £ 9,

Azure NetApp Files Dl

ROFNE. R 2—L/NZ%ZFHFD “importvol1' /Ny U T > RD7R1) 2 — L “azurenetappfiles_40517 % - >R
— kL ‘azure-netapp-files’ £ 9,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommcmcmcososseosrsres e e EsEe TS C eSS eSS Fosmmmmmes Fomcsmsmsmsmsoss
Pommmmmmm== e e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B e e Fommmmmoe Fommmmomos +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmmmomeorrrrrrrrre s re e mm o Frommmmomos Fommmmememesemos
Fommmmmmmme et Fommmmme Fommmmmme= +
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R 2a—LDBREIRNILNZARIIAITS

TridentTld. fERL7=AR) 2a—LICODD PR TVRBIE SRNILZEDE TR LN TE
F9, NICEKD. RUa—LZHEL. ENENDOKubernetes!)V —X (PVC) (8
HIZITyEY T TEXT, Fleo NWwIIVRIRILTTVYTIL—rE2EEHXELTHRA
LR a—LBEDRABZLSGRNILVZERTDEHTEERT, E. 1R—b £
Fo20—>%Z1ERT AR ) a—Lldg. ToTFL—MIEMLXT,

Ftad BHIIC

HRZIA XETRERRY 2 — LR ESNILDYR— b

1. R a—LDER. 1 >KR— b 7O0-Z25 DFNIE,

2. ontap-nas-economy R 51 NDIHE. qtreeR) 2 —LDRAFIEITHT > FL— MRICEML £9,

3. ontap-san-economy K 5 /NDIFE. &EIT > L — MMIEHT ZDIELUNEZEDH T,

HIFREIE

1. h 221 ZeaERR) 2 —L%lE. ONTAPA Y LI ZARSANEDHEERERDD £7,

2. hZATA XvgER) a—L%AIE. BEFEORY a—LICIGERINEE A

NI A XEEERR) 2 — LBDELRENE

1. 27> 7L — FOEWEEBYHDRETIS—HIRELEES. Ny IITY ROERIFEKBLET, =7

L. 77— b7V 7r—=2 a3 oRBLIBEIE. BIFOSRERANIE > TRY 2 — AICKEEIHT T
bNET,

2. Ny I IV RIERO&RIT Y L — b EERALTRY 2a—LDOERMEESNTUVSIHFSE. X L=
L714v I RSBAINERA FEOT LT v I RMEZ TV TL— MIEEEMTEX Y,

ZHITTL—bEIRILEFERLIZ/NY I RIEEROH

ARARLBTYTL—ME L= bLARNILFRFT—ILLRNILTERTEF T,
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L=k LAXILDA

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

}s
"labels": {"cluster": "ClusterA", "PVC":

"{{.volume.Namespace}} {{.volume.RequestName}}"}

}
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T=ILLARILOBF

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"useREST": true,
"storage": [
{
"labels":{"labelname":"labell", "name": "{{ .volume.Name }}"},
"defaults":
{
"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster

}Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by

"labels":{"cluster":"label2", "name": "{{ .volume.Name }}"},
"defaults":
{

"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster

1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

ZEIT> 7L — DA
*,WU»] * .

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} {{
.config.BackendName }}"

*WUZ * -

"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

196



ZEINFRIVb

1. R)a—LaYR—rDHE. BEOR) 2 —LAICREDERDSNILLEHZHEICDHSRILHEHS
NE9d, Hl: {"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o

2. EEWRA) 2a—LDAVR—bDHFE. R a—LRARNYIIYRERDIL—FLANILTERINTE
LRITTL—FORICKHEEET,

3. TridentTld. storage 7L 71 v I AZEBE LR Z71 RIBEFOFERIFHR—FEIhTLEEA,

4. FOTL =ML 2TARY a—LEI—EICHES5HWVGEE. TridentTIEW DD DT V4 LR FEHNEN
INT—EDORY) 2a—LEDPMERINET,

5. NASTO/Z—RUa—LDHREZLELEDEINAXNFEEBZ 3HE. TridentliZBIZOMBIRAICHKE-> T
R a—LICEFZMITET. tHOTRTOONTAPRSAN\TIdE. R a—LEGHLETDLREBZ S
. R a—LOER 7O ANKBLE T,

=L AR—ZABTNFSAR) a—LEHBLET

TridentZ{EA T2, T53AT)R—LAR—ZIZARY) a—L={ER L. 12U DA
RN Z— L AR—ATHETEET,

S

TridentVolumeReference CRZfEA T % & 1 DL EDKubernetes % — s X R — X @ TReadWriteMany (RWX
) NFSRU 2a—LEREIIHBETEEd., ZDKubermnetes® - 7 THERE ICIE. KDELSBX) v bHdH
DET,

XAV T ERRITBZEHIC. BROLANILDT 7€ AFHHARIEETS
* IRTDTrident NFSR) 2—L RS 1 /N TENME
* tridentcti®> Z DD IER 1 T« 7 DKubernetestREICHKTZEL FHA

COEIE. 2DDKubernetes t— L AR—XB TONFSKRY) a—LOHEBFERLTWVWET,
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namespace
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TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

TAYvIXZ—b

NFS/R) 2 —LAHEFIZFWS DD DFIETHETETET,

o R)a—LEHETELSICEKETPVCERTET 3
V—RARZ—LAR—ZADFEEIE. V—APVCOTF—RICT IR TR3EREZHELET,

e 5B RRIZERICCRZEAN Y 2 1ERZ 59 %

DS AAEBEN, TRT 4 F—> 3 R—LAR—IADFAEEICTridentVolumeReference CR%= {EfK 3 218
[REAELX T,

e FRT A4 %— 3 > H%— L AR— X |ZTridentVolumeReference % {EFX,
BB HIEEOFREEIZ. EETPVCEER Y 3 - TridentVolumeReference CRZ1ERL L £ 9

o WAL= LAR—X|TTFIPVCEIER L £9.
WAZEIZEROREEIZ. EXETPVCHSDT—RY —X%=FEHT S FUPVCEERL X9,

V—RARX—LAR—RETRATAX— 3V RX—LAR—RAZRELETT

TXaVToZHERTDEHIC. F—LAR—IABHETIE. V—XRX—LIAR—IADFAEE. V7 XAXERE

198



E. BLUBHER—LAR—ZADFABEZICLZASRL—23 > 8703 >R ETY, 2—HO0—)LIEE
FIETEEL X,

FIE

1. V—=XR—=LAR—ADFAEZE . pvc(pvel ZERLET) (‘namespace2, FRZMFEHALT. TX T+
F=2 AR —LAR—REDEEERZMNELEX T, shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentld. PVEZDNY I IV RNFSA ML —UR) a—LZEHRLEFT,

c AVIEYIDUZ bZ2FERAL T, BHOBIZERICPVCEHBETET T, L
“trident.netapp.io/shareToNamespace: namespace2,namespace3,namespaced4 T,

@ e ZEALT. IRTOR—LAR—IAEHBTETET *, HIRIF.

trident.netapp.io/shareToNamespace: *

*PVCIEWDOTHEHLTCT7 /T—>a %803 N TEETY

shareToNamespaceo

2. S 2ARXERE *HXRZLO—)L LkubeconfigZ EF L T. TRAT 14 %—> 3 VR —LAR—IADAE
& ZTridentVolumeReference CR% £ ¢ DR %# (5 L £ 9,

B *TRTAX—2AVR—LAR—ADAEE | "V —AR—LAR—A =BT
3 TridentVolumeReference CRZ 7 X714 %—> 3 VR —LAR—RIEH L £ pvcls

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4 BEX—LAR—ZAFAEE | (pve2 BRI —LAR—RIZPVCEER (“namespace?2) o EREFEAL T
ZETPVC%EIEEL £9, shareFromPVC

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() ssPVCOY 1 Xid. RETPVCOH 1 IUTTHZBENBD £

&R

TridentldT X574 %—> 3 VPVCOD 7/ T—> 3 0% HAED shareFromPvCe, VY —APVA KL —2 )Y —
AEHEBEITZHMEORI L —2UY —ZOBWTFIA) 2a—LELTTF AT R2—> a3 PVEERL X T,
FWAPVCEPVIZ. BEEEDODNAVRINTUVEELSICRRET,

HER) 2 —L%=HIR
BHOX—LAR—IATHEINTWVWSARY 2a—LIFHIBRTE X, Tridentid, V—XRX—LIAR—IEDR
)a—LA\DT7I7tX%HIFRL. FDR) a—LEHETRIMDR—LAR—ZANDT I %=#HIFLET,

CDR) a—LEBBLTVWAR—LAR—AEZIRTHIFRTD . TridentiC& > TR a2 —LDHIBREINE
ERS

T™UR) 2a—LDIITVICER tridentctl get
A—T14 VT« %ZEAT B[tridentctl & ANV RZEITLTRER) 2 —LZEIETE XY "geto &+

MICDOWTIE. U > ../ Trident -referenceftridentctl.html A<Y > R & A 7> 3 V]2 BB L C[tridentctl < 72&
LYo

Usage:
tridentctl get [option]

737
* -h, --help:HRUa—LDOAN)LT,
* -—parentOfSubordinate string: ZITUZTFIDY—XR)a—LICFHRLET,
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* ——-subordinateOf string:Z TV %R a—LOTFAICRELET,

HIBREIE

* TridentTIE. TRAT A R—2 3 VR —LAR=IADHER) 2 —LICEZTAFTFNRVESICTBZILIEFT
TECA HERV2a—LDT—ROLESZHLETSICE. 77OV IR EDOTOLIZFERATS
REDRHD T,

* £7:z1F shareFromNamespace FRZHIFRL7=D. cRZHIFRL7=D L "TridentVolumeReference"
T XETPVCAD T IV RZBWDET ZCIEFTEEXHA “shareToNamespaceo, PP AZHDIET
ICIE. THRIPVCZHIBR T BN HD £,

* Snapshot. 70—, BFLUVIS—UVJIETUDR) 2a—LTIEFRITTEEE A

EES
F—LAR—ZABDAR) 2 —LT7 7 ZDFEMICDOVTIE. KROEBERZESEBL TV,

T IVERALET"R—LAR—ABETOR) a—LOHE | F—LAR—IABOR) a—LT7 I %H
B9 318413 MHelloy EADLET"

*DTEEIELSLETV Ry ET Y TTV

SnapMirroric & 3R 2a—LDL ) T7— b

TridentTld. T4 HFRZVANVBICT—2%ZL TV T— T30, EVBERICH
BUVSRAZADY—RAR)a—LET AT X =23 VAR ) a—LOBOI>—BFR%EY
A—FLTVWET, BEEMHRRLUY—RESE (CRD) 2EALT. ROBIEEE
TTETEY,

*R)a—L (PVC) DI S—BEREIERT

* R a—LRED IS —BEFROHIMR

* SS—BREMRRT S

cKER (TxAIIA—N—) ICEAVRUR) a—LERKRTS

C USRAEAWBYISAZANDT TIVr—2a>OAR L ABITORT GHENG T T MILA—N—F1-15%

178%)
L r— 3 > OpiiREs
EE%ZRIRT %81, ROFHREGFEZHLL TVWBA Iz L TSI L,

ONTAP 7 5 XX

* *Trident * : Trident/\— 3 222 10L4B&ED. Ny I I RE LTONTAPRFIBET3Y —RET AT A4 %—
>3 > DOEADKubernetes? S AR ICIFEL TVLWAMELRHD £,

* 54+t > X : Data Protection BundleZ /9 2ONTAP SnapMirrordEEEIZ 1 XD V—RETFT T
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
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il

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

c. O—HILiE#R%Z &L MirrorRelationship CRZEERL L £

:ll

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Tridentix. R 2 —LORERIBERE R 2 —LDBEDT—X1FE (DP) REEX T T v F
L. MirrorRelationship®status 7 + —JL KIZ{EZ AL £ 9,

d. TridentMirrorRelationship CRZEfF L T. PVCOREPH ESVMEZERL £95

kubectl get tmr csi-nas
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
localPVCName: csi-nas

observedGeneration: 1

2. H>A 1) Kubernetesy S A X THRDOFIEZEITLE T,

204

a. trident.netapp.io/replication: true/X\ > X — X %z #F L TStorageClassZER L £,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. 7271 x—> 3>V —XDEHR% E L MirrorRelationship CRZER L £

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”



Tridentid. REL7EARRU > —% (ONTAPDEZEIET 7 4L ) Z B L TSnapMirrorBE %%z fER
LCHIEMEL £

C. EhH>A) (SnapMirrorm A7« %—>3>) & L Ti#aEd % StorageClass% ER L TPVCZERL L
9,

il

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Tridenti& TridentMirrorRelationship CRDZF v 7 L. BMREHAEFEELBRWVESIFR Y 2 — LDIERLIC
KL FT, BRHEFEET 35E. TridentldFr L LIFlexVol volume’ . MirrorRelationship TEZE T 1
TWBUE—FSYMEETBERICHZSYMICEEEL £,

R a—LLTV7r—2 3> DIKE

Trident Mirror Relationship (TMR) (&. PVCRIDL 74— 3 VERO—IE%ZFRICRDTY, SEALTMRIC
IZ. BRDIRREZE TridentiSBEN T DRENH D £, FBATMROREIZXDEH D T,

* HEYLEA  O—AIPVCIEZE S —BRDODT AT %—>a YR ) a—LTHDH., THIFFHLVERTY,
* F4& : O—7AIJLPVCIZReadWrite TY U > hAIEETH D . = T —FERIFIVEBTIEHD £H A,

* *reestablished * : O—AJLPVCIZS S —BRODT R T4 %—>3 YR a—LTHD. UFEIFEFDIZ—
BERICEENTUVE LT

c TRTa4 =23V R)a—LIZT AT X —>aVR) a—LORBZ LEZTTBHLH. V—RR
) a—LEDBEGRMNEILENI-C ENH B5E3. reestablishedREEZ AT 2HENHD T,

° R a—LHUFENICY — XL DBERICARD - 1HE. BREIIKREIZEKLET,

HEN T T —ILFA—N—BEICEAV A UPVCEEIKT S
tH>H1)Kubernetes?Z S A A TRODF|IEZ=ETLE T,

* TridentMirrorRelationship®_spec.state. 7 1+ —JL K ZICEH L £9 promoteds

205



STEN 7 LA —N—RICtEHh A UPVCZ FI&

H]|
STEMN 7 TAIILA—N— (81T) RIS, ROFIEZEITLTEARZIUPVCEZE TOE—FLE T,
Flig
1. 754 < )Kubernetes? 5 X2 TPVCMDSnapshotZ {ERL L. Snapshoth'fEFENB X TEHEB T,
2. 754 < ')Kubernetes” 5 XX T. Snapshotinfo CR%Z ER{ L THRERDFMAZEEL 95

il

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. £h >4 JKubernetes? 5 XX T. _TridentMirrorRelationship CR®M_spec.state_ 7 1 —JL K
% promoted [CEFT L. _spec.promotedSnapshotHandle % Snapshot®internalNamelZ L £ 9,

4. &> H1)Kubernetes” 5 X X T. TridentMirrorRelationship® X 7—4 X (status.state 7+ —JL )
H'PromotediCE > TWB Z E #MEEL £,

TTAINA—N—-RBICZSS—BRZIANTTS

SS-BFREVINTIBEIC. FILWISAIVE LTERT 2RI EIRLE Y,

Flig

1. >4 1)Kubernetes” 5 X 2 T. TridentMirrorRelationship® _spec.remoteVolumeHandle_field D{EH'E
I TWBZ e xmEELE T,

2. ¥ H>H ) KubernetesZ 5 X2 T. TridentMirrorRelationship®_spec.mirror_fieldz [CEFH L £
reestablishedo

Z Dt DI
TridentTld. 754XV AR) a—LetEAVA)R) a—LTROMEBNAYR—FEINET,

HLWEAYAUPVCAD TS+ T PVCDHER

TS5ARUPVCEEAYRIPVCH I TICHEEL TVWA e ZzRRLE T,

FlE
1. PersistentVolumeClaim CRD & TridentMirrorRelationship CRD%. BNzt hH> 4 (FRXAF 1 %—
>ay) U RAh5HIBRLET,

2. 7543 (V—RX) 75 ZXZH 5TridentMirrorRelationship CRD%ZHIFR L £,

3. HITBHLWEAYHY (FRTax—3Y) PVCAIC. 75343 (V—X) IFRRIHL
UL\TridentMirrorRelationship CRD% ER{ L £ 97

206



25— F3AXI. FRIFEHAVRZIUPVCOY A IEE

PVCIIBRE DA XEETEET, T—X=2NREOH 1M X %EER 5. ONTAPIZEEIMICSEL T L
IxolZIEEL £9,

PVCH\5DL TV 7r—2 3 > DHIRR
L7V —2 3> zHIRT3ICIE. BEOELAYVH VR 2a—LTROVWITNDDERIEZEITLEY,

* A YA PVCOMirrorRelationshipZ HIBRL £ 9. ChUckD. LTV —> 3 VBRI BRI NE S,
* ¥7=1. spec.state7 «+ —JL K% promoted ICEFH L £,

ENICE S —U > FThTWi) PVCOHIR

Tridentid. LU — b SINPVCHBWLWHESHZRHERL. LTV —> 3 VERZHBRLTHSR a
_-[Aa)ﬁulzﬁ%gitﬁﬁbijo

TMROHIB&

IS —BERORAIOTMRZHIPRY % & TridenthHIRZT T 9 380l 52D DTMRA_PROMOTED_STATE

ICBITLE T, HIRNRE L GERINSTMRN S TIC_promoted_statelC b 3356, BFED I 5 —B%I3F
THEY. TMRIFHIBRT . TridentidO—AJLPVC% _ReadWrite IC7OE— kL 9, CDHIRRICK

D, ONTAPR®DO—AJLKR) 2—LDSnapMirror X 27— 2D ENE T, CDR) a—L%ESEIT—

BRTHERTZHEIE. FILLWS S—BREEMRTIEEIC. LTI —2 3 VIREN established volume

TH3HLWIMRZERT2HRENHD £,

ONTAPH A >S4 2D FICI 5 —BREZERH

TT—BRIF. BIIRBICOWVDOTHEHRTEEXT, 71— IILRFRETr—IILRZERAL TEAREEHNTETXT
state: promoted state: reestablishedo T AT A F*—> 3 VAR a—L%EEDReadWrite7R 1) 2
—LIZHE T 2155, _promotedSnapshotHandle_Z AL T, IREDR) 2 — LD X M TR EBRDHE
MDSnapshotZIEETET £ 9,

ONTAPHY'A 754 VDBEICI T —BERTFTH

CRDZfERY % &. Tridenth’ONTAPY 5 X X ICEHFEF SN TULER L THSnapMirrorB#HZzRITTEF X,
YR D TridentActionMirrorUpdate DB E BB L T 723 L\,

il

apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRDDIREEZ ;RBR L £ 9, Succeeded. In Progress. _Failed_D
WINHLDEZIEETETF T,
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CSl RO ZFERALET

TridentTld. Z=fEHA L T. Kubernetes?Z 5 XA AND ./ — R % EIRANICER L T TS
F 9 "CSI MROKERE"

BmE

CSI hRAVHEEZERT 5. HEELV 7RIS EU TV —VIZEDWT, R 2a—LADTIER%
J—ROY Tty MIRRTEE Y, RE. 777 K FONA LI Kubernetes BEREHY — > R—2D /
—RZERTEBRLSICBO2>TVEY, /—FId. V=3 VIlE2TEBEITRAIIEY 70V —VICEE
TBHILH. V—UavIlEoTRETRELHTEFXRY, VILFY—-V7—FTIF¥TU—J0—-FAD
R)a—LDTFOETIZ VT Z2RBICTBHIC. TridentTIECSIMRATZERALTUVWE Y,

CSI MO UHEEDBEIC OV TId. CEBEBBLT 'CoEY Uy <EEL,

Kubernetes ICIE. 2 DDBEBEDR) a—LNAT Y RE—RHLEHDET,

* "VolumeBindingMode % IZEXE 9 % "Immediate’ . Tridentid F RO ZFRHME TSR 2 —LZERL
F9, RUa—LNAUTa BN IO 3 =Y 213, PVC HMERSNB E FICMIBENE T,
ZNiET 7 #JL b "VolumeBindingMode' TH D . FROCOFKEZERA LABEWVWI S XZICELTWET,
KR a—Lld. BRTRY RORT T a—IILEBHICKIFET S EAEREINE T,

* “VolumeBindingMode' % IZEXE § % "WaitForFirstConsumer £ . PVCODXHiR Y 2 —LDIERE /N1 R
&, PVCEBRETRRY RBRT D a—)LENTEREINBZETTEESINE T, CNICKD. MO
BRI CRRAT D a—IILOfNZ /T &SR a—LDMEREINE T,

@ ‘WaitForFirstConsumer /N1 > T« YU E—RTIX RO IRILISRHREH D FH A, U
CSl FAROVHBE L IFEBRICERTEEY,

MEBRHD
CSI bAROSZFERTZICIE. ROHDOHHBRETY,

* %3179 DKubernetes?Z 5 X X" R — k T EKubernetes/\— 3 "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}

* S RAND ./ —RIZIE. FRODHIIGE “topology.kubernetes.io/zone #Rg I NILZFITZREHH
D (‘topology.kubernetes.io/region'& 3. CNS5DFANIL*E. Tridentz FARO DRI T B 78I Trident
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TAVAL—ILTBHEIC. VSRAXAD/ — FHICREL TELBEDNHD T,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/0s":"1linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone" :"us-eastl-c"}]

FIE1 : FARODHIENY I I REERT S

TridentA kL= Ny TV RIE PRASEU TV —VICEDSVWTGERNICRY a—Lz7OE 3=
TJEBLIIKATEZ T, ENVIIVREE B R—bINATVWEY -2 =3 DU R NERSAS
3> 7OvIxEBERZENTEFET supportedTopologies o ANL—J IS AR EDELSHNYIT
YREHERTZHE. AJa—LlF HYR—rIATWVWBRU -3 V=2 TRTZDa—-)LldnTtwas 7~/
Jy—2a hoBREINEBRICOAMERINE T,

NI I REEDHIZRICSRLETD,
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl

managementLIF: 192.168.27.5

svm: iscsi svm

username: admin

password: password

supportedTopologies:

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a

- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

{

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",
"supportedTopologies™: [
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-a"},
{"topology.kubernetes.io/region": "us-eastl",
"topology.kubernetes.io/zone": "us-eastl-b"}

]
}

‘supportedTopologies' i, /NW I IV RZICU =232 eV =D X M ERET 37012

@ FRATNET, choDp—T3> Y —Vld. StorageClass TIEETT 2HABMED) A &
KRLET, NwIIVRTRHEINZ ) -3 ey -2 ey b 288X NL—205
2DF{AE. Tridentid/Nw I TV RICAKR) 2a—LEERLET,

ARL—=UF=IILTCICHEERTE LY supportedTopologies, RDFIZEML T LIV,
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

CDFITIE regions INILE zone INILUIRA ML= F—ILDGFAERLTUVWETD,
‘topology.kubernetes.io/region "topology.kubernetes.io/zone' R kL —C = )LDEBETTEIEEL £

o

FlE2 : RO ZRHTBIA ML —J ISR Z2ERT S

S RRZRD/ — RICIRHETNS FAROSSRIVLICEDIVWT, MROJERZ S H S &L 5 I StorageClasses
ZEERETEET, CHUSED. RSN PVC BERDIBFHE BRI XL —JF =)L KU Trident Ik -
TFOE 3=z enfchR) a—LZFERATES/ — RO Ty bHNREDEFT,

ROBZEBSBL TSIV,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions:
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: "ext4d"

giut D StorageClassFE# Tld. volumeBindingMode MICEREINT "WaitForFirstConsumer LVE
9o D StorageClass TEKRINT pvc (& Ry KT
‘allowedTopologies TRV —>r ) =3 % RLET, StorageClassld “netapp-san-us-

eastl. EEERTERLI/N VI I Y RICPVCE{ER L “san-backend-us-east1” &9,

27w 73 . PVC %=ER L CTEATS

N3 FTUEINEEA. BLUIC,

StorageClass Z{ER L TNV I TV RICYwvEY T T3, PVCZEHTESLSICHD F LT

ROFIEEIRL T spec’ < 72E LY,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CDORZTTRALZEALTPVC ZELT D L. RDKSBHERICED T,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

C®DpodSpecld. V=g VIlBFEETS/—RTRYRZXTPa—I)LL. V—>2F i ‘us-eastl-b’ — >
ICEETBEED ./ — RH5EIRT B "us-eastl-a & S ICKubernetes|CHER L “us-east1 F 97,

ROHHEBRLTLEE L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny IIYRZEH L TFHS supportedTopologies

BEONy I RZEEH LT, FHD tridentctl backend update VA MZZHBENTETXT
‘supportedTopologies, CHUdF. T TICFOED I ZIENTWVWERY a—ALICITRELET. UED
PVC ICOAERTNE T,

TSR
VT FOUY - REEE
s —RELYA"

T IAZT AT T4 =T 1"
s "BRlE K OmHE"

AFTwToay b EBELET

KR 2—L (PV) DKubernetes7hR!) 12— LSnapshotz RT3 . R a—LD
RAVMVRZALOAE—%ERRTE X9, TridentzEHEL TER LA 2—LA

D SnapshotDERL. TridentDAZBTIERL L 7=SnapshotD - > 7R— k. BEfFDSnapshot
IS5 DFLWARY 2—LDERM. Snapshoth'5DR) 2 —LF—2D) /N EZETT
TEI,

=

A1) 2—LSnapshotid. . ontap-nas-flexgroup ontap-san. ontap-san-economy solidfire-
sans « « CHR—FINZET ontap-nas. gcp-cvs. H KUV azure-netapp-files’ K 71 /\o

B9 B HIIC

2ty Toay bEBETZICE. AR FyFoay A O—-FHRAEZL)Y—REE (CRD) A
WETT, Kubermnetes7—7 XL —>3>Y—)L (il : Kubeadm. GKE. OpenShift) D1&E|ZE>TLE
ER

KubernetesT 4 A R Ea—> 3 VIlXFy T3y O FO—FECRDAEENTULAHWVWGEIE. &5
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cat snap-sc.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIZDOPVCORFwv T aw b EERLET,

B
° RIS BIFOPVCORF v Foay betEld 30lzemLE T,

cat snap.yaml
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

o ZOHITIE. EWSPVCODARY 2 —LSnapshotd 722 F%1ER L pvcl. SnapshotD&HI% (5%
FE LT pvcl-snap’ LW E 9§, VolumeSnapshotidPVCIZIITH D REDSnapshotxRI ATV +
IZBEE (T IF 5T "VolumeSnapshotContent' L £ §,
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° VolumeSnapshot® 74 7 1% b pvcl-snap ZHBATRC CTHRECTEET
‘VolumeSnapshotContento & Snapshot Content Name. C DSnapshot%igfitd
%VolumeSnapshotContent4 77 FE#AIL £3, /NTX—&IE. 'Ready ToUse' R+ >3
v hZEBALTHLVLPVCEERTE S ZRLET,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

R1) 2 — L\Snapshoth 5PVC % {ERY

ZEALT. WS EFEIDVolumeSnapshotz T —X MDY —X & L TEAL TPVCE{ERM <pvc-name>" THF
£9 ‘dataSourceo EREMNI= PVC (&, Ry RICERF L T, D PVC CEMKICERATEZXY,
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cat pvc-from-snap.yaml
apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£71223b5-23b9-4235-bbfe-e269%9ac7b84b0/import-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content—-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2 2SS AREBE AT 10 F%EBBIBCR VolumeSnapshotContent " ZEREL ¢
‘VolumeSnapshoto CHUCED. FBESNILBZEB TZFERATRHDTI/EZIANEREIN
*VolumeSnapshot' £ 9

l

RDBTIE. WS HE] import-snap-content " 8T 3 "VolumeSnapshotContent ¥ WD
BIDCR%Z import-snap fEL XY "VolumeSnapshote

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3 AEIE (7O a>ARE) ATy T ay bE FLERSINIZRELT
VolumeSnapshotContent ‘MUHL%ZEITLET "ListSnapshots. TridentiC &k > THMER T
“TridentSnapshot £ 37

e NEBRFw T3 w M. ZIC readyToUse 8% L+ "VolumeSnapshot' % | “true 8% E L
"VolumeSnapshotContent” £ 97,

° Tridenth R D £9 readyToUse=trueo

4 *FEDOI1—H— *Z{EH L PersistentvolumeClaim  C. FILLWEBRBL XY
‘VolumeSnapshoto spec.dataSource (F7cld spec.dataSourceRef) DEHIIEHEITY
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VolumeSnapshoto

il
RIS, EWVWSEHID “import-snap % B89 3PVCxE{ER 9 % %% < L "VolumeSnapshot £ 9,

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SnapshotzfEAA L 7=/R) a—LF—2D H/\)

T 7 )L TlE. RZ4/N& ‘ontap-nas-economy RZANZFEALTFOES 3=V JSNfcAhR) 2a—LD
Btz R ARICESH B 78, snapshotT 1 L7 ~UIFIERRICZE>TL ‘ontap-nas’ £9, 71 L7 LUD
2FwFoay bh5TF—2%FEHE ) AN)TESLSICL “.snapshot £9,

R 2— L% BUET D SnapshotlCEEER SN TV DREEIC U X 7T BICid. R 2—LSnapshot') Z k
TONTAP CLIZER L &7

clusterl::*> volume snapshot restore -vserver vsO0 -volume vol3 -snapshot
vol3 snap_ archive

@ SnapshotAE—Z ) XA r7F 2. BBEDR) 2a—LRENLEEZTENE T, SnapshotIE—
DIERRRICAR) a— LT —RICMATZEEIFEDNE T,

Snapshoth 5D 1 > FL—RAR) 2a—LDJVA T

TridentTl&. (TASR) CRZfEA L TSnapshoth*'5 R 2a—L%ZA Y FL—XTHRRICU AR TEEXT

TridentActionSnapshotRestore, _ DCRIIKubernetesDWNBET7 IV 3> LTHEREL. WIBDZTT#HE
biFINEE Ao

Tridenti&. . ontap-san-economy ontap-nas. .« ontap-nas-flexgroup azure-netapp-files. .
T gep-cvs DSnapshot U AR FPZHAR—FLTWETY, ‘ontap-san. google-cloud-netapp-
volumes. $ KU ‘solidfire-san’ K S -1 /\,
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e d S0l
INA Y RENTPVCERAAEEA AR 12— LASnapshothMRE T,

*PVCRT—RADPNA Y RETNTWBR e ZzHRLET,
kubectl get pvc
* R 2 —LSnapshotZFRA T2 EmAT T L TWVWBR R LE T,

kubectl get vs

FIE

1. TASRCRZER L £9. CDAITIF. PVCHELUVR) 2 —LXFvy T3y NADCRZIEML pvcl
‘pvci-snapshot' £ 9,

@ TASR CRIZ. PVCH &UVSHIFHET 3 RETZERICEET 3REABHD 7,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

1. 25y T3y b5 VR MT7TBICIECRZERALE T, ZOFITIE. Snapshoth5 1 X 7L “pvet
E

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

&R
Tridentid X FvFo 3y b oT7—2Z )X L7 LET, SnapshotDJ XA M7 RT—RRZMHEBTEET,
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap

namespace: trident

resourceVersion: "3453847"
uid: <uid>
spec:

pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:

startTime: "2023-04-14T00:20:34z2"
completionTime: "2023-04-14T00:20:372"
state: Succeeded

kind: List

metadata:

resourceVersion: ""

CIFCALDHZE. BENRELICEE ICTrident TRUED'BEIRVICEEHITINBE Z CIEHD
Ftho CORFZBERITIDHLENDHD XT,

« BIPE T AEEFH R UV Kubernetes 1—H &, P FUS—S 3V R—LAR—R
ICTASR CRZ1ERL T 2701, BIEED SERZMSINRITNIIERSHBWVGEGEDHD X
EXR

Snapshoth'BIEFIT 5N TWVWBPVZHIFRT S

2Fw T ay hHBEEMITENTVWSAER) 2a—LZEHIRT 3 . [T 3 Trident R 2 — LA THIER
REE) ICEFHISINET, R 2—LSnapshotZEHIFR L TTridentZR) 2 —L%ZHIBRL £9,

R a—LSnapshotd> FO—SDEA

KubernetesT«4 A R Ea2a—3VIlRFy oy OV FO—FJECRDAZENTULERWEEIZ. XD
SOICEATEET,

Flig
1. 7R1) 2 — LD Snapshot{ERk

222



cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 27wy by rO—-S%ERKLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ PEICIH L T, %Bi1ZER% BV “deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yam!l" CTE#7 L "‘namespace’ &9,

BEED >0
* "/R1) 2 — L\ Snapshot"
* "/R1) 2 —LSnapshoty 5 X"
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