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kubectl delete tbc <tbc-name> -n trident
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kubectl get tbc -n trident

F7-1% tridentctl get backend -o yaml -n trident ZE{TLT. BEIBIARTDONYIIVER
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kubectl apply -f <updated-secret-file.yaml> -n trident

* NS X—4A (£ % ONTAP SVM D&RIRY) #BHITINELRHD £,



o DAY Y RE(EHAL T, Kuberetesh SEEA TS 17 h 2 BHTEET
TridentBackendConfigo

kubectl apply -f <updated-backend-file.yaml>
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kubectl edit tbc <tbc-name> -n trident
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A5 %K~ L TERZHRET BICIE. £721E% kubectl describe tbc <tbc-name> -n trident’
(D 3217 L “kubectl get tbc <tbc-name> -0 yaml -n trident & 3
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tridentctl create backend -f <backend-file> -n trident
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tridentctl logs -n trident
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tridentctl get backend -n trident
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tridentctl delete backend <backend-name> -n trident
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tridentctl get backend -n trident
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tridentctl get backend -o json -n trident
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tridentctl update backend <backend-name> -f <backend-file> -n trident
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tridentctl logs -n trident
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tridentctl get backend -o json | jg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’
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tridentctl get backend ontap-nas-backend -n trident

fems=mssssessssosa==== fosss===========a
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| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

fmm fom e

fessmsmess e s ss s oses s s s e=s fremem==== fromsmm==== ¥

| ontap-nas-backend | ontap-nas | 52f2ebl0-e4c6-4160-99fc-
96b3bebab5d7 | online | 25 |

fressseseemess o= === fosssmsmmm=ssas=s
fesssssssssscsesessosssassssassssasmaaa femmm==== fommsm==a= 4

cat ontap-nas-backend.json

"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",
"svm": "trident svm",

"username": "cluster-admin",

"password": "admin-password",

"defaults": {
"spaceReserve": '"none",
"encryption": "false"
by
"labels":{"store":"nas store"},
"region": "us east 1",
"storage": [
{

"labels": {"app":"msoffice", "cost":"100"},

"zone":"us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"



"labels":{"app":"mysgldb", "cost":"25"},
"zone":"us east 1d",
"defaults": {

"spaceReserve": "volume",
"encryption": "false",
"unixPermissions": "0775"
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cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created
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cat backend-tbc-ontap-nas.yaml
apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas_ store
region: us east 1
storage:
- labels:
app: msoffice
cost: '100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755'
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did

not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

CNT. NwIIVRIEFATO U bZERALTELRICEEIN tbe-ontap-nas-backend
“TridentBackendConfig' £ 97

RaERALTNYIIYR%Z tridentctl BIE "TridentBackendConfig

‘tridentctl ZERAL THERINTENY I I RO—ERRICHERTE
‘TridentBackendConfig &9, THIC. BEEIE. ZHIFRL T, BISRESINTWLDS
‘retain  C & ZHMERT D “spec.deletionPolicy’ C & Tu
‘TridentBackendConfig ' COKDIBNYI IV RERLICEEIZ_CHTETET
“tridentctl o

FIEO : NIV RERELEY
e ZIE KONy 7T RH%ZER L TER SNz & L "TridentBackendConfig' & 9



kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
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| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315acb5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident
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| NAME | STORAGE DRIVER | UUID
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| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |
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72U MHHEIBRT B . TridentBackendConfig TridentldSEMEICIZ/N v I TV RBEEEEIBRETICA T
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