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kubectl create ns engineering-ns
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kubectl create ns marketing-ns

ATY T2 BR—LAR=ZADI)Y —REPODWMDTBODHLWT—EIXT AT Y b ZERT S

ERR T 2 LVWEBIEBICIEZENZNT 72 DY —EXTAHTY FHRMEBEBLTULWETH. FERMBEBICISEL
TPrivilegesZ 7 )L —FRITESICHEITET B3 L SIC. A—H—DIIL—FTLICH—ERT7HI > b ZERR
TRIMRENHD XTI,

Flg
1. engineeringZ IL—TDH—EXT AT > b EERRLE T,

apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns
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apiVersion: vl
kind: ServiceAccount
metadata:
name: mkt-user
namespace: marketing-ns
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apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—-account.name: eng-user
name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token
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apiVersion: vl
kind: Secret
metadata:
annotations:
kubernetes.io/service—account.name: mkt-user
name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns

FIES5 - #ERDT X b~
HERMELVWCEZTXLET,

F&E
1. To2Z7)2 02— —PIoOZFI VTV =T IVERATEZ e zHRBLFET,

kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get applications.protect.trident.netapp.io -n engineering-ns
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns
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apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret

providerType: GenericS3
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apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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kubectl get appvaults -n trident-protect

-—as=system:serviceaccount:engineering-ns:eng-user
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Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group
"protect.trident.netapp.io" in the namespace "trident-protect"
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n

trident-protect
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yes
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helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts

helm repo update
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metrics-config.yaml : kube-state-metrics HelmF + — M &5}

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0
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prometheus.yaml: kube-state-metrics # —E X £ Prometheus D&

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]
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https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: Alertmanager|C7 5 — b ZIX{59 3

alerting:
alertmanagers:
- static configs:
- targets:
- alertmanager.trident-protect.svc:9093

R

Prometheus Tl&. kube-state-metricsh 53E1EZINE L. 7 F— b ZAlertmanageriZXE TES LD ICHRD £
Lfco TNT. Po—rZ2MN)A—F23RHECTSI—FOEXERZRET D E RN TET XL

FIE3 : 75— TS5 — FDEEXRZRET S

VoIHEE LTINS B SICKRELIES. 75— b2 hUA—T2BROBELT 5 — bDOXERERE
TRRENDDET,

TI—=bDBI Ny ITy TDRE

ROFNE. NI Ty THRRZL)Y —RDRAT—RADSHLUEICRESINIFZEIC M) H— N BCritical
75— rEEELET Brror. COBEBBICADETHIZTAZ L. COYAMLR =Ry R KT 71
JLICE®HD D TEFEXY prometheus. yamlo

rules.yaml: KB L 7=/\w 0 7 v FICEF % Prometheus 75— FZE&T 3

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: b5s
labels:
severity: critical
annotations:
summary: "Backup failed"
description: "A backup has failed."

77— b EMOF v RILISEET B & S ICAlertManagerz 5% E 9 %

EF X —)JL. PagerDuty. Microsoft Teams. €DMDBEH T —E X BREDMDF v RILICEBHZXET DL
ICAlertManagerzZ 58 E S 3 ICIE. 7 7ML TENENDOREZISE L “alertmanager.yaml £9,

ROFITIE. SlackF v > RILICEHZZEET S & SICAlertManagerzREL £9. COFIZEFRBICEHET
HABAIA XT3l F—DEEZERETHERIN T 3Slack Webhook URLICE F#2 X “api_url £ 9,
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alertmanager.yaml: SlackF ¥ > R JLICT7 5 — b ZXET 3

data:
alertmanager.yaml: |

global:
resolve timeout: 5m

route:
receiver: 'slack-notifications'

receivers:
- name: 'slack-notifications'

slack configs:
- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’

send resolved: false

Trident Protect 7 R— N\ RILESERKT 3

Trident Protect ZffH 9 3 £. BEEIZ. BENRODISARETIUr—3>ICE
507, XkUwo, FROJIERABE. NetAppHiR— MMIBIDEHRESE/NVR
WZERTEERT, 12—y MIEGELTWEREEIF. AXAZL )Y —X(CR) 7
7AW ZERBLT. B R—F N2 RILZNetApptHR—k a0~ (NSS) ICF7vyFO—FK
TEET,
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CREEA LY R— /N> RILDIERK
FliE

1. AZRRZLI)Y—R (CR) 770 EERL. CWSAFTZEMITEYT (B trident-protect-
support—bundle.yaml) o

2. ROBMERELE T,

° * metadata.name*: (required) CDHRARLY —IAD%HET, RBICEL -—EOEY R %
ERLEX Y,

° * gpec.triggerType * ©  (required) Y R—bNYRILEZTSICERTEINRATZa—ILT3Hh%
BELEXT, AT Pa—LEnNfNY RILERIFI12AM UTCIZIThNE T, BRh7%(E :
* AT a—I)LiER
" FEF
° * gpec.uploadEnabled * : (_Optional _) H7R— kN> RILDOERMEICNetAppTR— bH 1 ~IC

Ty 7O—RIBIDESIHZEFIELET, IBELABVES. T 72 MIICHEDET falseo B
Sh7E -

=IELW
*false (77 =)L)

° spec.dataWindowStart:(Optional)t} 7R— kN> RILICEEN2T—2D T > RO %RIBY 5 H
KrZz48E 9 5. RFC 3339HDAMNXFI, HEELBZRWVSEIE. 77 4JL b T24B/E/IICRD
¥9, EETETZIRHEVHBOBAMIZ7TERITY,

YAML®D :

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:002%

3. 77AILICIELWMEZE ASILT=5 astra-support-bundle.yaml « CREZEHAL X,

kubectl apply -f trident-protect-support-bundle.yaml

CLIZER LY R— N RILOER
FE

1 HR=ENYRILEERL. B> CHOEZRENSDBRICEZTHEZ I, IE trigger-
types N RILETCICERTED AT TP a—I)LICEK > TERERDEE SN TULBH EIRE
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L. F7l& scheduled ZIEETIT XY "Manual. 7 7 #JL FEREIEFTY Manualo

Bz I

tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type>

Trident7O727 D7y oL —R

HLWKEE O NI EBIEZHEBT BICI1E. Trident Protect Z&EFi/N\—>aicr7 v oL
- I\\\ —C LZ_E gf 3_0

Trident Protect # 7w 740 L — R §3ICIE. ROFIEEETLE T,

FIE
1. TridentHelm' )RS R ZBH L F 9

helm repo update

2. Trident Protect CRD # 7w 4 L—RK L %9,

helm upgrade trident-protect-crds netapp-trident-protect/trident-

protect-crds --version 100.2502.0 --namespace trident-protect
3. Trident7O7 2 b7 v FJL—B:

helm upgrade trident-protect netapp-trident-protect/trident-protect
--version 100.2502.0 --namespace trident-protect

14



ZFEICET 3B

Copyright © 2026 NetApp, Inc. All Rights Reserved. Printed in the U.S.C D R 2 X > MIEBEMEICEK > TR
EEINTVWET, EFREFMEEOEAICK 2FFIAFED HIHEZIRE. BRER. EFEEA. SLUEER
B, BHREE. T—THE EFREI X T LANDHEMAAZ STHEMIEAEL L. WHRBERE LUHEIC
LBEHBBILFT,
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