Trident (&8
Trident

NetApp
January 14, 2026

This PDF was generated from https://docs.netapp.com/ja-jp/trident-2502/trident-use/worker-node-
prep.html on January 14, 2026. Always check docs.netapp.com for the latest.



=P/

Trident’ {85 F8 1
D—h—/—RZEFLET 1
WYY — L% #EIRS B 1
J—RY—E201%H 1
NFSHRYU 2—L 2
iISCSI R a—L 2
NVMe/TCP7R ) 17 L 6
SCSl over FC/R) 2 — L 7
Ny I I ROERCER 9
Ny oIy RERE 9
Azure NetApp Files 9
Google Cloud NetApp7RlJ) 2 — L 28
Google Cloud/\'v 2 T > RFIZCloud Volumes Service ZF&E L £9 45
NetApp HCI Z7z1& SolidFire N\'w 7 IV REJBELET 57
ONTAP SANK Z 1 /\ 62
ONTAP NASRK Z 1N\ 91
Amazon FSx for NetApp ONTAP 122
kubectl ZFEAL TNV I I REERLET 156
Ny IIYROER 162
ARL—=203ADOEREER 173
A= 5 A%ERT B 173
ARL—=—C0ZR%ZEETS 176
R)a—LpFOES 3= I rER 178
AR)a—Lz7OED3Z>J93% 178
A)a—LZzEBRLET 182
R a—L%ZzA2VR—k 193
R a—LORFETRILVEAREIIAIXTS 201
F—LRAR—AETNFSRY a—LZHELET 204
F—LAR—=ZALETRY 2a—LEIO—ZVY 208
SnapMirroriC & 3R a—LDL T4 —k 210
CSI hRODZFERALETY 217

AFTvToay b EIRELET 224



Trident= {8

D—hN—/—Fz¥ R LFET

KubernetesZ S A ARDITARTOT—H—/—RH. Ry RREICFOES 3 =Z>F LTk
R)a—LEIDVNTEZIRELRHDET, 7T—H—/—FRE#EFIBICIFE. RS>0
INDZFEIRICED LT, NFS, iSCSI. NVMe/TCP. F7IZFCOZY—I%ZA1 VA =)l
TRIRELNHD X9,

B —ILZERT B

RIANZHAEDETERALTVWEAERIE. RTIANICBELBIRTOY—ILZA VR M—ILTIRENDH
D %9, RED/N\— 3 > DRed Hat Enterprise Linux CoreOS (RHCOS) Tld. T7#/IL FTY =LA >
AR=ILETNTVET,

NFSY—JL

"‘NFSY—=I)LDA > 2 F—=)L" &R LTWAHE | ontap-nas. ontap-nas-economy ontap-nas-
flexgroups « azure-netapp-files gcp-cvso

iscsl'Yy—)L
SCSIY —=I)LEA VA=) EFERAL TWVWSI%5E | ontap-san. ontap-san-economy solidfire-
Sano

NVMe —JL

"NVMeY — L% 4 > 2 k—)L§ % "% Non-Volatile Memory Express (NVMe) over TCP (NVMe/TCP) O k
JJLICER L TWAIHBE ontap-sans

(i) NetAppTH:. NVMe/TCPIZONTAP 9. 12L& #E L TLE T,

SCSl over FCYV—JL

ICDWTFCHE LKUFC-NVMe SANR X FDREDEFM. BB L TL TV FCE LUFC-NVMe SANRZ
DB E" 1Fo

"FCY—ILDA > A k—]L"%ZsanType (SCSlover FC) T fcp B L TW3%HE “ontap-sano

Z[EZEIA . * SCSI over FCIXOpenShiftd & UKubeVirtlRIETHR— SN TULWEJ, * SCSI over FClZDocker
TIFHR—FEINTULEEA, *iSCSIDECEI1EREEEIE. SCSIover FCICIFBRAINEE Ao

/=R —EXDRH

Tridentid. /— R TiSCSIT—E R FIINFSH—EXZERTTET 3N ES5WZEBNICEBELELS L F
ER

J—RH—E ZRETRE SN —E ARSI NETA. F—E ZABIICRESNTL
()  BorRRESNFEEIC. RESNEY—EXNBRVEED. KU 1—LDTY > FH%RK
¥ BIREENEB 0 £ A


https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nfs-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-iscsi-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#nvmetcp-volumes
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools
https://docs.netapp.com/us-en/trident/trident-use/worker-node-prep.html#install-the-fc-tools

AR NERESELET
Tridentid. BHEHINI-H—EXZHRTI-ODAANYE/—RICHLTERLET, ROARY b= SR
IBICIE. ERITLET.

kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>

BREENIcY —E X2 REER

Tridenti&. Trident/ —RCRLEDE ./ — R TEMCHE>TWVWBRH—EXEZHLFT, BEIN/I-H—ER%
KRITBICIE #EZTLET,.

tridentctl get node -o wide -n <Trident namespace>
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sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
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2. iscsi-initiator-utils M/N\—<3 U h 6.2.0.874-2.el7 UIETHZ e =R L T,
rpom -gq iscsi-initiator-utils
3. TILFNNZAE=HBRL :

sudo mpathconf --enable --with multipathd y --find multipaths n

(D DTFIC defaults BT %Z “find multipaths no WEALEFXT
‘/etc/multipath.confo

4. HL U ‘multipathd B"ERITEINTWVWSB Z & #RESAL Siscsid £ 9,
sudo systemctl enable --now iscsid multipathd
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sudo systemctl enable --now iscsi
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dpkg -1 open-iscsi

3. AFx v VEFHEICKRE :



sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf
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sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart
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sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service
sudo systemctl status open-iscsi

Ubuntu 18.04D3H & &, iISCSIT—E>ZHIBY BH1IC open-iscsi TR —Fw bR
() - rERHTBVREABOET iccsiadm Fild. F—EREEBELTEBMIC
BT D iscsid  CEHTEFEXT “iscsio

iSCSIHCEIE DERE F 7= I3 EML
ZRDTrident iISCSIBBEREZEH L T. VWY I VA EBIETEFEXT,

* *iSCSIO B &1ERIMR* | iISCSINEEEXRITIZEEXIRELEFT (TT7AILE 159) o hILE
BERETDECTRITHEZEDDIN. AKTVWHEXREIT S ETRTEEETFFR2CHTEE
XS

iISCSIDOH 2 EEMRZOICERTET D &\ iISCSIOEZEENTLRICELLE T, ISCSIDBZE
() EEmhicTasC LEELE A, SCOIDETEENERLE Y 5D ICHIELAL, Fi
F Ny T BN THEEL BVRED S+ U4 TOREHICT BUBNBD £ T,

* *iSCSIECOEFMIERD . EETARAVEY S aYHABOs 7Y L TEBOY A U ERA S FTDISCSIH
COEOFEEBRERELEYT (F74ILE179) - BE2THRVWEERISh Y>3 RO 7Tk
INTHEBEOJA Y LES TR ETOFEEREZR< TSN, £RiFOJ77oLTOY1>LT
MoOJA VT 2FTOREZECTALIIICRETETET,



Helm

iISCSIDBCEEREZHREXIFEET BICIE. HelmD A > X b —ILEF K 7z FHelmDEHFEFC /NS X
—AR ¥ iscsiSelfHealingWaitTime /NI X—&X%ZEL XY ‘iscsiSelfHealingIntervalo

ROBITIE. iISCSIDBECEERMRZ3D. BEEEDFHHEIMZ6MICRELTVET,

helm install trident trident-operator-100.2502.0.tgz --set

iscsiSelfHealingInterval=3m0s --set iscsiSelfHealingWaitTime=6m0Os -n
trident

Tridentctl

iISCSIDBECEERELEBREIIEET BICIE. tridentctl D1 > X b= L EFIIEFEFIC/NTX—R L
iscsi-self-healing-wait-time /NTX—X%ZEL XY ‘iscsi-self-healing-intervalo

ROBFITIE. iISCSIDBECEERMRZ3D. BEEEDFHHIEZ6MICRELTVET,

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0s -n trident

NVMe/TCP7RU 17 Ly

FARL=FT A4 VIO RATLICRISELTcOY Y F2ERLTNVMeY =)Lz > XA b—ILLET,

* NVMelZ IZRHEL QP& HET T,

C) * Kubernetes/ — RO A—FILN— 3 VA HTEZHEEP. FALTVWRA—RILN—
IR T BNVMe Ny =B RWEEIE. / —ROA—XILNN—2 3 > %FNVMe/Nw
=S TEHFLATAERS AW EARHD T,

RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli

sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp



AR M= I)LDFESR
AVZAM=IIPBRTLES. KOO REFERL T, Kubernetes? 5 AXHRDE / — RIC—EDNQNHE|
DYTHENTWARZ e E#RERELET,

cat /etc/nvme/hostngn

@ TridentTld. NVMeh'Z TV L THNZADHBIT5HHBVEL D ICEHNZEE TN “ctrl_device_tmo’
9, CORTEREELBVWTLIEETL,
SCSlover FC/R 1) 2 — L

Fibre Channel (FC; 7 7/ /\F¥xJL) 7O L)L ETridentTERA L T. ONTAPYXFLTRML—2UY
— 27O aZVIESUVEBEBTESLSICHDE LT,

bt Saa
FCICRHEBRRXY NTI—0 /—RERELZX T,
Y hD—U%E

1. Z—=5 bR —T 21 ADODWWPNZEF L £, SFMHICOVTIX. BB L TLET WV "network
interface show" o

2. 42T =% (KAL) DAV EZ—T 4 AOWWPNZEE L £,
MBTBRANFRL =T VIO RATFLAA—T 1 VT4 ZBRLTIESIL,

3. RAb&AE—47v FOWWPNZEFERAL TFCRA v FICY —Z VT ZRELE T,
FRICOVTIE. BRAYTFARYA—DRFaXY FEBRLTIETL,
IS DOWVWTIE. ROONTAPRF a2 XY FEBRBLTLEET L,

e "I A NF v XRILEFCOEDY —= > DE"
° "FC$H & U'FC-NVMe SANR R ~ DI A"
FCY—ILD1>VA =)L
ARL—TFT 4 VI RATLBOAR Y RZFEAL T, FCY—ILZA X —=I)LLF T,
* FC PVSTRHEL / Red Hat Enterprise Linux CoreOS (RHCOS) =#X{19237—Hh—/—R%ZERT 315

&1, StorageClass TmountOptionZIEEL TA V51 VD AR—IABE*RITL £ discard, 2B
LTLKEETW"RedHat D RFa X > k"
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RHEL 8LAf%
1L RDVRATFLINYT—S% A A R=I)ILLET,

sudo yum install -y lsscsi device-mapper-multipath

2. TILFNRzHBML :

sudo mpathconf --enable --with multipathd y --find multipaths n

@ DFIC defaults BL%Z “find multipaths no WAL XY
‘/etc/multipath.confo

3. BEITHRTH S Z & =R L ‘multipathd £ 9

sudo systemctl enable --now multipathd

Ubuntu
1. RO RFTLINYT—D% A VA M=ILLET,

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. TILF N2 =B -

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ DFIC defaults BL%Z “find multipaths no WAL FXT
‘/etc/multipath.conf,

3. NBEWMTRITPTH S Z & =ML ‘multipath-tools’ £,

sudo systemctl status multipath-tools



Ny DT IV RDWEREEIE
NYILIYREHRTE
Ny ITY R Tridente A AL —J 2 AT LOBOREREERL X9, Tridentld. %
DAL= AT LEDBERER. TridenthP 2D X T LDSAR) a—LZz7OE
DA IR FEERHELET,
Tridentid. A L=V S ATERSNICERIC—HTEZIZA ML T—IL2 Ny I Iy RH S BEIMICTEM
LETe ARL=CSXTFALICNYII YV RERET B HEICOVWTHBELES,

* "Azure NetApp Files \w O TV RZREL XTI

* "Google Cloud NetApp Volume/\'w & T R DRE"

* "Cloud Volumes Service for Google Cloud Platform /\w T RZ&REL X"
"NetApp HCI £ 7|4 SolidFire N\ I T REHRELET"
"ONTAP & 7z{ZCloud Volumes ONTAP NAS R S A N%ZFERL/N\v I T RDRE"

* "ONTAP % 7=1&Cloud Volumes ONTAP SANR S NEFEARAL/\v I T KRDHKRE"
"Amazon FSx for NetApp ONTAP T Trident’ {E "

Azure NetApp Files
Azure NetApp Files N\ I TV RZHFRELFT

Azure NetApp FilesZ Trident®/N\w I TV R L TERE CTEF £ Azure NetApp Files/\
WO IV R%ZFERALTNFSAR) 2a—LYSMBRY) a—L%=EGTEE T, Trident

I&. Azure Kubernetes Services (AKS) 7 5 XX DEEBNRIDZFERALIL T v
ILBEBHYR—FLTWVWET,

Azure NetApp Files K S -1 /\D A

TridentiCid. 735 R R EBIET B 7-DDRDAzure NetApp FilesX kL —J RSANHAHEREINTVET, T
R=brINTVWB 77 RXE—RIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany
(RWX). ReadWriteOncePod(RWOP)T .

RSN O3 ARUa—L HR—-—FIATWETY HR—LEhZT771)
E—F TRXE—F AT
azure-netapp-files NFSSMB 771 J)L> RWO. ROX. RWX. RW nfs. smb
AT Ly OP

* Azure NetApp Filesty —E X Tld. 50GBFXRFBDR) a—LlFHR—rEINFELA. EDNTVWR) 21—
L%ZEERYT 3 . Tridentid50GBDAR ) 12— Lz BEBNCIER L £9,

* TridentTld. Windows/ — R TETINTWVWBRY RICYTY FENTSMBR) 2 —LDOHIHR— R



nx9,

AKSDOEEXRID

TridentTld. Azure Kubernetes Services?7 5 X2 HhHR— kSN FI"EETRID", BEINETAITVT A
TAICK O TIRHEINZEGENRIL T OO VILERBZFATSICIE. ROBHDOHHNETT,

* AKS%EfER L TEA I dKubernetesy 5 X4

* AKS Kubernetes? 5 X ZICRTE S NI-BIENRID

*IBET D "Azure" ®EFLTridentBhAI VYA M=ILENTWVWE T, “cloudProvider

Trident A XL —%

Trident8 B FZ A L TTridentz 1 > X b—JL 9§ 3ICIE. % tridentorchestrator cr.yaml®
IC “"Azure" WEL XY “cloudProvider, FIRIF :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Helm

KROBITIE. BIEZTH%ER L TTridenttz w k% AzurelZ "$CP - > X k—)JL L “cloudProvider &
ER

helm install trident trident-operator-100.2502.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> tridentctl </code>

ROBITIE. Tridentz 1 > X R—JLL. 755 %I Azure 5% L "cloudProvider £ 9,

tridentctl install --cloud-provider="Azure" -n trident

AKSD 7 <7 RID

7577 RIDZERET % . KubernetesiRw Ridk. BARBIAAzUreZ LT > vILZIBET DD TIERL. T7—
20— RIDE LTEREFd 2 Z ¥ CAzure )YV —RICT IR TEE T,
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Azure T 27 RIDZERT 3ICId. U TFHBETT,

* AKSZEER L TEA TN BKubernetes?Z 5 X%
* AKS Kubernetes?” 5 X R |ZERE S N7=7 —2 O— RID & oidc-issuer

* J—2JM0O—RID%ZEE "Azure" " BELTV ‘cloudldentity IBEIT D EEL Tridenth IV A =)L E
NTW3 “cloudProvider

11



Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml |l “"Azure" '®E cloudProvider L
*cloudIdentity ‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX & J o

Bz I

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Helm
ROBIRZEH = ERA L T, * cloud-provider (CP) 737 & cloud-identity (CI) *7 545 DEZREL
F9,

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—-XXXX—
XXXXRXXXXXXX"'"

ROFTlIE. REBZH%={ERL CTrident=1 > X ;—JLL cloudProvider. ZAzurell '$CP FRE
L. ZUSING THEERIBEZH "$CI'ICERTE L “cloudldentity” £ 9

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$CI"

<code> tridentctl </code>
ROEIRZHZER L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX~XXXX~
XXXXXXXXXKXX"

ROFITIE. Tridentz A > A b—=JLL. 757 %ZIZREL. cloud-identity' % "$CI'IC "$CP F&E L
“cloud-provider £ 9,



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Azure NetApp Files N\ I TV RZHRETHERELET

Azure NetApp Files /N IV TV RZRET DRIIC. RODEHZ /L TWVWSE Z & ZHEER
TIRIBELHD FT,

NFS/R 2 — L ¥ SMB/RY 21— LDEIRE Y

Azure NetApp Files Z )8 T 7id3H L WGEPRTHER T 515513, Azure NetApp Files Ztw 7 v L
TNFSTRY 2a—LZEKTBDICVWK DO DYHIRENBETT, 2B L T ETE LV "Azure © Azure
NetApp Files #4zwv b 7w L. NFSTRU 2 —LZERL £

NYILIYRZHRELTERAT SICIE "Azure NetApp Files". ROEHDHRE T,
* subscriptionID. tenantID. clientID. . location'& & TrE. ‘clientSecret' AKS
@ 751’5«"(%@%%&@%@%?5%@&12’79El‘/'C?“o
* tenantID. clientID. BKXUIE. ‘clientSecret AKST S XX TYU ST RIDZERT 3
BRIEA T3 >TY,
*BRET—I, #BHBLTL TV "Microsoft : Azure NetApp Files BOBRE S—ILZER L £

* Azure NetApp Files ICEEIN=H TRy ko ZBRL T TV "Microsoft © 7% w k7% Azure
NetApp Files ICEEL £3"

* “subscriptionID"Azure NetApp FilesEBMIC LT=Azurett T X7 U 7> 3 Uh 5HIBRL £ 9.

* tenantID clientID ‘clientSecret' Azure NetApp Filestht —E XAD+2 B HEE%E1FD. Azure Active
DirectoryDMB"7 T 1) r—> 3 VEFR s 7TV Ir— 3 &R TlE. RoWwWsThhz@FEHL X9,

c REEO—ILXIIFSEO—IL" Azure TERIERE"

o "J 2R LITeE LD —)L " (assignableScopes (FTRIUTF g LARNI) o ROMERD TridentT
MRBRIERDAHICHPBRINTVWES, hXRZLO-IEZER LS. "Azure R—Z)LEFHLTO—
IZBDETEFI"ZBRLTLIEEL,
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []

s MELCEBHIDEZTL "EFEINI- T R F"Azure location. Trident 22.01Tlx. Z @ location’ /N>
X—BRIENYITIYRIBR T 7AIILDREFMLANIVICHZHBT 1 —ILRTT, RES—ILTIEEINT
BFRDEIFERINE T,

* HfEAT BIC Cloud Identity . DB "I—H—HEDOHTHEEE D" ZEEL ‘client ID. T
ZDIDZEIEEL XY azure.workload.identity/client-id: XXXXXXXX—XXXX-XXXKX-XXXX~—
XXXXKKKXXXKKXKo

SMBR ) 1 — LICEAY 3 Z Dt EH
SMBRY a—LZERT BICIE. UTFHBETT,
* Active DirectoryHh'5&E I 1. Azure NetApp Files ICEHI SN TVLWE T, 2B L T TV "Microsoft
: Azure NetApp Files MActive Directoryi&#i = fER S S UEEBEL X I

* Linuxd> bO—5/ —REDHELLEH1DDWindows7 —H— ./ — K TWindows Server 2022% E17L T
L3 Kubernetes? 5 X%, TridentTld. Windows/ — R TETINTWBRY RICYT > kTN 7-SMB
R)a—LOIPYR—rENET,

* Azure NetApp Filesh'Active DirectorylZxf L TEREETE B & S 1C. Active DirectoryZ L 7> v IILZ BT
DR EH1DDTrident>—I L w b =0 Lw b EEMT BICIE smbereds -

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* WindowstF—E X & L TEREIN/CSITOF, ZRET BICIE csi-proxy. Windows TERITENT
W3 Kubernetes/ — RICDW T, F7ld%&E "GitHub: Windows[AFCSIZOF "8 L TL 2 E LV GitHub:
csiIZox>",

15


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy
https://github.com/kubernetes-csi/csi-proxy

Azure NetApp Files /N I TV RBRDOA T 3> L fl

Azure NetApp FilesONFSE K USMB/N\w I T RIEA > a VICDWTEAL. #
Bz L E£9,

Ny Iy REMA T3>
Tridentid/N\w J T R#ER (W T%y by RERY T =0, ¥—EXLANIL B ZEAL T BRTN

BRI CERTIRERBRE T — /L EIC. BRINAH—EILARILEH TRy MMI—ET S Azure NetApp Files
R a—LZERLET.

() TridentTl. FHQoSERT—ILIFTE— FShEH A

Azure NetApp Files/\w I T RICIE. RDBEA T arhH b £7,

INT A=K e T7#I b

version BIZ 1

storageDriverName A=Y RS N\DEH] I azure-NetApp-files |

backendName DARLBERIEZA ML= Ny RSANG+" "+ TURLBXF
JIVER

subscriptionID Azurett 7 X0 1) 7o 3> 650

T201) 3 VIDEBEINT:ID
HAKSY S XX TEMICKE>TL
Y = PASEE

tenantID AKST S XA TEEIDXIET S
T RIDAMER SN TV BIHEE(E.
T TVEEDSDTF > MDIEA
72 3>T9,

clientID BENRIDEXIZYZT RID
HAKST S XA THEHRINTWS
aa. T TVBERLISDI AT
Y hIDIEFF 3> TY,

clientSecret TIIVERHIEDISAT Y
—JLvy NEEINIDXIED
> RIDHAKS Y S R X TER S
NTWBBEIEA T3> TY,

servicelLevel . Premium  F¥7=lE Ultra W™ (TUHL)
INH standard
location FILWARY a—LAMERR TN

B Azure DIZBFTDEHIAKS Y 5 XX
TEEIDAEICE>TVWBIEES

34723 >TY,

resourceGroups BRHESINIEUY—XZT10LZ) " (10L& L0)
DTGB EHDI)Y—RTIN—TF
DRk

16



NTA—=H

netappAccounts

capacityPools

virtualNetwork

subnet

networkFeatures

nfsMountOptions

limitVolumeSize

debugTraceFlags

nasType

HonanEA

BHINFEUY—XETqILEY
VOB DDRY NTYTIT A
M ANOU SN

BHINUY—XZT 1 ILE2V
VUITBBRET-ILDIYRE

EEINT Ty b EFORE
Xy b= D&E

EEEDOY T2y b DRH

Microsoft.Netapp/volumes

R a—LDOVNetEgEDt v ME
Basic. &7cld "Standard' T9Y,
v b —UHBEIF—ER DI T
IEFERTEYT. YTRIU T3
CTEMCT IBRELRHDIHED
HDFEFT, COMEZTEMICLE
WRAZVI%IBET D
‘networkFeatures' &, R a2 —L
oA az>yInkMLE
ERS

NFSYOU Y AT 3>DEHM
HAEEIE, SMBARY 12— AL TIHE
HENFET, NFSN—T341%
FRLTRY2a—LEIIV T
BICIE. AR TRYI o= o7 >
Ao 3> )X MIEEML
TNFS v4.1% “nfsvers=4"ER L
—a_o Z I\l/_\y“QEZ/F:E%EETEQ/F:E
INfIYI AT aviEe N
vOIY R TRESNETD
VAT avEDBHBESINE
3-0

BRENFARY 12— L1 IHC
DEEBRTVWAESIETOEY
A=V IHRBMLET

cSTWNYa—Ta0 2 JRICER
IT23TNYIT TS5, fl: \("api"
false, "method": true, "discovery":
true} NS I a—Fa0 U IET
STEHMBOT A Y THRERE
BRI, COA T avIIER
LABWTLTETL,

NFSAR!) a—LF7IZSMBRY 2
—LDERZREA T avid

nfs. ‘smb X7lInull T, nullil

BEITDE. 77 4L ETNFSR
Ja—LHMfERSINE T,

FT7#ILE
" (ZaILEZERL)

" (TaIlLRiE L. TR L)

"nfsvers=3"

" (FI7AIETIFBERAINEE
A)

null

nfs

17



NTA—=H HamaneA T7#I b

supportedTopologies CONYIIYRTHR—FEHN
TW3)—o3>ey—2nl =R
FERLET, FMICDOVTIE.
EBEBLTEETVWCS MROY
ZEALEXT

C) vy b —OBBEDFFMIC DOV TIE. 2B L T E W Azure NetApp Files /R 1) 22— LD
WD —OEBEERELE T

VERHERE)Y —X

PVCOYEREFIC TNo capacity pools found] TZ—hRRINZHEEIE. 7TV T —2 3 VERICHELHER
Y= (HITHRy b, RERY FT—0, BE7—IL) BEEMITSNTOWRWVWAREMEDLHD X9, TN
wIEBMIT DL Ny I I ROEREHICEE SN F-Azure!) VYV — XD\ Tridentic K > TASICERETRINE
T BYARO—IIMERATNTVS xR LET,

‘netappAccounts’. ‘capacityPools's . ‘virtualNetwork'. @ subnet fBIE
‘resourceGroups . JEMERFIIREEBMHXZERAL TBEETE XY, IFLACDES. BiE4
IXEICAFIDERED )Y —R—HTZAEMDN H D70, REBMHLEFRATICZHRELF
ER

‘resourceGroups’ ‘netappAccounts’s « KLU

‘capacityPools DfElIF. RHINTEUY —XDEY F 2 DAL= Ny I I Y RTERA
BB Y —RICHIRT BT 1 LR T, AREDHEAEDLETIEETETFI ., TLEMBOAITRD
LEDHTY,

A 15

DY =T NW—" <UY—RJGIN—TF>

Xy NPT TAIU <DVY=RGN=T><xy Ty TT7HIV b >

BAET-I <DY=RTIN=T><xy b TV TTATU b >/<
RES—I>

RkExy bD—2 <DY—=RTGN—=T><kERYy cT—=7 >

TRy b <resource group>/< Ry T =0 >/< TRy bk
>

R)a—LorOEss=—>y

B 71ILORRNREISa Y TROA TSI U EIBETAET. 774N MDA a—L7OEY 3=
VOERFIETEX T, FEMICOVWTIE. ZBBL TSV [HERA] -

18


https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

NTA—=H

exportRule

snapshotDir

size

unixPermissions

B

R

FLWARD 2 —LICNTEIVR
R—KIL—=IL

‘exportRule’IPva7” KL X £ 7=
I&IPv4t J % k% CIDR&KRE TE
RICHEAEDEEUR b2 AUY
TRYI>THEETIVENHD F
¥, SMBARU 2 —LTIFERIN
ESC I

.snapshot 7+ L2 kU DR %ZHl
WmLExd

FLWRY2—LDFT T ALY
11X

FLWRD 2 —LOUNIXHER (8
HEHDANT) o SMBR 2 —LTIE
BEINZET,

FI7AILE
"0.0.0.0/0"

NFSv4DI5E I Ttruel NFSv3Di5
&l% Tfalsel

"100G"

" (FLEa—HEE. YTRIV
72 avTRIA MR NERD
WE)

ROBNE IFEALEDNFTRA—=ZZT T4 MDFFRICTIEANLGREZRLTVWET, Chid. Ny T

YREERITBIROBERFETT,

19



&/ N\RDIERY

20

ZhiE. NwIIY ROMTNARRIMER TS, COEMTIE. Tridentldf&E S N7IFFRTAZure
NetApp FilesICRZEINTc TR TDNetApp 7 ATV b BET—IL. LU TRy bZ&EHL., 21
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



AKSDEIETTRID

CONYIITYREBKTIE. . tenantID. clientID. }* clientSecret BB& T TL) “subscriptionlD®
F9. cnoid. BENRIDZERT 3B8134 >3 > T,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

RET—INT1IIWN2%EFERALIEEEDT—EXLANILIEBRK

CDONYIIY REKTIE. BE2T—ILADAzZureDIFFR "Ultra' IcR ) 2 — LHEEE I N “eastus” £

9o Tridentid. ZDHZATDAzuUre NetApp FilesiICRZB SN TR TOH TRy bz BHMNICKREL. 20D

WINMTHFLWRY 2a—LZ 5 A LICEEL X7,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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CDONYITIYRIBETIE. 1 D207 71ILICEBDA ML —CT—IIL2ERLET, Cnd. BRD
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes
TIER S 2B AICERITY, ICEDVWTT—ILEZXAT S0, RET—ILSNILHBMERSINELS:

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2

ARL—JUSRDOER
LUF® "StorageClass €& ld. LD RA ML= T—ILERLTVET,
T4—=ILRIF>IATIRTA4 ./ LA parameter.selector

ZFEA T 3 parameter.selector &« R a—LDKRAMIERATRZRES—ILCICEIBETITET
‘StorageClasso R a—LAIliE. BIRLIET—ILTERSNIEZLNHBD X,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB/RY 2 — LDEZH

‘node-stage-secret-name'. BKIUVZEHATS "nasType  "node-stage-secret-
namespace’ &+ SMBRAU a—L%ZIEEL. BEXActive
DirectoryZ LTV vILZIBETET XY,
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T 7 #I b R—LAR—ZXDEKEKE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LZAR—RAZCICERZ>—ILy b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ ‘nasType: smb’'SMBRY 2 —LZHR— b3 7= ILICHLTT7 s IILZZEBLE T,
‘nasType: nfs’ £ 7213 "nasType: nul’lNFSTF—JLD 7 1 JL X,

NY I TV RZEBRLET

NY I TYRBRI7 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKRELIGEIE. Ny I I ROREICENEENDHD I, ROARY R ZRITI B
& OJ72RRLTRERZRETE XY,

tridentctl logs

W7 71 ) CRIBEEZEELTEIEL S, create ANV REZHERITTCEFEJ,

Google Cloud NetApp7R 1) 21— L
Google Cloud NetApp Volume/\'v 7 T > R DKRE

Google Cloud NetApp VolumesZ Trident® /N VTV RE L TRETETRLSICAD X
L 7zo Google Cloud NetApp Volume/\w o T R%&ERL T. NFS/R) 2 — L SMB/R
Ja—LZERTETET,

Google Cloud NetApp Volumes K S -7 /XD ¥
Tridentid. VSRR EBETRHD R T4 N\ ZRML £J google-cloud-netapp-volumeso HR— b

INTWB 77t XE—RIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

RSN O3 RUa—L HER-—FTINTWET7Y HR—-—FETNZT7T1)

T—F TXE—F AT L
google-cloud- NFSSMB 7 74JL> RWO. ROX. RWX. RW nfs. smb
netapp-volumes AT L OoP

GKE®D 7 27 FID

227 RIDZERYT 5 . Kubernetes’hy Rid. BAREYZGoogle CloudV L 7> > v IILZIEE T 2 D Tld%
<. 7—270—FIDE LTEREEY 5 & T. Google Cloud )Y —RIZT7IVELATEXY,

Google Cloud TY Z I RT7ATUT 4T+ ZiERT3ICIE. U TFHBETT,

* GKEZf#R L TEA TN 3Kubernetes 5 XX,
*GKEYV ZRRICHESINT7—270—RID. LU/ — R T—ILICRESINTIEGKEX X T—R2H—/\,
* Google Cloud NetApp®D 7R 1) 12— L'EIEE (roles/gcp.admin NetApp) O—ILE/IFHR X LO—IL &R
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DGCPH—EXT7ATI > b

* FHILULWGCPH—E X7 HU Y h%EIEE T BcloudProvider & cloudldentityx & O Tridenth'f > X k—JL T
£9, UTICHZRLFT,
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Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml'|C “"GCP" 'E®E ‘cloudProvider ' L ‘cloudIdentity
“iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com” &

(e}

B ZIE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

RDEBFEZ%Z AL T, * cloud-provider (CP) 73574 & cloud-identity (Cl) *7 545 D{E%HEL
x93,

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

ROB Tl REZHZFEAL TTridentz 1 > A b—JLL. ZGCPICEREL cloudProvider. %
RIEZ = $ANNOTATION' L T "$CP Z5%%E L "cloudldentity’ & 9

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code> tridentctl </code>
ROEIBZH % FEA L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

ROBITIE. TridentE A >R k—JLL. 755%ICHEL. “cloud-identity’ % "$ANNOTATION'|Z
*$CP E&7E L “cloud-provider £ 9,



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp Volume/\w U T R%ERTET % %fm

Google Cloud NetApp Volume/\'w Z T R%ZFKET DRIIC. RDEHEINHL-INTWLS
R TINENRHDFT,

NFSRUa—L/EVTA23oTry

Google Cloud NetApp Volume%Z #1& T £ 7= 133 L LS TER L TW %5 & (X, Google Cloud NetApp
VolumeZztw k7w FLTINFSRY 2 —LEERTB71DIC. WS OO DR ENNVRETT, #BEBL T
KTV BERT 280"

Google Cloud NetApp Volume/\w I T RZHET Da1IC. ROEZEHZHBLLTVWEA ez LTSS
LYo

* Google Cloud NetApp Volumes Service TERE S f17=Google Cloud 7 hHU > ko ZBRL T ZEW
"Google Cloud NetAppR 1) 22— 4"
* Google Cloud7 A7 > bD7OP TV bES, ZBRL KTV IOV Y FOFE"

* NetApp Volume Admin) O—JLAYEID HT 5N 7-Google CloudT—ERXT7HT > +
(roles/netapp.admin, ZBRBRLTLL IV IDE LUV T7 I/ AEEDO—)L E1ERE"S

*GCNVZ AT Y FDAPIF—T 71 ) ZBRLT"U—EXTHI Y bF—Z(ERRLET"
* ARL=T—), ZBRLTKIETWVW" R L —=I T = LOEE"S

Google Cloud NetApp VolumeN®D 7 Ut A DFEHEDFMICDOWVWTIE. ZBERL T T L) "Google Cloud
NetApp Volume D7 7 X%ty c 7y 93"

Google Cloud NetApp Volume®D/\'v I T RiBA T 3> &4

Google Cloud NetApp Volume®/\w I T RiBA T a3 VICDWTEBAL. #EBEH%
HRLEY,

Ny IITY RIBEA T3>

ENYIIVRIE. 1 DD Google Cloud V=23 VICR) a—L%x7OEY 3=V LET, i) —2 3
VAR a—L%EERT25E81F. NI IV REEBIMTEELEY,

INTX—& S rmaiEA TIAIL b
version ®IC
storageDriverName AR L= RS /INDE&HI DfEIF

storageDriverName

'google-cloud-netapp-
volumes] YIEET BIHE
b £d,
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nfsMountOptions
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o il : {"api"false, "method":true} k> 7))L a—

T4 7 ToTEHEMROI R Y THRERIGE %R

T CDATO I VIFERLEBVWTLLETL,

NFSR) 2 — L F7IFSMBR) 2 —LDERZRE nfs
73 >iE nfsy “smb E7IEnull TS, nulllERE

I3 T7AIETNFSKRY a—LAMfERAINE
ER

"nfsvers=3 "



NTA—=H

supportedTopologies

HonanEA Tk

CONYIIYRTHR—bEIATVWER) -3k
V=D RERLET, FHICOVWTIE. 28R
LTLETWnWesl RO z@FRELES" fl:
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

R)a—LFOES 3 =Z>FA4 7oy

T7AIEDOR) a—LT7OEDSaZ>FE BRR770IILOE I 3> THITEITE £9 defaultss

INTA—H

exportRule

snapshotDir

snapshotReserve

unixPermissions

&Rl

i Tk

HLWRYa—LDIYRKR—K "0.0.0.0/0"
JL—ILo IPVAT7 KL ZDEZDHE
HEOEE NI TXY>TIEE

TRIRELHD XY,
FA4LIZRNIADT IR NFSv4DIBEIE Ttrues NFSV3DIE
.snapshot &l Tfalsel

Snapshot BICUHF—TJENTW3E "™ (FT7 4L bDOEERA)
R a—LDEES

HLLWRY 32— LOUNIXHER (8 ™
ERBDANT) o

RDBNE NFEAEDNFTRA=EF 2T T AN FDEIICTEIEANLBREZTRLTVWE T, Chid. NvIT
VR ZERIBIROBERFETT,
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&/ N\RDIERY

ChiE. NI Iy ROMTNARIMERTY ., COEHTIE. Tridentlds&E S 73577 TGoogle
Cloud NetApp VolumellBRZEINImIARTDRA ML= T—=)LERHL. NS5O T—ILD1DIZFHFL WL
R)a—LZEZSVALICRELE T, IFEBRINTUVLWS®H. nasType nfs 77 #JL FHNERE I L.
Ny I LY RTNFSRY a—LHFOESa=>visngd,

C DIERKIE. Google Cloud NetApp VolumeDEAZ MM L TEA T3 HZEICRBETIN. RRICIF. 7
AEY3Z>J92HR) a—LICKH L TEMOSEERENMVEICERZ LS HD £,

34



apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



RAE TS — IL¥ERR

CONYIIYRIEBETIE 1207 71 IILICERORBT—ILHAERINE T, RET—ILIF. €O
3V TEREL storage £9, TEITFHET—EXLRILEYR—FIZIEROINL—ST—ILEH
D, TENSZRTRAML =05 X% Kubernetes TIERL T 2B RICIRIIB £ 9, RET—ILSANILIE.
T ZXRTRIHICFERINE T, LERIE. ROBITIE performance « RET—ILZX7F]T 3
7=DIZTARILE servicelevel 24 THMERAINTWVWE D,

Ffew —BOT 7 MEZIARTDREBT—ILICERATESLDICRELTED., B <2 ORET—ILD
TIAIMEZLEESZTLIEDTRICHTETFET, XDBITIE. snapshotReserve exportRule §
RTORET=ILDT T b LTHELET,

FAICOVTIE. ZBBLTLRETVW RIEET—ILY

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cbted6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westb
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%$40my—
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEDZ 57 FID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelevel: Premium

storagePool: pool-premiuml
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HR—bENDZ RO

TridentZ T2, V=3 e 7RASEV T4V —=VICEOVWTT—270—RADKR) 2—L%
EEICOEY 3= TEET, “supportedTopologies CD/Nw I Ty RO IOy Tik. /Nv
IR =23y —2D) AN ERBETIHICERINET, CCTEREIDN—Tay
Y —>DfElE. KubernetesZV T X2/ —RDIARILDI =308V —VDEE—BLTVWERHRE
BHbFEFd, D=3 eV —2lF. ANL—UISATIEETESHBMEDRXNTT, N\
YOIV RTIRHEIND ) -3 eV -0 ey b 288X ML= 0 5 ZADIFAE. TridentldIs
ESN)—23 >V =R a—LZERLET, SFlICOVTIE. Z2B8RBLTIEEWVWCSI
RODZEFERALET

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

RDFIE

NY IV RBRT 7ML 2tBLIcS. ROOARY FZ2RITLET,

kubectl create -f <backend-file>

Ny I RHEBICERINICC E 2RI 3ICIE. ROOARX Y RZRITLET,

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-b234-477e-88£d-713913294£65

Bound Success

Ny I TV ROERICKRBLIESEEIE. Ny I I RFOREICAIEBEIRHD T Ny I IV RICDWT

F. AXY RZEALTHEBTSH. ROAR Y FZRTLTAY 2R T L TRERZHETE XY kubectl

get tridentbackendconfig <backend-name>,
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tridentctl logs

BRI 7L OMEZESELTEELES. NI IV RZHIBRL Ccreate XY REBEERT XX,

ZL—=CUSADES

TFIE. ERBONY I I Y RZBRTZ2EAMNBRERTY StorageClass o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

74 —I)LRZ{ERA L /-EFH| parameter.selector :

AT % parameter.selector &« R a—LDKRAMIERAINZIZICTH L TEIEETETEXT
StorageClass "RET—IL" s R a—LIZIEF. BIRLET—ILTERINILEERZLRHD X,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

A= 0 3ADFMICOVWTIE. ZBRLTKLEETVW" AL —U 0 T RZEHT %0 "

SMBR 2 — LDEZRH

‘node-stage-secret-name'. BKIUVZHEHATS "nasType  "node-stage-secret-
namespace’ &+ SMBAU a—L%ZIEEL. BEXActive

DirectoryZ LTV vILZIBETET XY, HEROBEICHHIDLST. TARTDActive
Directoryd—H/NNXAD—R%Z/—RXAT—I2—0Lvw MIERTEEY,
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LZAR—RAZCICERZ>—ILy b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D ‘nasType: smb’'SMBRY 2 —LZHR— b3 7= ILICHLTT7 s IILZZEBLE T,
‘nasType: nfs’ £ 7213 "nasType: nul’lNFSTF—JLD 7 1 JL X,

PVCEZDHIPVCT ¥/ LA

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVCHOINA Y FENTWVBEHESHZHERT BICIE. ROARY RZRITLET,

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

Google Cloud/\'v 7 T > KFIZCloud Volumes Service #:8E L £

RSN TVWSERHIZERL T, Trdentf Y X F—=JLD/N\w I T K& L TNetApp
Cloud Volumes Service for Google Cloud=#&m{$ 3 HE%=HBEL £ 95

Google Cloud K 5 -1 /NDE¥HA
Tridentid. VSRR EBETIODR A NEZRMTLEFT gep-cvse TR—FTNTVWET7IEIXE—R

l&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX). ReadWriteOncePod(RWOP)T
ER

(N2 AV Zok3al RA)a—LE HR—-—PINTVWET7IER HYR—FrINZT71ILIR
-k t—FK T L

gcp-cvs NFS T774IL X RWO. ROX. RWX. RWOP nfs
T I
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Trident/C & 2 Cloud Volumes Service for Google Cloud® 1 7R — ~ D EFH
Trident Tl —E X240 7" TD2D2DWVWFIHICloud Volumes Service’ R ) 2 —LE{ERTE £ 9,

* * CVS-Performance * : 77 #JL b DTrident—E X XA 7, NTA#—I >V ADFBELEIN-_DH—E
224 TNE NI A—IVAEERTIABRBEOV—I7O0—RICERETY, CVS-NTA—T VAt —
EX&ZA Tl 10 XPM00GBULEDRY) a—LEHYR—FFBN—RITT7H T3 >TY, "3200H
—EZLARNILROVWTNDEEIRTETET,

° standard
° premium

° extreme

**CVS*:CVSH—EXAA Fid. FIRED/NT +—I 2V ALANILICEREIN=E L ANILOR AN %R
LEXd, CVSH—EXZATIE. AL =T =L EERBLTIGBREDAR) a—L%xYR—KT35V 7
RO T7HAFT3oTT, ARL—=T—=ILICIERASOEDR) a—L%EZZFHBENTE. IRTDOAR
Ja—LTT—ILDBEENT A—IVAEHBETEZXT, 2200 —EZXLANILROWVWTNH%ZFEIRT
FTET,

° standardsw
° zoneredundantstandardsw

HEBRHD
Ny IV REHRELTERTY 3ICIE "Cloud Volumes Service for Google Cloud"s JRDHDHHBRETT,

* NetApp Cloud Volumes Service T&7E & 117=Google Cloud 77 7177 > k

* Google Cloud 7A7o > rO7FOP Y +ES

* O—I)LH'ED YT 5MN7Google Cloudty —E X7 H > b netappcloudvolumes.admin
* Cloud Volumes Service 717> bDAPIF—T 71 )L

Ny I TYRERA T2 ar

ENYIIVRIE. 1 DD Google Cloud V=23 VICAR) a—L%x7OEY 3= LET, o) —2 3
VAR a—L%EERT25E1F. Ny II Y REZEBIMTEERELEY,

INT A=K e T7#I b

version BIC

storageDriverName A ML= RS NDEAH] "GCP-cvs"

backendName HRRZLAFLIEANL—=NYIIT VR RS /\%+" "+API ¥
—D—&p

storageClass CVSH—ERRA TZIBETHIODA T3> DIN

TA—=B, CVSTH—ERZA T%:ERT B7-DIEA
L ‘software’ £, ENUNDIFZE. TridentidF—E
R A FHCVS-Performance & #&73 & 71("hardware’
£9) o

storagePools CVSH—ERZRATDHo K1) a—LIEREDODA L
—VT=IINERBETEZIAF TSI DN A—4,
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projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags
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Google Cloud 7ho > tp7O> TV h&ES, D
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HBVPCxRY b T — U %ZERT3HBRIFHBEAETT, C
D F 1) A TIE. “projectNumber’ | —EX 7O

T 7 k. “hostProjectNumber' (&7RZX 7O T +

T9,

Tridenth'Cloud Volumes Service’R' 2 — L%Z{ERRT
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filKubernetes” 2 A Xz Ek 9 5156, TIER LT
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AR M ZERESEET,
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bOMERERT 71 ILD JSON FERO O TV UHE
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aR7OE 3= IRRBLET, TNEEA)

FILWRY2—LDCVS -NTH—IVALARNILET: CVS-NTH+—T>VADT
IFCVSH—E XL AJL, CVS-PerformanceDfEl& 7 #JL k& TStandard]
standard. . “premium X7zld “extreme T TYo CVSDT 7 #IL I+
9, CVS{EIX "standardsw’ £ 7= ld"standardsw" T3,
‘zoneredundantstandardsw’ €9,

Cloud Volumes Service 7R1) 2 —LIZ{ERY 5Google 77 # /L
Cloud=xw kT —7,

ST a—Ta IRICERTST/NYI 7S5 nul
o il 1 "\{"api":false, "method":true} k5 FJL> 2 —

T4 20T TCEHEMROT R Y THRERIZEEZ MR

T COATOaVEERLBEVWTCIEEL,
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allowedTopologies

HonanEA T7#ILE

=3 VBT REBMICT BICIE
MDStorageClassE allowedTopologies ICF A
TN =23 hgENTVBIHELNHDF T, fl:
‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

A)a—LFOESa=>IA4T 3>

FT7AILEDOR) a—LT7OESaZ>FE BR7 7L 3> THIEITE £9 defaults,

INTX—A

exportRule

snapshotDir

snapshotReserve

size

Hmanid TI7#ILE

HBLWRYa—LDITHYRR—FK "0.0.0.0/0"
JL—I)L, CIDRZKRED IPv4 7 KL
2FRIFIPVA T TRy FOEED
HAEHEE DI TXYI>TiE

ETIHENRBHD XTI,

TALORIANDTIER ARV

.snapshot

Snapshot BBICH—JdnTW? "™ (CVSOTF 74+ MEZZDFE
R a—LOEE EEMA)

HLWARY2a—LDHAZ, CVS- CVS-NT#—IVAY—ERXDH
NT =V AR/IMEIZ100GIBT 1 FldF 7 #JL ~T M00GiB) T
9, CVS®/IMEIF1IGIBTY, o CVSH—ERXDEA TTIET
74 EDRESNFEA
H. 1GBULENRETT,

CVS -NT =XV RAY—EXDTEEDH

ROFYE. CVS -NT =XV AP —EXZATOREMZRLTVET,
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1 RNBROIER

CHE. TIAILED THEE ] H—EXLARILTT I AL MDCVSNT #—I VAP —ERXRA T%1E
B3238/NN\vIITYRIEMRTT,

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



2 : F—EXLANILDOHEE

COflF. H—EXLARILRR) 2a—LDTITAILERYE, N IIYREBRA T avERLTUVE
S

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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B3 R T—ILDIERK

COFITIE. ZFEALT. ‘storage'RFET—ILE %= BB T 3% EL StorageClasses' £, A L —
CUZADEERAEICOVWTIE. ZBRLT AL =0T ZADEEICTEE L,

CCTlE. IRTOREBT—IIHEDT 7AINEDREINE T, THNUITED. DB%ICRESN. D
exportRule’0.0.0.0/0ICSRE SN “snapshotReserve £9, RET—ILIF. €U a>TEEL
‘storage  £9, fl 4 OERET—ILIFENZNIHMBICERIN "servicelevel. —HID T—ILI&

TI7AIMEZ EEZTLET, RET—ILIRNILEZFERALT. B&U protection ICEDIWVWTTF—IL

ZXBILEX L7 “performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"'

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west?2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

AbL—=UUSRDER
JRDStorageClassE#&EIF. RET—ILOBREBIERAINE T, ZFEHAT S L parameters.selector. h

) 2—LDHKRR MMIEFERT 31RET—)L%ZStorageClassC EICIBETE X, A a—LAlllF BERLIET—
ILTEESINEERDSHD FT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

* &x#]DStorageClass(cvs-extreme-extra-protection) HRIIDREF— LI v E>V T ENET,
RFv T3y bFHD 10% OFEICEBVWNT A —I Y RZRMBTEH—DT—ILTT,
* x8DStorageClass(cvs-extra-protection) (& 10%DXFv oy MUY —T%EHIZIA ML

—VT—IEHUHELET, Trdentid. BRI BHRET—ILZREL. XRFv T3y bFHOBHZHE
RICHEELE T,

CVSH—E XX A TDH|
RDBNE. CVSH—EXZA TOREMERLTUVWET,
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ChiE. CVSH—ERZAFTETITAILEDY —EXLARILZIBET 3 7-0IC “standardsw ZEHT 3
=R/ND/INw U T KRR “storageClass’ T9 o

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw



Bl2: A ~L—IF— )LD

CDONYIIY REBROBITIE. #EAL T storagePools’ A b L—S F—ILZBRE L TUVET,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"

private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

RDFIE
NYITU BRI 7ML EERLTcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny I T2 ROERICKRELIESEIE. Ny I I Y FOREICANEENHD X9, ROAXYRZRITITS
& OJ2RRLTERZRETE XY,
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tridentctl logs

W7 7)) CRIBEZESELTEIEL S, create ANV Y REHERITTCEFET,

NetApp HCI £ 7|3 SolidFire /N\'w I IV R%ZHRELEFT
TridentiRIZE CTElement/\w I T RZ{ER L TER T 3 AEICDOWTERBAL X,

Element K 5 1 /NDEFHA

Tridentid. V5 AREBETBTODANL—URSANERHBLET solidfire-sane HR—F3ENT
W37 71 XE—FIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

‘solidfire-san" A L — RSN

_file and block volumeE— RFZHR—FLTWVWET, volumeModeDIFH

‘Filesystem's Tridentld R a—LZ{ERL. 77 1IN RATLZERLET. 771
TLDRA FIE StorageClass THREINZE T,

(N2 A ZJOor3alL A)a—LE—R HR—rEINTWE HR—LINZT7
TUOEXE—FR AN AT L
solidfire-san iSCSI JOwvy RWO. ROX. RWX 77> XTFLH
. RWOP HOFHA raw 7
Ay 77 NART
ERS
solidfire-san iISCSI T74I T L RWO. RWOP xfs. ext3. ext4

HIad BHi0IC
Element/\w o T > REERR T BHIIC. ROBHRHAUNBIZHD 9,
*ElementV 7 b x7%52FET93. YR—FEROI ML —J X T L

* NetApp HCI/ SolidFire 7 5 R X BBE X -IIAR ) a—LZEBEBTES TV FaA—HFDIL TV vl

* $ARTD Kubernetes 7—H—/ — RICEYZ iISCSIY—ILEA VA N=)LTINERHD £T, 280
LTLIEEW" D —h—/ — RO%EEER"

NI TV REBHA T3>

NYIIYRBEA TSI VICDOVTIE ROKRZERBLTLIEE L,
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S&

version = |
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NTA—=H HamaneA T7#I b

storageDriverName ARL—= R4 ND%H] ®1C TSolidFire - SAN]
backendName HRAZLBERIFA L= Ny [SolidFire | +X L —%
JgITVNR (iscsl) IP7RL X
Endpoint THORDOLTYO v IILEER
9% SolidFire 7 5 XX ®D MVIP
SVIP ZkL—2 (iSCSI) DIP7RL
RER—k
labels AR a—LIBERTZEED "
JSON oD S RIJLDE v ko
TenantName FRTZTF> b (Roh5Hh
WS EICER)
InitiatorIFace iSCSI S 714 vIEREDERAN TT7AIL K
AVA—T A RIHIRLFT
UseCHAP CHAPZ{#EH L TiSCSIZEZEELE 1EL L
Jo TridentiZCHAPZ{ERL £,
AccessGroups ERIZT7IERTNL-FIDDY [Tridenty EVWSERIDT IR
2k JIN—TDID%EZRELET,
Types QoS Dtk
limitVolumeSize BREINFAR) a—LYA XD ™ (F7AIIFTIEBRAShEE

DEXBZTWVWBIFE. 7OEY  A)
AZVIODKRMLET

debugTraceFlags NSNS a—Ta VJRICER  null
237NV IT TS5, . {"api"
: false. "method" : true}

@ ESTIWN2a—Ta 0% TV FlROJTZ Y THREBELRIBEZRE. IXEALERV
“debugTraceFlags' TL 723 LY,

B :3DDR) a—LRATEZFORZANDNY I IV R solidfire-san

ROBIE. CHAPEREEZER T ANV I IR T 7L L. F5ED QoS fRefZzBAL 7= 3 DDA 2 — LR

ATOETIITHERLTVWET, KIC. ARL—SOSZINSA—L22FEALTEANL—C OS5 %EA
TB3LDICEERLET 10PS,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

B2 RES—ILEFERTIRSANDNYVIIVRER N L—U 05 ZADWER solidfire-san

CDFlE. RET—ILEeHIC. ENS5%EBIB Y BStorageClassesE EHICEBH TN TVWBINY I IV RES
77N ZRLTVWET,

AML=—STF=IUCHERET R I5ANILE. JOED 3 Z Y FBICNY I I Y RIAML—LUNICOE—LE
I Tridente A RL—UBEBE L, RET—ILSEICSRNILEZEEZLED. R a—LESRILTHTIL—FL
7=bTEZE7,

UTFICRIY Y TILONY VIV RERT 7L TIE. IRTORX ML= F—=IILICREDT 7 4L FHERE
INTED. FOT T AJL MEALSilverlZBREINT type WE T, IRET—ILIF. 23> TEEL
‘storage’ ¥ 9, ZDFITIE. —FDA L= F—=ILHHBOR A TZREL. — O T—ILHEEZDT 7 =+
I MEZ EEZLET,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
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TenantName:
UseCHAP: true
Types:
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type: Silver
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type: Gold
Qos:
minIOPS:
maxIOPS:
burstIOPS:

Silver

Bronze

1
type:
labels:
store: solidfire
k8scluster: dev-
region: us-east-1
storage:
labels:
performance:
ngn
zone: us—east-
type: Gold
labels:
performance:
n3w

us—-east-

cost:

cost:
zone:
type:
labels:

performance:
nom

us—-east-

Silver

cost:
zone:
type:
labels:

performance:
nin
us—east-

Bronze

cost:

zone:

<tenant>

1000
2000
4000

4000
6000
8000

6000
8000

0000

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d

JRDStorageClassE# I, ERDRET—ILZEBBLTVWET, 70 —ILRZEFEALT
parameters.selector. ¥StorageClassid R 2 —LDEIMIEATEZRET—ILZFVOELET,
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&f]DStorageClass(solidfire-gold-four) NEAIDFEBT—ILICIvEYITENFET, Chld. d—JL
RONT3—IVRED=IRDNT =TV A %ZRMTEI2HE—DT—)LTY Volume Type QoSo EiZ
(MStorageClass(solidfire-silver) |&. SiverNT7 =YV RAZRMBTEZIA L= T—ILZFUHL £
To TridenthiBIR G ZRET—IILZREL. ARL—CBHANBLEINDLSICLET,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=3

fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=1

fsType: extd
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver
fsType: ext4d
SHBTEER

* R a—-LT7OERTIL—T"
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ROFEICDOWTEHRBAL 9,

ONTAP SAN R S 1 /XD ¥

Tridentid. ONTAPY S AR EEETBT2OHDRDSANZA FL—J RSANZRELEFT, HAR—FINTL
277t XAE— FIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)

« ReadWriteOncePod(RWOP)T 9,
RSN ZOok3all
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TR EHEL admin'£9,

* EFBAZEAR—X : Tridentld. NV I IV RICA YA M—=ILENTWVWRIEBAZE%FER L TONTAPY S XA &
BEITAECHTEET, COHZE. NVYIIYRERICIE. Base64 TITYIA—REN=OVZ147> bk
SEBAE. F—. BLWEEINT- CASEAE (M) HEFENTLIRELRHD XY,

BEONYIIVREBHLT. JLTYIvIIR—ROFRLARER—ZADARZYIDERZCHTE
ig_o TCTC‘L/\ _ELC-U-/—.R_béhéwquHlﬁ‘i']’Dﬁ_Ljﬂtjo SIJGDDIL,\DIEH_tL—tBDgxétu‘;\ /\‘/OI/

FEREN SEIFEDOANZHIRT 2HELNDHD T,

C) Ob?//thﬁﬁi®ﬁﬁ?ﬁibi5&?%t\Nv?IyFwﬁﬁﬁ%ML\ﬁﬁ7
7AILVCEBORAAENEETNTULBE VWS TS —HRREINE T,

71/7_//’\"”//\ Z@uu\nm%ﬁ)‘b‘ubij

Trident 'ONTAP/Nw VT REBET BICIE. SYMZEXRE LTV S A ZW/RE LIEBEICHTSZ L
FULRIIDBETY, ¥ vsadnin BEDERESINEEOO—ILE2ERATZ L HELET

‘admine CHUZE D SEDONTAPU Y — X THERT B HEEAPIN R S NS EIREM D 3 B R D Trident
)= DA EREDBREINE T, TridentTlE. WAZLDEX2)TOJ0>O—ILEERL THER

TEEIHN HEINFIEA

NYITITYREEDONIRDELSICHED T,

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",
"username": "vsadmin",

"password": "password"

NYIIVRERIF. JLT YOV TL—UTF XN TRESNSZHE—DBFATH S CITERLTLE
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TV, NYIIYVRWMEREIND &, 2—HRE/NRXT—RKH Base64 TT> 11— RKREMN. Kubernetes &
— Ly hreLTEMREINET, LT vILORMBDIREBERDIE. Ny I ROERFRITEFRITT
To COMIBIZEIEZEEAT. Kubernetes/ A RL—JBEBENETLETD,

AERAEN— X DFREEZ BICT B
FRELIIEFEONY I T RISEBEZFEAL TONTAP Ny I TV REBETEXT. NV IIVRER
ICIE 3 DDNTAXA—ZHRETT,

* clientCertificate : Base64 TL > d— R &MU 54 7 > MEAZDIE,

* clientPrivateKey : Base64 TI > d— R&Nfc. BEMIT SNI-MERDE,

* trustedCACertifate: S8 117- CASEFAZE (D Base64 T > 11— R, (SEI N CAZFEARA T 3HES L.
CDONTA—RAEIBETIUNELNDD £, EEINE CANMMEAINTLAVESIZERLTHEVE
Ao

—RIR T — 0 7O—IERDOFIETHEREINE T,

FIE

1. 9547 NEBE e -4 L ET, EMEFIC. ONTAP 1—H ¥ L TEREES % & 5 IC Common
Name (CN ; #iB%) #%ELET,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0O=NetApp/CN=admin"

2. EfEINT- CAGIEAEZE% ONTAP VSR ZICEBMLE T, CONEBIF. RNL—UBEENRIT TICITSOT
WBBEEMERH D F T, ERETETS CANMERINTULWEWESIFERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver—-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRIZUVSAT Y FEFAZEF— A VA M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPOEFa )T Q74> O—IIHREEARE Y R— L TWBZ e EZEELET certo
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security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S5 A EINI-EFAZE % FHA L CERiE% T X FONTAP &BIE LIF > ¥ <vserver name> (&, BIELIFDIP 7 R

LZABEELVP SYM BICEFTHEZ TLIETL,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiIFAZE. ¥—. BLVEBEIN CARAZEAX IV O— RT3,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

I RIOFIETHEMEZERAL TNV I IV RZERLE T,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

u:uu.[Eji/ﬁ%E%ﬁ?%b\ 7[/7—:\/\\/'\"}L%D_7___\\/3\/L/_C

BEONY VIV RZEH LT, MORAEZFERALED. JLT7>2v)Ile0—T—>3 > LD TEE
?o_nmzzbmﬁﬁf%% ELET. A—YRENRT—-FRZERAIBZNYI IV RIFREZERT S
SICEHTETEIN FAREZFERATAINY IV RIEA—HRENIT—RICEDVWTEHTEEXT,
h%ﬁ'BL_ (&, BEFOREEAEZHIBRL T, FILVLEREEAEAZEBMT 3HEN DD £, RIC. EITICHLER
INTA—REFLEFH I NT-backend.json”T 7 1 JLZ A L “tridentctl backend update” £ 9
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

Ny IITYRZEHFLTH., TTIEREINTVE R 2a—LADT7 7 XZHEENT . TDRDOARY 12—
LEGRICHOREELEFEA. NV IIYROEFRHHING B L. Tridenth’'ONTAPNw I T R E@BEL. LU
DR 2a—LNBZMIBTESLSICBDET,

TridentF D H X X LONTAPO — JLDYERY

Trident CALIE% 179 3 7= ICONTAP adminO— )L ZFEB T 3HEHL B VK 51, &/ \PrivilegesZ ¥
DONTAPYZ S RAAO—ILEERTE £, Trident/\w I LY RIBRRICI—12%2EHD . TridentfERL L
7=ONTAPZ S 22 O—I)LHhMER SN TUELRITINE T,

Trident71 A X LO—)LOERDOFFMICDOWVWTIE. ZBBLTLLEIW Trident A ZZ LO—)Lo TR L —42",
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,
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2. O—)LETrident1—HICY Y F 95+ 21— O—IIIR—STROFIEEZETLE I,
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A-HHE—IL Y bENYIIVRT7AILICKREL 9, EEDREEICIIINTTM CHAP Z MR35
CCZEHRELET, ROBEFZER/LTILEE L,

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘UseCHAP NS X—RIZT—ILEDOA T a>T. —ERITHRETCETET, T 74/ LTlE
false ICERETNTUVWE T, true ICEREL=HE T, false ICERET B CITTEXH A

T 5|Z useCHAP=true. chaplnitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername. H & U chapUsername 74 —/LRZNY I IV RERICEDZIHVELHBD X7,
=Ly I ZRETLINYIIVRZERLIEHEICEETEEXY “tridentctl updates

fHHE A

truelCERE T 3 ‘useCHAP ¥, X L —EBEE (L Tridentic A L — Ny O T R TCCHAPEZEBR T A LD
ICETRLET, CUSIFTOBOREENT T,

*SVM TCHAPZtEwy 7y FLEY,

CSVMDT I AIbDAZ>IT—2tEXa)T421Thnone (F74ILTHRE) *Ts *RUa—L
ICEEEDLUNDA G WIES. TridentidF 7 L bDtEF a2 ) T4 24 TZIZHKEL cHAP. CHAPT =
I—REX =Ty bOI1I—HEE—UL Y FOREIEHRF T,

° SVMICLUNA'E EFNTWBIFE. TridentidSVMTCHAPZBMICLEFEA. CHICED. SVMICTT
ICFETBLUNAND 7 I XDFIRET B < BD XY,

*CHAP A =Y I—REZ—47y bDA—HREI—IL Y b ZRELET. 5D T2 arvid. Ny
JIVREBHRTEET 2HENHD FYT (LELZER) .

NV I IV RABMERRE NS &, TridentiEXti5d 2CRDZER L tridentbackend. CHAP>—2 L w k&

—Hg%EKubernetes>—2 Ly hELTRERIILET, DNV I I RTTridentic & » TIER TN/ AR T
DPVSHY Y hT. CHAPRATESRINE T,

JLTrIv)le0—T—>arvl. Ny IIY RZER

CHAPY LTI v ILEBH T BICIE. 771 ILDOCHAP/NS X—2%B# L “backend.json' £9, ZD7=&
ICIE. CHAPS—2o L w b EEH L. OV RZFERLTEEZRMTIUNELDH D “tridentctl update” £ 9,
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NY I ITUREDCHAPY —J Ly b ZEHT 35813 Z2ALTINYIIVRZERT L

C) ENHD X tridentctlo ONTAP CLIX7IZONTAPY R T LN R —2 v ZERAL TR ML
—DUSREDILT I vIILEBH LABWVWTLIZE W, TridentTIFINSDEEZRMTE
Et Ao

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- R +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o o ——— e
- e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

o —— o —— e it e
- e +

BZEOERIIFEEZTITT. SYMEDTridentiCE > TIL T VIV ILDEHRINTH 79T THRFEET
To FILWERTIXEF NI LT OO vILDMERSIN. BEFEOERISEISHES 7770 I8 D £Fd, &
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ONTAP SANODREF T 3 > & fl

Trident® -1 > X b —J)LEFICONTAP SAN R S 1 N\ %4ERf L TERT % 5HEICD VW TEREA
LXxd, COEI>a>TIE. NwIITYROBEEBlE. Ny IR
% StorageClasses|CY v E VI 370D MEZRLE T,

NY I TV REERA T3>

NV IITYREBEATSIVICDOVWTIE, KOREZBEBLTLLEIL,
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9o false ONTAPI (zaPI) MUHLZEFERTS
KOICICEBLTLEETL,

"useREST

useREST |ENVMe/TCPICTEEBEF TN TULEX T, *15
EINTWBIHBEIE. ASAR2Z'DIGEIXEICICHRES
N true'£9,

sanType iISCSI. nvme NVMe/TCP. F7zl¥ “fcp ScCsI ‘iscsi ZZEHDIZE
over Fibre Channel (FC; SCSI over Fibre

Channel) ICXLTCTEFEBIRLET “iscsio

formatOption %L T. ‘formatOptionss AY> RDIATYV RS

s 15| 8%xIELE T, D58 mkfs'iE. K2
— LT =Ty FETNBZECICERASNE S,
NUCED. FAIRL TR 2a—L%ZT+—< v k
TEET, TNAANRZBRVT. mkfsOT > RA
7> 3 > e ARICformatOptionsZIEE L TL 12T
W fill ¢ T-E nodiscard]

* ‘ontap-san'$& & U “ontap-san-economy’ K 5 /\
TOATR—FETNTVET, *

limitVolumeP ONTAPSANI IO/ XI—N\wYZJIYRKRTLUNZERY "™ (F7A4)FTIHBERINEE

oolSize BZED. BERAJgERRAFlexVoltr 1 X, A)
denyNewVolum /\wZ IT> RHLUNZI&INT S 7=HIZF L LIFlexVol
ePools A)a—L%ZERTZCZHIELXT ontap-

san-economyo. FTLWVWWPVDZFOET 3= > ICId.
EIZDFlexVolDHDMERINE T,

formatOptions DA ICEE T 2 HELREIE
TridentTld. 7#4—< v MUBZZRILTI7HIC. ROA T a >z HELTVET,
-E nodiscard :
* keep : MkfsDRFR T/ OV I ZWELABVWTLL SV (FOYIOREILX. RAODEFVIY RIT—FTN
ARARZAN—RI>TAES I ZVIEINTEA ML= TENTY) o« CNUIELESINA T T-
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Kl IEHDZHDT, IRTODT 7ML RT L (xfs. ext3. H&Uextd) ICERATITFT,

R)a—L7AESaZVTRAONY I RIBRA T3>

BEOLIYIVT CNBEOFTVaVEBBLTT 74 L bOTOEY 3=V %HI@TS £
defaultso B DWTIE. UTDREHNZHEL TSI,

INTA—=H
spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

luksEncrypti
on

tieringPolic
y

BanEnA
space-allocation for LUN OOV > RZIEELFT

Tmones ()
(w?) o *ASAR2*DIBEIFIC

AR—A)HFR—= gV FE—FR
F7=1% Tvolumel
HEL ‘none' £,

9 % Snapshot’R 1) & —, *ASAR2*DIFEIFICE
EL ‘none’ 9,

ER LR ) 2a—LAICEIDHETS QoS KU —JI)L
—7 ARL=UTF=ILINY IV RICIC
QOSPolicy  7zI& adaptiveQosPolicy DL\ g ih &
IRLFT, TridentTQoSKRU > —FIL—T%=FEHT3
ICI&. ONTAP 9 BUENMETY, HEThTULA
WQoSH o —F I —TZFERL. RUP—=JIL—7F
MNEAVZATa4FaTy MIEMCERINS LI
LE¥Ydo QSHRUS—TI—T2HBITZE. IRT
DT7—UO0—RDEFHRIL—Tv FOLEDNERAIN
S

TRATT47 QS KRIS—TII—F  {EHLT=RY

A—LICEBIDETEY, ANL—TF—=ILINY O
> R T ZIZ QOSPolicy % 7z1d adaptiveQosPolicy M

WINHZBIRLET

SnapshotABICUHF—TENTWBHRY 2—LDE|
Eo *ASAR2*CIFEBELBWVWTLIZEL,

ERBFICoOO—>Z DS Ty FLET

#FL LR 22— L TNetApp Volume Encryption (NVE
) ZEEMICLET, T7AINEMIETY, ‘false 2DF
T EFERTRICIE. VTAZTNVEDSTIE
VADERESN. BB >TVBARELRHD £,
Ny LY RTNAEDEMICHE > TWLWS5

4. TridentcAOES 3= >N IRTORY
A—LTNAEDBMICED £9, FHAICOVLWTIE. %=
B LTI E LWV TridentE NVES K UNAE & DiEHE

o

LUKSEES{tZBMICLET, 2BRL T TV
"Linux Unified Key Setup (LUKS ; #fi&*—t v 7
w ) =EA"

Tnone) ZfERATBEEILAR > —*ASAR2 *ICIE
BELREWVWTLIEEL,

FT7AILE

ltruel] *%#$8E T 5. ASAR2*
DIGEIFICHESIN true’ £,

"73: L,ll

"7’3: L/"

h Tnonel DIFZEIE 0]
snapshotPolicy. ENUNDIG
&alE N

(AIAY-¢

Mfalsel **18E€ 9 5. ASAR2*
DBEIFICEHEINFE T trueo

" ASAR2DIGEIFICRELET
falseo
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NTA—=H HamaneA T+ bk

nameTemplate HXALAR) 1—LZB%EERTZIHDOTTL— ™
bo

R)a—L7OESa=Z>Tof

FTIFIERERINTVWBEZEXRICRLED,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svim: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

RSANZFERLTERSNIZITARTORY 2 —LICDWVWT,. ‘ontap-san TridentiFLUN X & 5
—RICXIET B T=HIC10% DA E%ZFlexVollTEML £9, LUN (. I—HH PVC TEXKXRL
C) BAXeFoKEALYTFOEY 3= JENE T, Tridentld. FlexVollc10%%:E00L
¥9 (ONTAPTIIERARERY A X LTRRINETY) o I—HIZIE. BEXRLIERATESR
HEIDYTENE T, Flo. FAMRERIR—IAMNTILISEHRAINTULARWLHAT D, LUND
FAMDERICRZZEHHDEFHA. Chd. ONTAP ¥ SAN DFFMICITZE L X A

EEINLENYIITY RDGE snapshotReserve. TridentiEXD K SICAR) 2a—LDH A X Zz5tHL £
ER

Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

1.11&. LUNXZ T —RICHIET B 7= ICFlexVollZ BN E 115 10% D Trident T o =5%. PVCEK= 5GiBD
5a. snapshotReserve' 7R 1) 2 — LD EEHT 1 X135.79GiB. FEARIgEAR Y X1X5.5GIBTY, “volume
show XDBD & S BFERMNRREINE T,
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Volume Aggregate State i Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.

RE. BEOR) 2a—LICHLTHLVWHEZTS IS, T XRBRLITZEALET,

=/)NRORESH

RDOBNF. FEAEDNSRA—=RZTITAINFDFRICTZIEANLBREEZTLTVET, Chid. NvIT
YR EERIBIROBERFETT,

@ Trident CAmazon FSx on NetApp ONTAPZ{ER L TL\315 5. NetAppTlE. IP7 KL XTl&
%<, LIFODNSZZ{EET D L =HRL X7,

ONTAP SAN®D

IR ZANZFERLIEXRNLRFEETY ontap-san,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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MetroClusterD |

AAYFA—N—"BELIVORA Y FNYIRIINYIIY RERZFENTEHR T IHNELNBVLSICN
WOTLYRERECETEI'SVML U —o 3> Um0,

ZAYFA—N—CERAYFNY I —LLRICETTBICIE. ZFEALTSYMZIEEL
managementLIF. /NI X—RIFEEEL ET svmo BFIZIL :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>

80


../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery
../trident-reco/backup.html#svm-replication-and-recovery

SERAZEAN— X DFREED A

CDEARNEHREH TIX clientCertificate clientPrivateKey. H& UV
trustedCACertificate (BEESNICAZFERL TWBEEIEA T aYy) BANITH

backend.json. TENENTZA 7>k
dA—RENTBEIMERINE T,

version: 1

storageDriverName:
backendName:
managementLIF: 10.0.0.1
svm:
useCHAP:

chapInitiatorSecret:

svm_iscsi
true

chapTargetInitiatorSecret:
chapTargetUsername:
chapUsername:
clientCertificate:
clientPrivateKey:

trustedCACertificate:

SERRZE. ME#E. BLOEEINI-CASIFAE Dbase64 T~

ontap-san
DefaultSANBackend

cl9gxIm36DKyawxy
rgxigXgkesIpwxyz
1JF4heBRTOTCwxyz
uh2aNCLSd6cNwxyz
ZXROZXJwYXB...ICMgJd3BhcGVyc2
vCciwKIyAgZG...0cnksIGR1c2NyaX
zcyBbaG...b3Igb3duIGNsYXNz
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XA ECHAP DA
NS5DBTIE. MICHRESIN true' /Ny o T RABERR I "useCHAP £ 9,
ONTAP SAN CHAP D

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANT 1./ = —CHAP®DI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/\w 7 T > R TNVMeZfEA T ASVMZREL TE K BELHD £9, ZHIENVMe/TCPOERK
BENY I Iy RIERTT,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) o

ONTAPNwY LY RTFCZERA L TSVMEREL THEHRELAHD £9, CNIFFCOEERMNE/NNY D
IV REBETY,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_ fc

username: vsadmin

password: password

sanType: fcp

useREST: true



nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP SANT 1./ = — K 1 /\(DformatOptions Dl

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

RET—IzERTB/NvI T RDH

NSDH Y TFILNY I IV REERT 7L TIE none. spaceAllocation'false. false
‘encryption RE. IRTDA ML= F=ILICREDT 74 DR ESNTVET
‘spaceReserve, RET—ILIF. A L= I3 > TEELED,

TridentTl&. [Comments]7 4 =L RICFOES I Z VI IRNIDRESINE T, IXAY ME RET—ILE

DIRNTOINIILZFOED a ZVIRICA ML —UR ) 2 —LALICOE—19 %FlexVol volume TridentlZE%E
INEFT, ANL—UEEEIL. RET—ILEICSRNILEEEZELED. R)a—LESNILTTIL—FL

84



1ehTEEY,

N5DHTIE. —BEDRA L= =)L THBED. « spaceAllocation KT “encryption” DEH
REIN “spaceReserve. —EDF—ILTT 7 AIL MEDR EEZTEINE T,
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ONTAP SAN®D
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

J\w 2 T2 R% StorageClasses IC¥ v EYI LET

JRDStorageClassE&EIE. BB L TRET—ILE2FEETZ2/N\NVv I RFOFANIKTEEV, 70 —)LRZEA
L T parameters.selector. &StorageClassid’R) 2 —LDKRA MIERTEFZHRET—ILZFUHL £
o R a—LiliE. BRLURET-INTERINLEERDEHD X,

* protection-gold StorageClassiE/N\w I I RORIDIRET—ILICIYVE>YTEINET
‘ontap-sane d—JLRLANILDREZRIET2H—DTS—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassid. NV I IV RO2EBC3BEHDRES—ILICIvE>YY

90

INXT “ontap-san, cNBIE. d—ILRUNDRELARNILZIRHTEIH—DF—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

app-mysgldb StorageClassid/N\w I IV ROIBEDRES—ILICIVEY T ENET “ontap-
san-economyo AUk mysqldo R 77 V=3V RADA ML= F—I)LIBMZIRIET 2HE—D T
—}L—Cj_o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

protection-silver-creditpoints-20k StorageClassid/N\w I IV RO2BBDIRES—ILICT
wEYIEINET “ontap-san, VILN—LARILDORE L 200007 L2y bRA Y b 2RI Z2H—DT
—JLTY,



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k StorageClassid. NV I IV RDIFBEHDRET—ILENY I I RO4BEHDIR
#F—JL ‘ontap-san-economy ICN¥WYEYTINET “ontap-sane _iL5IE. 50007 LTy kiR

1 b ERHOME—DT LA T 7T TY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassid. ZFEHALTRZA4/ND “sanType: nvme {RET—ILIC

‘ontap-san XY EYIINFET “testAPPo "HUIHE—DT—)L “testApp T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridenthEIR T BRI T —ILZREL. AL —CBEDNFELEINDLSICLET,

ONTAP NAS K -1 /\

ONTAP NAS R 5 /NODHE

ONTAP & &K U Cloud Volumes ONTAP @ NAS RS54 /N\NZfERA L7 ONTAP Nw o TV

ROFEICDOWTERBL X,
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ONTAP NAS R 51 /\D ¥

Tridenti&. ONTAPY S AR LIBIET BT2ODRDNASIA ML —J RSANZRELET, HAR—FIhTWV
277t XE— FRI&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
. ReadWriteOncePod(RWOP)T 9,

[N AN ZO0R3) ARUa—L HER-—FINRTWET7Y HR—-—FETNZT7T1I
E—F TTXE—F AT L

ontap-nas NFSSMB 77 J)L> RWO. ROX. RWX. RW ", nfs smb
AT L OP

ontap-nas-economy NFS SMB 7714l RWO. ROX. RWX. RW "'\ nfs smb
AT Ly oP

ontap-nas-flexgroup NFS SMB 771l RWO. ROX. RWX. RW "'\ nfs smb
AT L OP

* KR 2 — LOFERBNLD BB BRI EFRINBZBZEICOAERL £ “ontap-
san-economy "t 7R — ~ T 15 ONTAPDFIFE",

* KGR 2 —LDFERHENALDHZ VW FEIN. “ontap-san-economy’ K T /N % A
TERWVBEICDA" Y HR— TN ZONTAPDFIFE A L T “ontap-nas-economy < 72 &

LYo
@ * T—RRE TAHXZUANI, BEEU T OBEUNFEINIGEIFER LRV
‘ontap-nas-economy’ T<L 72 & LY,

* NetAppTld. ONTAP SAN%E[RK TRTADONTAP R S 1 /N TFlexVol BEILEZFERAT 3
CIFHEINTUWEEA. BEEFEL LT, TridentidXF+v > ay hFRHUOEREZ Y R—
fL. ZNUSISC TFlexVoliR ) 2 —L%ZLEEL £ 9,

I—HHERR

Tridentid. ONTAPEIEE X/cIISVMEIEE (BF(IFT XX 11—, vsadmin svMI—H. 7IFRDH
AITRALA—ILDOI-—HZfER) L LTERITIZCZBELTVEY “admin.

Amazon FSx for NetApp ONTAPIRIE Tld. Tridentid. 7 7 XX 1—H X7l vsadmin svmA—HZFHET
ZONTAPEEZE XIEsvMBEEE. FALEREAILO—-IILONDEZFIDOI—HFE L TRITINZIBENHD T
‘fsxadmine C O ‘fsxadmin' I—Hid. 7 XAEBEI—FICRDOBZRENGI—H T,

INTX—R%ZERT 3%551F limitAggregateUsage. 7 7 A X EIBEDIERDNHNET

@ F, TridentCTAmazon FSx for NetApp ONTAPZ £/ L TL\ DB E.
limitAggregateUsage /N X—XRIEA—HF7HU > MY “fsxadmin ' A—HFT7HTV LT
IIMBEL FHA “vsadmine CD/NTA—AEIBEET D ERELIBIFKBKL £,

ONTAPA TTrident R S A NHMEATE 3. LDFHIBROBLVO—ILZEMRTDEIERRETIH . #HELE
H Ao Trident DFF) 1) —XTlE. ZLDIHE. ZEIANET API DNEMTHREIZRZ 0. 7vIFIL—KH
ML, IZ—BREIDPILKHEDET,
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ONTAPNASKR SANZFERLTNYIIVRZHRETDE REELET

ONTAP NASK S /N CONTAPNY U LY R%ERET D-ODEH. R4+ S 3.
BLUVITIVRR—FRUS—%BRLET,

2

* IARTD ONTAP Ny I T RTlE. Trident TR EH1DOT7I VS — % SYMICEIDH TS 4
BEAHDET,

CEBBORTZANZERITL. CE6N—AZBRBRITZ3AN—PUITRAEZERTEZFT, LLExlE. R0
NEFERTBColdy TR, RSAN\%ERT BBronze 5 X% ontap-nas-economy sRE CEFET

‘ontap-naso

* IRTDKubernetes7—H—_/ — RICEYIENFSY —I)LEA VA —=ILLTHELHBELRHD XTI, "C
=)y T EHICDOWTIE. EBRBLTLIETL,

* TridentTl&. Windows./ — R TEITEINTWVWBRY RICYTY FENTESMBR) 2 —LDAHAIHR—FE
NZEd, FHICOVWTIE. ZBBLTKIEIVWSMBRY 2a—LZ O 3 -0 §5%Ee LT T,

ONTAP/\w o TV RDEREE
TridentiCld. ONTAP/Nw U LY RDEBEEIC2DDE—RDAHD 9,

* Credential-based : COE— R Tldk. ONTAPNNY O I Y RICHHDLBIERNUBETT, ONTAPO/N—T 3 Y
CERABEOEREEEHRT B-HIC. ¥ vsadnin BEDERIERIN XU FrOJ1>O—ILIC
BhEMITONTETHO Y heERATR e 2#HRELEXT “admine

* SFRAEANR—X . TOE— R TlE. Tridenth'ONTAPY S XX L@ET B7=0IC. /NI I RICEERE%
AVAM=ITRIRERHDET, COBE. NVvIIYRERKICIE. Base6d TTVIA—RINnfo >
A7 NERE. ¥—. BLOEHEINT CASEFHE (#3E) HEFEFNTLEIRELHD £,

BEONYIIVREEHLT. JLT YV VIAR—ZDARCIAAER—IADOAREYNDEZZ N TE
F9, 727 L. —EBICHR—ENBEEFAEIFIDREITTY, BIOSREARICYIDEZ BICIE. Nwv oY
REREDSEFEOAREZHIRT 2HELNHD £,

@ TLTUOv)LEFIREDOmAZEEL LS ETHE. Ny I T FOERDRML. BT
7AILNCEBOFRAENEESNTULBEVWS TS —HRREINE T,

LTIV IARN—ZADREEMCLET

Tridenth’"ONTAP/Nw IV TV REBET BICIE. SVMERRE LTV S X2 2WRe LI-BEEICHTS L
TUVVILDRMETY, ¥ vsadnin REDEREESNIEEOO-IINZFERITZICZHRELET
‘admine CAUCED. SEDONTAPY 1) — X TEAT 2 EEEAPINN AR T N3 BI8EMD & B KD Trident 1)
)= DETHEBRMEDEIRINE T, TridentTIE. HREXLDEFXF2UFTOF0>O—-ILE2ERL TER
TTEIH, #HERSINEHA.

NYITITYREEDONIRDELSICHED EJ,
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIFZ. LTI ¥9IIDTL—=—2TF AN TRESNDIE—DBFATHDZCISEFELTL
TV, NWIIVRAKMEREIND E. I—RE/INAT— KD Base64 TL>I—RTN. Kubernetes & —
Ly b LTEHEINE T, LTV VILDHBIRELRDIZ. NI IV ROEREEHRIEITTY, O
DB EIEEERT. Kubernetes/ A b L —CBEBENRITLET,
SEFBER—X OB EBEMICLET
FRFRIZEGFEONY I T RIFSIRAE#FERAL TONTAP NI IV REBETEET, NVvIITVRESE
ICIE3 DDINSA—FHRETT,

* clientCertificate : Base64 TIT>1—R3EN=U 541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > d— R &Nfc. BEMIT SNI-MEBERODE,

* trustedCACertifate: {538 SN 7= CASEBEZ D Baseb4 T > 11— R, ST NT- CAZFERT 35513,
CDNTA—REIBETIHNELHD £9, FREINE CAHNMERATNTLAVGEIFERLTHEFVE
Ao

—MRIRT - 7 O—IROFIETHERLTNE T,

FIE
1. 9547 MEBBE X —% 4L £, £REFIC. ONTAP 21— L CEREEY B & 51 Common
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Name (CN ; #@%) #%ELFT,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ST NI CASIFAE % ONTAP S RRZICEML T, COMEBRF. R +L—JEBENTTICITOT
WBAREMN B D £ T, EETES CANMERSTN TLAVWBEIFERLE T,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRICUVSAT Y FEFAZEF— B2V A M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPOTE X aUF OO0 >O—IIHREAREYR— L TWBR I ZEEELET certo

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver—-name>

S. £ I NI-FFEAE % FEHA L TERE%E T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZABEELVP SYM ZICEFTHEZ TLIET WV, LIFOY—ERXR)S—HICERESNTWVWS 2 HERT 20
EHH D “default-data-management £ ¢,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiFAZE. ¥ —. BLPEFEIN/-CAFAEER T O—KR T %,

95



base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

ELAEEEH I BN JLT i vlzO0—T—23>r LT

BEONy I TV RZEHLT. ORMAEZERLED. JLT02vilzO0—T—23 > LEEDTER
o CNUFEBESDAETHMELE T, I—HRENIXT—REFRTINYIIY RIFERESEFERT S
LOICEHTTEIN AAZEZFERTZINYIIVFRI—HPEBENZIT—RICEDVWTEHRTETEY, C
NZIT31CId. BFORAEAEZHIFRL T TILVWERREAEZEINT A3HBELNH D £9, RIS, EITICHER
INT A= ZZFTEF T NTbackend.json7 7 1 JLZfEF L “tridentctl update backend' £,

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

NAT—ROO—FT—>a3>%FTI3BICIE. A FL—BEBEHDNRIIC ONTAP T1—H
DINZAT—REZBHITIBELHDET, CORICNYIIVRTZ Y ITF— DI X, it
() ®BEon-7->a :EFT3BIC. BROTREEI—VICEMT S LN TEET, £
DEE. NYIITYRDBEFHINTHLVIEBASENMER TN L SICBD £9, CDIEFREICH
<EHWEEAZE(IZ. ONTAP 7S XAH SHIBRTE X9,

Ry s Iy REEHLTH, TTIERINTONBRY 1 —AANDT I XZFWINT. ZOBORY 12—

LESRICHODEELEFEA. NYIIVROEHHHING S &, Tridenth' ONTAP/Nw I T RE@fE L. LA

DR 2 —LABZNIBTEZLSICHBDET,

TridentEB D H X2 LONTAPO — L DYERK

Trident TALIE % 32179 % 7= ICONTAP adminO— L 2 fEA T Z3HEHN R VK S5IC. &/ \Privileges%x 15
DONTAPY S XA ZO—I)L%{ETEZ X9, Trident/\'w I T RIBRICI—HE%E S5 . TridentfERL L
7=ONTAPZ S 2 ZO— )LHMERE TN TUENRITINE T,

Tridenth X 2 LO—I)LOERDOFEAICOWVWTIE. Z2BBLTLLET W Trident A ZZ LO—ILo T L —42"
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,

1. AZRZLO—ILOIER :
a JZRAZLNILTHRZLO-IIZERT BICIE [V 7 ARP[RE 2 FERL £9,

(F713) SVMLARIILTHRZLO—-IZERT 3ICIF. *[X kL —1>[Storage VMI>[ERE]>[
I—HeO—JL]*ZERL ‘required SVM £ 7,
b. DIEICHBERENT A > (—*) ZBIRLF T,
C. [Roles]* C[+Add]*Z=ZEIR L £ 9,
d O—ILDIL—IZEEL. REEIVVILET,
2. O—)LETrident1—HICY Y F 95+ 21— O—IIIR—STROFIEEZETLE I,
a. T[7A A>DEMMH+ZFERL XTI,
b. RERI—HE%ZFERL. *Role* D RAY AT XZa—TO—ILEBRLET,
Cc. [fxfF (Save) |ZUUvILET,

FICDOWVWTIE. ROR—=TJHEBBLTLIEETL,
* "ONTAPOBIEBHAD AR X LO—)L"FIF"H R X LO—ILDEE"
c'"O—Jla—t%%={ERT 3"

NFS T RXR—FrRUS—%EEBLET

Tridenti¥. NFSTO X R—brRUS—ZFEALT. 7O 320 3R a—LADOT7 I =FIEL £
ER

TridentTIZY XAR— bRU S —ZFRAT BHRIE. RD2DDF T2 a>hHb ET,
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backendName: ontap nas auto export
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svm: svml
username: vsadmin
password: password
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autoExportPolicy: true
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:

chapTargetUsername:
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

¥ “ontap-nas-flexgroups' IC2WTld. ‘ontap-nas Trident# L LWETERZEA L T. FlexVol
HisnapshotReserve DEIG Y PVCTIELL APy I N3 LS5ICARD £ LT 2—DPVCEERT S

. TridentidF LLWEHEEZFRALT. £DZLLDRR—REFDTDFlexVolZER L £9. CDFHEICE
D, A—HIFERINT= PVC HDEZTAHABERAR—IAZREL. BERINAR—IEDHDBENZAR
—RAEBRTEET, v21.07 EOFION—T 30Tk I—HFHPVCEZERT B L (5GB HRY) .
snapshotReserve 1' 50% ICERESNTWVBRIFE. EFTAAFBERIR—XIE 25GB DHICHEDEFT, Ch
& A—HYHBRLIZDIFR) 2—LLETHD. FDEIETH 378 snapshotReserve TY, Trident
21.07TlE. A—YHER T ZDIFETAHFEERAR—IATH D, TridentTIER ) 2 —L2EKICHTZEE
ELTEEINE T, “snapshotReserve’ CNUFICIFEA TN EH “ontap-nas-economy Ao, Z DIERED AR
HICDOVTIE. ROBIZERLTLIEET L,

FARIEIRODEED T,

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% . PVC &K = 5GiB DFE. K1) 2a—LDEFT X% 5/0.5=10GB THDO. i
e 1 XF 5GIB THH. TNH PVC BERTERIN/-H A1 XTY, “volume show XDEID &£ S 7
BRAKRTINET,
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Vserver Lui tat ype Size Available Used%

online Rw 18GB 5.

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

HUainA > A R=ILD5DBFED/N Y I T RTIE. Trident® 7w 749 L—REICEHRO L SICR) 2—LH
7OoEDazZyIEnEzd. 7y UL —RENSER LR ) 2a—LICDOVWTIE. BEEARBEIND LS ISR
a—LDHYAXZBEETINELNDHD £7, 7 RIE. UFID £ 2GIBDPVCT "snapshotReserve=50

I 1IGBDEFAAARERAR—RERMHTZR) a—LDMERSINE LT Tz xiE. R a—LDH
X%z 3GBICEB T DL, 7TV Tr—>3 > DEFIAHARBRAR—IAN 6GIB DR 2—LT 3GB IZHRD
i-a-o

&/ RDFRESH

ROFIT. IFEAEDNNTA—RET I A MDFFICTRIEANAGEREZRLTVWEY, Chid. NvoT
VREERITIRHEELAETT,

@ v 7w ONTAP T Trident Z@ERAL TW3IHEIX. IP 7RL XTIEA < LIF ® DNS %
HIEETRCEHRELET,

ONTAP NASODZE DA

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup Dl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

AAYFA—N—"BELIVORA Y FNYIRIINYIIY RERZFENTEHR T IHNELNBVLSICN
WOTLYRERECETEI'SVML U —o 3> Um0,

ZAYFA—N—CERAYFNY I —LLRICETTBICIE. ZFEALTSYMZIEEL
managementLIF, /NTXA—R Y svm INTX—RZHEELET ‘datalIF, BRI :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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SERAEAN— X DFREED A

CHUIIBRIBRDNY I T RIBREOHI T,
trustedCACertificate (ERECNICAZERL TWBHZEIEFT T aY) ICEBFASLTN

backend.json. TENENTZA 7>k

J— R ENfEPMERTNE T,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.15

svm: nfs svm
clientCertificate: ZXROZXJwYXB
clientPrivateKey: vciwKIyAgZzG.
trustedCACertificate: zcyBbaG.
storagePrefix: myPrefix

BEIT Y AR— bR S —DF)

clientCertificate. clientPrivateKey. H&LVN

SERRE. MWER#E. BLOEEINT-CASIFAZ DBase64 TL YV

... ICMgJ3BhcGVyc2
..0cnksIGR1c2NyaX
. .b3Igb3duIGNsYXNz

COBE. BIMNABRT O XR—bRUS—%FRALTIVRR—bRUS—%2BHNICERE L UVEET
& SICTridentliCi8Rd 2 AEZ "L TVWET, Tk, KRS /N& “ontap-nas-flexgroup” K 51 /AT
[ & 5 IC#8E L “ontap-nas-economy’ £ 9,
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version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2

svm: svm nfs

labels:

k8scluster: test-cluster-east-1la

backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4



IPv67” K L XDl

RIC. IPv6T KL ZDfEMAHIZ TR L "'managementLIF £,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB7R!) 2 — L= {EHA L 7=Amazon FSx for ONTAP D

“smbShare SMBR!) 2 —L%{FEHRAT BDFSx for ONTAPTlE. NTX—HIIWNBETI,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

RET—ILzERITZNY I FOA

UFICRITH Y TINONYIT VY RERT 7AIILTIE IRTOR L= TF—=)LIZREDT 7 4L EHEE
INTWET (atnone. at spaceAllocation false. atfalse encryption A ¥) spaceReserveo 1R
BT7—)LiE. ARL—2E02 3 TEELET,

TridentTl&. [Comments] 7« —JLRICTOES I Z VI SRILHREINE T, O X bE. DFlexVolF 7=
IEDFlexGroup ontap-nas-flexgroup CHEL T ‘ontap-nas. Tridentid. {RET—ILICEET ST
RTOIRNNZFAED I ZVIBICANL—YR) a—AICOE—LEFY, A NL—YUBEEIE. RET—
WG RIVEEEZLED. R a—LZSRILTIIL—FMELEEDTEEXT,

CNSDFITIE. —BEDRA ML= =)L THBED. « spaceAllocation KT “encryption’ DIEH
RESN “spaceReserve. —ZfDT—ILTT 7 #IL MED EEZTENE T,
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ONTAP NASOD

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup D

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NASDZEE DA

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

N\ I R% StorageClasses IC¥ Vv EVT LET

JRDStorageClassEFHIF. #BBL LK IETVWIRET—ILEFEHITZN Y I T ROH)l, 74 —IL REER

L T parameters.selector. &StorageClassid’R) 2 —LDHKRA MIERATEFZHRET—ILZFUHL E
o AU a—LiiE. BRLURET-IHNTERINTEERLEHD X,

* protection-gold StorageClassid. NV I IV RORVNE2BHORES—ILICYYE>YTEINZE
9 ‘ontap-nas-flexgroupo d—ILRLANILDREXRMETIHE—DTS—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassld. NI IV RO3BHCABEHORES—ILICYYEYS
INEXT “ontap-nas-flexgroup. EEUNDREL NI ZIRHETIHE—DT—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* app-mysqgldb StorageClassid/N\w I LY ROA4BEDRES—ILICRVYEYTENET ontap-
nasoe CtuUd. mysqldbZ A FF7 FURHDA L —S F— LB ZiRIET 2HE—DF—IL T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassld/\v I LY RDIBEHDRES—ILICT
wbEYIENET “ontap-nas-flexgroupe VIL/IN—LARILDREL 200007 Ly FRA > Mg
TEIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClassid. NV I IV RDIBEDORET—ILENY I IV RO2EB DR
#F—JL ‘ontap-nas-economy ICN¥YEYTEINET “ontap-nase _il5IE. 50007 LTy kiR
AN EHFOH—DT—ILAT 7)) VT T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridenthBIR T BRE S —ILZREL. A NL—CBENE-INELSICLET,

FIHAER

#IHA

TRICEH datalLlF

SERICdatalIFZZEF 3ICIE. KOOV RZEITLTHLUWANYII Y RISONT 71 ILICEFH N

J-dataLIFZ38E L £ 9,
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCH DU EDR Y RICEFH SN TUVWEES. FILLWT—XLIFZEMICT BICIE. Wind 3
IARTORY REEFIELTHSBEREICETHRELHD T,

Amazon FSx for NetApp ONTAP

Amazon FSx for NetApp ONTAP CTrident’% {8

"Amazon FSx for NetApp ONTAP"I&. NetApp ONTAPX kL —JFARL—FT0 > F TR
TLEREBE TR T 7MW AT LEZRHLTEITTES. 7ILIYR—Y ROAWSH —
EXT9, FSXfor ONTAP Z{FHE T3 . FEUWENT=RY F 7 v TOREE. NT+—<
VR, BIEMEEEEERALAENS. AWSICT—2 %M T 700D > FILE. B,

TxalFa. LEMEZFRATEET, FSXfor ONTAP (. ONTAP 7 7 1L AT L
DILEE X BIEAPIZ HR— ML TWE T,

Amazon FSx for NetApp ONTAP 7 7 1 LY X T L% TridentE 559 % . Amazon Elastic Kubernetes
Service (EKS) TEITTMNTL 3KubernetesZ 5 XZH, ONTAPZEB X 923 7AvIH LIV T 71ILDK
R a—LEIOES 3=y ITE3LSICHRDET,

T7AINS AT LIE 2 TFTLZ XD ONTAP 75 A2 fee Amazon FSX DS54 )Y —X T,
BSYMAICIE. TF7AINETANRET7AIIN AT LICERATZT—RAVTFTTHS 12U LEDAR) 2
— L%{E TE £9 . Amazon FSx for NetApp ONTAPIE. 75U RDIRZ—Y R IT 7ML AT LE LTR
HEINFET FILLWIPAIL AT LDRA TIE * NetApp ONTAP * T,

Trident¥ Amazon FSx for NetApp ONTAPZ 9% . Amazon Elastic Kubernetes Service (EKS) T31T
TN TUWL2Kubermnetesy 5 X2H ONTAPZER 37 0vIVHLUV T 7MILDXkEIR) a—LZzTOE
AV TERLIICHEDFT,

i
"TridentZE4"FSx for ONTAP X Tridentx i 9 B ICid. THICRDHDHNHRETT,

* Bf7ZDAmazon EKSY S X X Ff-lght1 > X =)L Eni-B 2 EEE Kubernetes? 5 X 4 kubectlo

C USREDT—H— ) — RH S BETEEARBEZEDAmazon FSx for NetApp ONTAP 7 7 A LS X 7 Lhd &
U'Storage Virtual Machine (SVM) o

s Bic#E SN —h—/—R"NFSE7=ldiscslI",

@ EKS AMIZ 1 IS C Ty Amazon Linuxd & UUbuntu (AMIS) THER ./ — RO #EfEF
JIBIZHE > T "Amazon Machine Images MEE"< 72 L,

* SMBR 2—LA:
° SMBRU 2 —LIFRZANDAHZFERL THR—kEIN ontap-nas’ £ 7,
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worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
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https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html

° SMB/R 2 —Ll&. Trident EKS7 RA > TldHR— kTN EtH Ao

° TridentTld. Windows./ — R TETEINTWVWERY RICYT Y fENTSMBR) 2 —LDHHHR—
FEINFET, FMICOVWTIE. ZBBLTLKIEIVW'SMBR) 2a—LETOEY 3 =0 § 5%ExE
LExd",

* Trident 24.02&X DEIDN— 3 > Tld. BEINY I 7y ITHEMICE > TULWBAmazon FSx7 71 IL X
T LEIZERENIZARY 2—LAlE. Trident THIFRTE A TL o Trident 24.02L00% T C D RRE % [o]8#
9 BICIE. AWS FSx for ONTAPD/Nw I T R#E 7 7 1)L T. apiRegion AWS. AWS. & KLU AWS
‘apikey % ‘secretKey 3 BEL XY fsxFilesystemIDs

TridentiCIAMO— )L Z3EE T 2158 1F. « apiKey. LU secretkey DT —ILK
() &rridentiCBRNICIEET 3UBEBHD FLA apiregion, HMICOVTIE Z5H
LTIV "FSX (ONTAP DiERA T 3> efl) "

==
LA

TridentiCIF2DDEREEE— RH'H D £ 9,

CULTIUIUVILR—R () LT vI)LEAWS Secrets ManageriCZEICHEMLES, 771
SRAT LD, £IFSVMBICRESNTWVWBRA—HEZFERATETF XY fsxadmin vsadmin o

Tridentld. SVMI—H. £&IFFDEFITRALA—IILDIA—HF L LTRITIBZ = BE
@ L TWE 9 vsadmin, Amazon FSx for NetApp ONTAPICIZ. ONTAPY 5 X X A—H (X
HIBRENHEI—HYH admin LV " fsxadmin' £ o Trident COFERAZEES PEIOHLF

d ‘vsadmine

* SFBAEANR—X ! Tridentld. SVMICA VX b—=ILENTWVWBEBAEXFERAL TFSX7 7MLV X T L L
DSVMEBEEL FT,

REEZ BT B HEDFHFMICOVWTIE. AL TWS RS NEA TOREEEZERL T LI L,
* "ONTAP NASEZ:E"
* "ONTAP SANZZ:E"
F 2 MEHDAmMazonT S 21 X—2 (AMIS)
EKSUZRARIEESEXIEBRARL —TFT o4 VI RTLEFR—ELTVWETHA. AWSTIEO > TF LEKSH

IZHFFE DAmazon Machine Images (AMIS) A&iB{E SN TWE T, XDAMIETrident 24.10TT R b ENT
WE7,

TS NAS NAST1/=— SAN SANTI/ =—
AL2023_x86_64_$;¥ [=qW =4 [=qA =4

#

AL2_ x86_64 I L [F LV [E LV
ArRILaTy [Fuv =4 ZHEEL ZHEEL
 x86 64

AL2023 ARM 64 | lE LN =48 lE

1EAE
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AL2_ARM_64 =4 [=4W = A [FL*
ARILOTy b 7— 1Eun =W FZHEEL ZHEAEL
1,64
I AT 3Tl Tholock) ZERTAINELRHD X7,
e ) —REBEHETICPVEZHIBRTE XA
BEOAMIDZ ZICU R REINTUVARWNEE., T R—FEINATOLARVEWVWSEKRTIER, B
()  EFAFTATUAVWC L EERLET, COUR M. BIEIRRINTUBAMISO A 1 I
CLTHBELE T,
T X FEEIEE
* EKS version: 1.30
c AYAM=ILAEE i HelmEAWST7 RA > LT
* NASICDWTl&. NFSV3ENFSVA1DTEA%ETFA ML E LT
* SANICDWTIFISCSIDA%ZET X kL. NVMe-oFIZTX M LEEATLT,

EIINETAR

‘R : R NL—Y U S, PVC. POD

* BB : Ry R, PVC (GBE. qtree/LUN-IZ I/ 3 —. NASEAWSN\w I 7 v )
SHAIEIR

* "Amazon FSX for NetApp ONTAP D KF a1 X > K"

* "Amazon FSX for NetApp ONTAP (CE8 92 7OV 88ETY"
IAMO—)JL ¥ AWS Secretx {Ef 9 %

Kubernetes7Rv RHAWS Y —XICT7 V912 RXFTBESICHEET BICIE. BBRIHRAWS Y
LT ovILZIBETRHHDIC. AWSIAMO—JLE L TEREEL £ 9,

@ AWS IAMO— /L% L CEREEY % 1CId. EKSEMFER L TKubernetesy S X2 % EA T B NE
NHOFT,
AWS Secrets Manager>— % L v k DER

TridentldFSx SVMICXT L TAPIZRITL TRA ML —UZ BB T3S, TDROHITIEI LTV vILHREIC
BOET, INS5DILTUIvILEREITETICIE. AWS Secrets Manager>—27 L FZEFERLE T,
ZD7-8. AWS Secrets Manager>—7 L v b 7B L TOLARLVEEIE. vsadmin7 hO Y bDI LT
SN EBLI—UL Y FEERTIBELNHD FT,

ROFITIE. Trident CSIZ LT > v )L %Z1&#7F B AWS Secrets Manager>—27 L w FE{ERR L £ 95
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAMZAR 1) > —DERL

TridentxIE L < E179 3 ICId. AWSDIERHHNETT, D7D, NERIER%Z Tridentift 59 3R > —
HERR T AR BHLHD £T,

RDBIE. AWS CLIZER L TIAMAR ) > —Z1EH L £ 9,

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

K1) > —JISONDAI :
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

Y—EXT7HTY FHEOIAMO—ILZERT %

RS —ZER LTS, TridentBPERITINBZ T —EXTATY MIEIDHETZO-ILZER T2 EEICERAL
9,
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AWS CLI

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json”7 71 JL . *

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

77 ILDRDEZEH L trust-relationship.json” £ 9

* <account_id>-BERDAWS 7 HJ > ~ID

* <oidc_provider>- EKSZ 5 X Z®DOIDC, oidc_providerzEXS ¢ 3 ICid. RODOATY Y RZEHTLF
ERS

aws eks describe-cluster --name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

* JAMZR ) & —|ZIAMO— )L Z BEE(F 1T 3> .

A=)z LTcs. ROIXY RZERALT (LEOFIRTER LK) RS —20O—LICEEMIT
9,
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aws liam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>
*OICDZ7ONA ZHEEMITOoNTWE 2R L T+

OIDCTANAENRI SR AICEEMITENTVWBR I EZHERELET, KOOV REFER L THERTSE
£9,

aws lam list-open-id-connect-providers | grep Soidc _id | cut -d "/" -f4

HANZEDHZEIZ. XROAY Y REFERLTIAMOIDCZ U 5 X ZICEEMITE T,

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

eksctl
ROBTIE. EKSTH—EX7AHTY FEADODIAMO—=IL%Z{ER L £ 9

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \
-—-attach-policy-arn <IAM-Policy ARN> --approve

Tridentz 1> X k=)L

Tridenti&. Kubernetes ©Amazon FSx for NetApp ONTAPX kL —JEE%# GBI L. B
HEPBBEN T T Tr—2 a3 DBAICERTETEESICLET,

KOWTNHDAETTridentz 1 VA M—=ILTEFZET,

¢ Helm

*EKS7 k7>

AFv gy bEgEERATS581E. CSIXFyFoay b O—57RA>EA VA M=ILLE
To FMICOWVWTIE, ZBBLTLLKIETWVW'CSIRY a—LDRAFT v T a3y MEEZEBMICTS",

Helm%Z{EMA L 7=Trident® 1 > X k—JL
1. Tridentf YA b= Ny —J0Ro>O0—R

Tridentf Y X b—Z /Ny —J2lE. TridentARL —ZDEA ¥ TridentD 1 > X b —JLICKRBRIARTOD
HOMWEFEFNTULWE T, GitHubDAssetsto > 3 UHh B RF/N—23 > DTridentf YA b—S& KXo >0O
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—FLTERLEY,

wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident—-
installer-25.02.0.tar.gz

tar -xf trident-installer-25.02.0.tar.gz

cd trident-installer

2. ROBEBETHEEHAL T, * cloud provider 754 ¢ cloud identity *7 54 D{E%ZHREL X3,

ROFTIE. Tridentz 1 > A R—ILL. 759 %ICEREL. cloud-identity' % "$CI'(C "$CP 5R7E L
“cloud-provider £ 9,

helm install trident trident-operator-100.2502.0.tgz \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:
arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

—-—Create—-namespace

OV REFEALT. &l XR—LAR—R, 53T AT—RA, 7TV r—a3a>onN—T3 0.
ESa BESHRE. A VA M—ILOFMEZHRTEEY helm listo

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2502.0 25.02.0

EKS7 RA > %={EHRAL CTridentz 1 > X k—JL$ 3

Trident EKS7 RA ICIE. BFHOEFX 2T /Ny F. NTEEHNSFENTED. AWSIZ K > TAmazon

1)

EKSYEE TR UMRIAINTVWE T, EKSTRAVZEFEAT S L. Amazon EKSY S XX DREMERTE

Hz—BLTHRERL. PRADOAVI =)L, Bl. BFRICKELGEREZHIRTEET,
AIfR SR
AWS EKSHODTrident” R4 > Z25RE S BHIIC. ROFHZHLTWVWB I eZ2BRLTIRE LY,

C T RAVHY TR T g ohHBAmazon EKST SR AEATHT Y ~
* AWS Marketplace ADDAWSHER :
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"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - = : Amazon Linux 2 (AL2_x86_64) ZF7-i$Amazon Linux 2 ARM (AL2_Linux_64 ARM)
* /J—R&ZAT AMDZE7=I13ARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls

AWS[A T Trident 7 KA > EBMICT S
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eksctl
KOBITIE. Trident EKS7RA>VZA VR M—=IILLE T,

eksctl create addon --name netapp trident-operator --cluster

<cluster name> \

--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
--force

gEIYV-I

1.

7
8

TAmazon EKSO >V —I)L%ZBE £ 9 https://console.aws.amazon.com/eks/home#/clusters,

2. BERDFET =23 RAVT VT AR ZERLET,

3. NetApp Trident CSI7 RA > ZRET 20 T R DELRTZZEIRL F T,
4.
5

T RAEFERL. BT A2 BRLE T,

(T REFVOBERIR—I T, ROFIEZEITLET,

a. [AWS Marketplace EKS-addons]tZ2 < 3 > C. * Trident by NetApp *F = w I7Rwv U Az ERL
£7,

b. T*RA*) ZBIRLE T,

[Configure selected add-ons* settings] R— T, ROFIEEZRITLE T,
a FRIZN-—Ja > m&ERLET,
b. Tld. [NotsetFdDFEFICLE T,

C. Add-ont#RY X F —<*IZfE> T. * Configuration Values *t2 2 < 3 > DconfigurationValues/\ > X
— 2 —Z B DFIETYER L ferole-amlCREL £9 (BIFROFKICT ZIHELHD £,

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

[Conflict resolution method] C[Override]Z#ERT 3 & BIEDT7 RA > D1 DU LDERE
ZAmazon EKS7 RAVERETLEEETTEE T, COF T a>EEMILARVES. BEFEORK
ECHRETDE. BEIEBMLET, RRSNIS—XvtE—C%FERALT. BEDORSTTIL
SaA—TAVTETOIENTEEXY, COA TS 3V %EFEIRT BHIIC. Amazon EKST KA >
HECEBREICHNERRELZEBEL TULVWAEWVWI EZEELTIETL,

PRAN]*7ZZRL E T
[ L TEMIN—2 T RN ZERLE T,

TVRAVDAVZA=IDRTTRE. A VA L=IILENTWVWB Y RAVHRTENET,

AWS CLI
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https://console.aws.amazon.com/eks/home#/clusters

1. 7741 %EH L add-on.json £9,

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.02.1-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

(D %. SIOFIBTHERLI-O—LOARNICE S I £ <role ARN>.

2. TridentEKS7 RA>VZA A M=)LLE T,

aws eks create-addon --cli-input-json file://add-on.]json

Trident EKS7 K74 > OFEH
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eksctl

* BEUVDFSN Trident CSI7 RA Y ODIREDN—J 3 U EBERLTLIETWL, 295X XZQICEZTHR
A “my-cluster £39,

eksctl get addon --name netapp trident-operator --cluster my-cluster
HB
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.02.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* BIDFIED H /1 Tupdate available TIRESNTN—2 a7 RAVZEHFLE T,

eksctl update addon --name netapp trident-operator --version
v25.02.1-eksbuild.l --cluster my-cluster --force

7 a>FHIRL. WINhH DAmazon EKST R4 VEREHNBIFEDERECHE L TLWBIHE --force
« Amazon EKS7 RA >V DOEMIIEHML £, BREDERICRILDIT—XyvE—IUHRRINET,
DA T aVEIBET DHIIC. BIETINENHBRENAmazon EKST KAV TEEBINTULARL)
CEEHERELTLETV, TNHDHRTEIFCOA T a > TEESTINE T, CORTDZEDOMDA T
I VOFEMICOVWTIE. ZBBLTLETWVW"7 R4 2" Amazon EKS Kubernetes 7 + —JL REIED
FMICDOWTIE. ZE2BBL TL 2TV "Kubernetes 7 + — )L R EIE",

FEIOY -

- Amazon EKSO > — )Lz & https://console.aws.amazon.com/eks/home#/clusters & 9o

2. KFAIOFEFX =23 RA VT, [IT AR %ERLE S,

3. NetApp Trident CSI7 RA > ZFH T30 T XX DAHIZERL £,

4 [TRAVNZTEFERLET,
5
6

—_

- Trident by NetApp Z3#{R L. Edit*ZFRL X9,

. [Configure Trident by NetApp *|R— T, XOFIEERTLF T,
a BRI N—Ia3ZBERLET,
b. [Optional configuration settings]** BRI L. HEICIGC TEEL XY,
c IZBZ=REF ZFERLFT,

AWS CLI
RDOBITIZ. EKST FA > =BHLE T,
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https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc—-cni --addon-version v25.02.1-eksbuild.l \

--service-account-role-arn <role-ARN> --configuration-values '({}'
--resolve-conflicts --preserve

Trident EKS7 RA > D7 >4 > X b—ILIEIKR

Amazon EKS7 R A V% HIBR T B ICIE. RD2DDAFA T arhH b £d,

DSRARIICTRAVY I NIz 72 RF-COA T a>uE:ERIT B . Amazon EKSICK PEREDER
HHEIBREINE T, £7-. Amazon EKSHE#HZEHM L. BEFZHE L c&ICAmazon EKST R4 > = B
MICEF T 3EEDHIRSNE T, L. V5 RAFLEDT7RAVYVY I NI IR BTEINE T, COF
T EEIRTZ . 7 RAVIEAmazon EKS7 RA U TIEHR << BEEER A VA M=ILICARD XY,

CDFATaVHEFERTDE. TRAVDOR DO RALIIRELEFHA. P7RAVEFRFTSICIE. OV
VROF T3 EEFDEFEFMFERL --preserve £9,

DSRRA—=DBT RAVY T O T7EZLICHIBRT 2-NetAppld. 75 AX—ICKEFET DY —IAH%
WBBICDH. 75 RRZ—H5Amazon EKST7 RA VHHIBRITZ 2 HRLET, OTXVRHBA TS
AVEHIRL T RA > %ZHIBRL --preserve delete £95

() 7EFVCAMTHYY MHEBERT SN TV BHE. IAMZ A MEHIBRSNER Ao
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eksctl
KDY RIE. TridentEKS7 RA >V H#F7VAYRM=ILLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

BEIVY-IL
1. TAmazon EKSO >V —)LZFE £ https://console.aws.amazon.com/eks/home#/clusters,
2 FROFESF =23 RA VT, (VTR % ERLES,
3. NetApp Trident CSI7 RA > ZHIBRT 20 5 XX D&HIZERL £,
4 FRA*ZT%EIRL. Trident by NetApp ZEIRL £ 9,
S. T*HIRR) ZFRLFT,
6. [Remove netapp_trident-operator confirmation]*4 f 704 T. XOFIEBZERITL £,

a. Amazon EKST7 RAVOREEZBELAVLSICTBICIE. [T X ZIREFEZBIRLET,
JSRABRCTRAVY IRz T72E LT, PRAVOIRTOHREZEN TEETEDZLSIC

IT23%EE. COFIEZEITLET,
b. Tnetapp_trident -operator *1 £ AZIL £ 95
c. M*HIFR) Z:FRLE T,

AWS CLI
D SAADEGHICE IR my-cluster « ROAY REETLET,

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve

ARL= Ny IV ROKE

ONTAP SAN Y NAS R S +1 ND#HE

ZAML—=I Ny I ITY RZERT BICIE. JSONKTZIZYAMLIER DR 7 7 1L ZER T 2B BN H D £

o Z7AICIE BRTEZA L2021 (NASFTIESAN) . 77 MIILOBETO T 7L R T

L, SVM. LUV ZDOREHEZIEETINELRHD FT, XDAF. NASR—ZDR ML —J%FEH
L. AWS>—2 L w hEFEHL TERTASVMICZLT OO vILZ &N T 2 5E%= "L TUWET,

135


https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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KDOIAYY REZEITL T, Trident/\w o T R (TBC) ZERELURIEL F,

* YAMLZ 7 A ILH 5 Trident/\w o T RH#8pE (TBC) ZfERL. ROV RZRITLET,

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident/\'wZ T> R#ERL (TBC) NEEICIERCINI-C =R LE 9,

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP R 5 -1 /\D ¥4

RD RS /N\%FERLT. Trident¥ Amazon FSx for NetApp ONTAPZ & TE £ 9,

* ontap-san . JOEY 3 Z VI ENB3FEPVIE. ENENDAmazon FSx for NetApp ONTAPR ) 2 — LK
DLUNTY, 7OV IR ML—JICHEINE T,

* ontap-nas . ZOEY 3 Z2J TN 3EPVIE. TE%4Amazon FSx for NetApp ONTAPR!) 2 — LT
¥ NFSESMBTHRINE T,

* ontap-san-economy : JOEZ 3= > J EN7EPVIE. Amazon FSx for NetApp ONTAP R 2 —ALC
CNERERTBERLUNE Z:FDLUNT 9,

* ontap-nas-economy : JOES 3= > EN38PVidqtree TdH D . Amazon FSx for NetApp ONTAPZR
)a—LZCilqtree %= RETETET,

* ontap-nas-flexgroup : 7OETY 3 Z VI EN3EPVIE. T2%Amazon FSx for NetApp ONTAP
FlexGrouph1) 2 —LTY,

RSANDEFMICOWVWTIE. BLXUEEBBLTNASEZA/N"SANRE S /"< 72T,

R 7 7 AIILHMER E N5 RO Y RZRITL TEKSRICIERR L £ 9,

kubectl create -f configuration file

AT—RAXMERTBICIE. ROOAT RERTLED,
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../trident-use/ontap-san.html
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../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html
../trident-use/ontap-san.html

kubectl get

NAME

tbc -n trident

BACKEND NAME BACKEND UUID

PHASE STATUS

backend-fsx
f2f4c87fa6?2

-ontap-nas backend-fsx-ontap-nas 7a551921-997c-4c37-aldl-
9 Bound Success

Ny TITYRDOREBRECH

Ny Ty RETE
INTX—A
version

storageDriver

backendName

managementLIF
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FFoaviioWVWTlE. ROFKEBBL TSI,

HanEnA il
B
Name A=Y RS N\D%H] ontap-nas ontap-nas-

economy. « ontap-nas-
flexgroup. « ontap-san
ontap-san-economy

ARBZLAFRLIFZA L= /Ny RS54 /\%+" "+ datalLlF
JIVR

725 AR FIFSVMEELIFOIPY "10.0.0.1 ""[2001 : 1234 : abcd :
RLZTR2EEH R X1 % (FQDN : fe]"
) ZIEETEET, IPV6T755%

fEF L CTridenth’* 1 Y X h—JL &
NTWBFEIE. IPV67 RL X%
FATRLSICRETEE

9, IPv677 KL X|&. [28e8 : d9fb

. a825 : b7bf : 69a8 : d02f : 9e7b

. 3555] EDAN > TEERT S
MBAHDET, aws ' 7a1—ILKR
TZIEET 35%56(1F
‘fsxFilesystemID. %#38E T D
WMEIZHD £ managementLIF"

Ao TridentldIawshH 5 svMiEER%E
B9 37T,

‘managementLIF €D7=&. svM
DTFDI—Y (vsadminR¥) @
LTIy IIlzEEL. 0O
—HiICA—I/LAEIDETSATL
BZREHHD “vsadmin £,



NTA—=H

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

R 1

ORJILLIFDIP7RL R, *
ONTAP NAS K 51 /\* : NetAppT
|ddataLIFDISELZHRE L TULVE
o IBELABLVWIBE. Trident
[FSVMO 5 F—XRLIFE 7z vFL
9, NFSOT T > NLIBIZfER
9 % Fully Qualified Domain Name

(FQDN ; 288k X1 > %) %
IBEJTDE. 7T ROE>DNS
ZERL L THEROT—XLIFETa&
HEDEMTET X9, VHIRERIC
ZETETET, #BRLTIEE
Lo *ONTAP SANK Z 1 /\*
iISCSICIFIEELBRWTL S
U\Tridentld. ONTAPEIRAILUNY
w T EAL T, JILFNREY
> 3 Y DEEIMLICWHERISCI LIFZ 1%
HLET, T—HLIFHBATHICE
EINTVLIEEIIESHER S
nEkd, IPv67 >0 %FERL
TTridenth'1 > X k—=JLEHTL
35ald. IPv67 RLX%Z{ERT
BLIOICHRETEEXY, IP6T7 R
L X &, [28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555]%
DAN>_TEERITIHENDHD
£9,

IVRR—rRUS—DBEEEMR false
CEHZAMMCLEI[T—UT Y

lo 773>k

“autoExportCIDRs' & 7> 3 V% ff

B9 % “autoExportPolicy’

. TridentTI Y A R—kRUD
—ZBEMICEIETET X,

HEWRIHEICKubernetes® ./ —  "['0.0.0.0/0". ":

RIPZZ 1 I)L&) >4 ¢ 3CIDRD
1) 2 b autoExportPolicyo A/
<3 > ¥ “autoExportCIDRs A 7
3 > % {#F$ % autoExportPolicy’
. TridentTIT Y R R— kKU
—ZBEMICEIETET X7,

RUa—-LICERY2EED
JSON e D SANILDE Y +

547> NiEFAZ®D Base64 T ™
> d— R, SEBAEXR—IXDERE
ICERENET

D547 B HED Base64 T "
> d— R, SEBAEXR—IXDERE
ICERENET

L0
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NTA—=H

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags

140

HonanEA

SN - CAEIBBZ® Baseb4 T
v— R, #F>3>, ifFAE
N—2DFEFICERAINE T,

IS5 R F1IFSVMICIERT T B 1=
HDA—HH, VLTI vILR
—2ADPEEICFERAINE T, &
ZIE. vsadminD LS ICIEEL £
3-0

ISR FTIZSVMICIERE T 57
HDINAT—R, JLT7>IvI
N—ZXDFEEICERATINE T,

£ 9 % Storage Virtual Machine

SVM THLWARY a—L%FOE
Dz I TBRRICERTBZSL
T14v I AZEBELET. EHE
ICEETBHRCIETEFHA C
DINTA—RZBHITBICIE. #
LOWANYIITYRZERT ZHE
BrHbEd,

* Amazon FSx for NetApp ONTAP
ICIFIEELABWVWTLIEE W, HEE
SN vsadminIClE
‘fsxadmin. 77 )T — ~OER
S#EE L TTridentz A L THI
R BD7T-DICRERIERINZTEN
TWEtEA.

BEREINFAR) a—LHY 1A IHC
DEZBRTWRIEE. 7OEY
IZVIHMNEKRBMLET, F

7=« qtreeB5 KTLUNICX L TERE
T23R) 2a—LORKY A X%
FRL. 7> a>z@EET5

. FlexVol volumed 7= D Mqtree
DRABZHAEAIAZATEE

ER gtreesPerFlexvol

FlexVol volumed 7= D D& ALUNEL
I&[50. 200]DEFHTIEET IHNE
HHD £, SANDH,

ESTINSa—Ta Y TRICER
T3TNVT TS, il {"api"

: false. "method" : true} ~> 7L
Sa—T4a U %{To AN
TETHRERGEZRE. &
/A L7\ "debugTraceFlags T <
7230

1

SVMEBELIFAEESINTULDIHE
ICEREINE T,

trident

BERALBEVWTLSIREL,

" (FT7AIILETIREAINEE
A)

“100”

null



NTA—=H

nfsMountOptions

nasType

gtreesPerFlexvol

smbShare

useREST

HonanEA

NFSYO Y hFTFoa>zhov
TXY>7=1) X ko Kubernetesik
A 2a—LDIYI AT 3
VIBEANL—C U S RTIERE
SNEIHN AL—J U5 XIS
IOV RFToaohEESINT
WARLWEE. TridentidX kL —2
Ny ITYRDEBRRT 71 ILICHE
ESNTWABAYI AT Y
EEARALTI7A—=ILNvILE
To AML—=20 5 XFEFIIHER
T77AITIYO AT arn
EBESINTULARWES. Tridentik
BET T SNFkEER Y 2 — LAl
ROV ATa>uaERELEE
AJO

NFSTR 1) 2 — L E = IESMBAK U 2
—LDERZREA T avid
nfs. « smb  £7ldnullTY, *

SMB/R ) 2 —LDBEIXICKET S

HERHD FT smbo *nulllCEH
ETDE. T4 FTNFSKRY
a—LHDMERINE T,

FlexVol volumed 7= b & Kqtree
UL[50. 300)DEFH TIEET 44
EAHDET,

RKOWTNHEIEETETE

9o MicrosoftEI 21>V —ILE 7
IZONTAP CLIZ{ER L TIERR S 1
7=SMBHED%FI. F7=IETrident
ICSMBHEBDIERZ5TRI ¢ 54
Bl CD/NTX—A|E. Amazon

FSx for ONTAP/\w 7 LY RICIHE

TY,

ONTAP RESTAPI ZfEf T 578 false

DT—VTIVINT A=K, ICHERE
93 true  ¥. Trident|dONTAP

REST APIZERALTNYIIVR

CBELET. TORREIC
|FONTAP 9.11.1UUMNNET
9o £, FERI BonTAPOT A
va—=JLiciE, 77045 —23>
ANDT7 I AEDNRETY

‘ontap o CtlE. FRIICERZIN

T-1RE GBI K > TEBIN

vsadmin cluster—-admin £ 9

nfs

"200"

smb-share
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NTA—=H

aws

credentials

R 1

AWS FSx for ONTAPD#&R 7 7 1
IWTIERDESICIEETEE Y, -
CAWS FSXxT7 7ML RTLDID
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apiVersion: storage.k8s.io/vl

kind: Storage
metadata:
name: ontap
provisioner:
parameters:
backendType
provisionin
snapshots:

AWS Bottlerocket CNFSV37R ) 2 —LAZ FOES 3 =>4 3IC1F. BELREEIML—OS5ZUTEBML

‘mountOptions” & 9

Class

-gold

csi.trident.netapp.io

: "ontap-nas"

gType:
"true"

il
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

ARL=COF5RENTA—BRABEELUVNTA—REDEEIZK B TridentiC & DR a—LD7OE 3 =2
HEDFEMICDOWTIE PersistentVolumeClaime ZZBB L TL 7T W Kubernetes 772 £ b ¥ Trident
FTIToTU R

AbL—=20 5 R%Z2ERT B0

FIE
1. THhidKubernetes4 727 MR DT, %L T kubectl'Kubernetes TYER L £ 9

kubectl create -f storage-class-ontapnas.yaml

2. Kubernetes & Trident®@A T lbasic-csiy A bL—J 05 ADRREIN. Tridenth N\ I T RTT—)L
ERHBLTWBZ =R LET,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
PVCDEEL

https://kubernetes.io/docs/concepts/storage/persistent-
volumes ["PersistentVolumeClaim "~] (PVC) IF. ¥ 5 XHX EDPersistentvVolume DT
TERERTY,

PVCIZ. BEDH A XFIFTIVEAE—RDANL—CEBERTZLSICRETETET, 75 R4EEE
&, BETIF 5N TV B StorageClass# A L T. PersistentVolumeD 1 X 7 XE—RK (N7 #+—<
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VAR —EZLANILRY) ULEZFIETEEXT,

PVCEIER L5, R a—LEZRYRICNTIVNTEET,

NZT7TRXLOH

PersistentVolumetf > FILY =7 X +

CDTUFILIYZT T R MI&. StorageClassiCBIE T 5NT10GIDEARPVZRL TWET basic-

csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: ontap-gold
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWX7 7t X% {wZ 7<PVC
CDAE. WS 51D StorageClassiCBET T S5 NT-RWXT7 7 A& FOEAXMNABPVCEZRLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

NVMe / TCPXIGPVC

C DA, WS 51D StorageClass i BE(T 1T 5 7=NVMe/TCPOE AR ZPVC L RWX 7 Ut X % /R
L TWET protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

PVE K UPVCDIER

FIiE
1. PVC%= {ERK

kubectl create -f pvc.yaml
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2. PVCRT—RRAZHERLF T,

kubectl get pvc

NAME STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE
RWO S5m

ARL=—C0FRENTA—BELUVNTA—REDEEICL B TridentiC & 2R a—LDpFOEY 3=y
HEDFEMICDOUWTIE PersistentVolumeClaime 2B L TL 7ET W Kubernetes 772 =7 k¥ Trident
7.1'7“/“17 l\"o

Trident/E 4

CNBDNFA—=RIF FEDZATDR) 2a—LDTAOED 3 =T ICERAT S Trident TEEINTWVS
ARL=2F =L BRELET,

B AT & et JIIZ K THR—+rEh
x7
XT4T7 M XF5 HDD. N1 77U T—=IJLICIECD XF4T72A47 ONTAPNAS.
w R, SSD RATDAT4 DHEEINZEL ONTAPNAS =1
THhEENnTW 1 J ==
£9, N1V ONTAP-NAS-
v RIFEAZE flexgroup «
BKLEXY ONTAPSAN .
solidfire-san-
SAN . solidfire-
san-SAN DL\ §*
nhISHI L T
WEY
JOES3=Zy XFF| NI EY/ J=LiFZor FOET az=Zy v Al
TRAT A 3=>4 JHEDIEEST ONTAP ; thin
HLEEYR—F NELE : All ONTAP &
LEY solidfire-san-
SAN
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B%

backendType

Snapshot

IOPS

kv

X775

7 —IL&E

7—IUE

7—IUE

fig

ONTAPNAS. O
NTAPNAST O
J =

—. ONTAP-
NAS-flexgroup
. ONTAPSAN.
solidfire-san-
SAN. solidfire-
san-SAN. GCP-
cvs. azure-
NetApp-files

. ONTAP-SAN-
b/ =—

true false

true false

true false

EDEH

refit

T=ILIEZ DR
A1 T7DONY I
YRICELTWL
Er

T—=ILIE.
Snapshot # 5T
A a—L%zt
R—rLEY

T=ILIER a
—LOyvO0—=
VO mYR— bk
Lfxd

T—IL T3S
ftenfcka
—LZEYR—F

=)L, D
EHANT IOPS
RIS B H&RE
ERATWET

M A ONTAP Select ¥ AT LTIFHR— TN TULWFEEA

YOTNT TV =3 o7F7aA

ARL—=SUSREPVCHERRE N6, EOPVERY RICYNDOVMTEXYT, T
& PVZERY RICEFETA7-HDOIT Y REEREMNZ=TRLE T,

FIE

1. R)a—LERY RICIDYMLFET,

kubectl create -f pv-pod.yaml

150

DJITR b

NYIITYRD
IBEINT

Snapshot BB %
RR) 2— LA

I0—>hE#HM
BARY a—L4

ESthEWE
R a—L

RY)a—LT

IOPS HYRIEE 1

FL7:

THR—bFZN
x9
IRTDOEZA
N

ONTAP-NAS,
ONTAP-SAN,
solidfire-san-,
gcvs

ONTAP-NAS,
ONTAP-SAN,
solidfire-san-,
gcvs

ONTAP-NAS .
ONTAP-NAS-T
a/z=—.
ONTAP-NAS-
FlexArray &' )L —
7. ONTAP-
SAN

solidfire - SAN



RIC. PVCZRY RICERT 21.HODEANGRERNZRLE T, BARE !

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container

image: nginx

ports:
- containerPort: 80
name: "http-server"
volumeMounts:

- mountPath: "/my/mount/path"

name: pv-storage
@ EHIRRIEZ R L TERTE “kubectl get pod --watch™ £ 9,
2. R a—LHICYI TN TVWAR e ZRLEY /my/mount /patho
kubectl exec -it pv-pod -- df -h /my/mount/path
Filesystem Size

Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G

320K 1.0G 1% /my/mount/path

Ry FZHIBRTES L DICABD E LT Pod7 TV —2 aVidFEELBLLBD EFIH RUa—LIFFED &
ER

kubectl delete pod pv-pod
EKSZT 5 XX TDTrident EKS7 R 4 > DFKE

NetApp Tridentld. Kubernetes CTAmazon FSx for NetApp ONTAPX kL —CEE%Z 51
L. ARECEEEN 7 TUVIT—2 a3 DBAICERTESLSICLET, NetApp

151



Trident EKST7 RA VICIE. RFIDEFa )70 /NvF. NTEENSTENTED.,
AWSIZ & > TAmazon EKSE BT A M RIEESNTWVWE T, EKST RA V= FERT
3. Amazon EKSY S RZDNREMCLZEMZ—EB L THERL. 7RA>D1> Xk
—JL. . BHICHBREXEZHIRTEED,

Bl 3Ga
AWS EKSH®DTrident” R4 > ZFKE T BAIIC. ROFXHZFH L TWVWBCEZBERLTIEEL,
T RAVEMERT ZMREZIRFDOAMazon EKST S AR THT Y ko ZBBRL T IV "Amazon EKST
A
* AWS Marketplace NDAWSHEFR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ A = : Amazon Linux 2 (AL2 x86_64) Z7zI&Amazon Linux 2 ARM (AL2_Linux_64 ARM)
* /J—RAZA47 . AMDX 7zIZARM
* BEZdDAmazon FSx for NetApp ONTAP 7 7 1 IL> X T L

FIE

1. EKS7Rw RBAWSD Y —RICT7 IR TERLSICTBHIC. IAMO—ILEAWSS>—2 Lw R EERL
TLIETV, FIBICDOWTIE, BB L TLLETVWIAMO—)L & AWS Secretz={ERL T 5"

2. EKS Kubernetes?Z 5 XX T, [T RA VPR TICBHLF T,

tri-env-eks @( pette ctuster ) (Vraredeverson ) (DD

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [,

¥ Cluster info it

Status Kubernetes version Info Support period Provider
@ Active 1.30 @ standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

©0 ©0

Overview Resources Compute Networking Add-ons Access Observability Update history Tags

[ (@ New versions are available for 1 add-on.

Add-ons (3] Info View details Edit Remove

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches 1

3. [AWS Marketplace add-ons]*IC 72t X L. _storage categoryZiZRL £,
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. NetApp Trident Z3EL. Trident7 RA>DF T v IRy I XZBIRL T Next* 2w I LET,
S MBRTRAVON—Ia>vaFRLET,

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. /— RO SMETIAMO—ILF T3>z BRLET,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

| Q Find add-on 1
Add-on name A Type v Status
netapp_trident-operator storage & Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)

Add-on name A 1AM role [& v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel Previous |_‘- y ;m i

7. 7 RA VR E—<* L. * Configuration Values *+z 2 < 3 > M Configuration Values/\5 X —3X —%
AIDOFIETHER L fcrole-arnlCREL 9 (FIE1) o EIPROERICTZIHELRHD £7,

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

[Conflict resolution method] T[Override]Z#EiRT 2 & BIED T KA > D1DULDERE

ZAmazon EKS7 RA VERETLEEZTTEET, COF T avaEMMILABEWVGE. B
@ BEORELHET DL BIFIFKMLEFT,. RRINEIS—XvtE—J%FRALT 5

BDORZITNDa—Ta 7 %TFS52ENTEEXT, COA TS a3 EERTBHI

IC. Amazon EKS7 R4 VA ECEBERICKELREZEEL TLWAVLWI ez LT

e A
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¥ Optional configuration settings

Add-on configuration schema
Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples": [
{
"cloudIdentity": ""
1
15

"properties”: {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string"

1

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

iv {
"cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam
: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "

8. Tl*Create* ] ZZEIRL XY,
9. 7 RAVDIAT—R2 AN Active THB xR LE T,

Add-ons (1) View details Edit Remove

LO. netapp X } L Any categ... ¥ J [Any status ¥ | 1 match 1

NNetapp  NetApp Trident o
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let yaur pers and administrators focus on application FSx for
ONTAF flexibility, ity, and integrat ilities make it the ideal chaice for organizations seeking efficient containerized starage warkflows. Product details [
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24.10.0-eksbuild.1 - (IRSA)
Not set
Listed by

NetApp, Inc. [3

10. DO RZEEITL T Tridenth' IV S RZICELLK A YA =)LENTWE R LE T,
kubectl get pods -n trident
N ey b7y 7Z2H 7L ARL—S NI IV RERELFE T, FMICOVTIE. ZBRBLTIETV "
ARL=NY I IV ROEE"

CLIZERL7Trident EKS7 RA>DA VA —JLET VA YA =)L

CLIZ{#F L TNetApp Trident EKS7 RA>%Z 1 > XA —JLLE T,
ROAT Y REITIE. Trident EKSP RA>ZA VX b—=)LLEYT (FERAN—-Y3>%FEH)

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.02.1-eksbuild.l

CLIZ{#F L TNetApp Trident EKS7 RA>%Z 71>V AM—=ILLE T,
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KOAY Y RiE. TridentEKS7 RA > %74V —ILLET,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl Z{ERHL TNV I I RZIERLET

Ny I IV RIE Trident A L= AT LORBOREFRZERL £, Tridentid. €
DAL= AT LEDBEARZER. TridenthP 2D X T LHSAR) a—L%x27OE
a9 BRAEEEHLET, Tridentz 1 > XA R—=ILLTcH. ROFIEBTNYIT
Y R%ZE{ERMLE 9, TridentBackendConfig Custom Resource Definition

(CRD) Z{FHT 3. Kubernetest YA —T T ADSE#HETrident/N\y I IV R
HIERBLUOBETEET, cnld. FldkubernetesT4 ANV E2 =3 VEHD
BIFEDCLIY — I ZFERLTERITTEEXT "kubectlo

TridentBackendConfig

TridentBackendConfig(tbc, tbconfig, tbackendconfig)ld. ZfEAL TTrident/\w VI REZEET
370V FIYROAHIZERCRDTY, 'kubect KubernetesBIEEN X kL —UEEE|L. Kubernetes
CLIZEBLTEENYIIY RZER. BIETESLSICBRD X L(tridentetl' 7co ERDIATYRZ1>10
— T VT IIRBEHDFEA) -

AT U bEERT S L. TridentBackendConfig sXDAIEBHNRITEINE T,

c Ny IIVRIF BEBELEREICEDVWTTrdentiC & > TEFICIERINE T, CHNIZHNERAIICIE
(tbe. tridentbackend) CR¥ L TE&RE M "TridentBackend £ 7,

* | TridentBackendConfig. TridentiCk > TIER S NcIC—EBICNTI VY RENET
TridentBackendo

Zn#nh TridentBackendConfig' L D1XF1D Y w E > J % ##F L "TridentBackend £ 9, gi&ElI/N\wv I IT>
RERSFEIVRETZ7DICI—H—|CRHEINZ AV EZ—T 214 XTI, EBEILTridenthRED/Nv I T
VRATS U MERTAHETT,

(D ‘TridentBackend CRSIZTridentiC & > TEEMICER S NE T, CNHBIE*ZBELBVWTLE
TV NYIIVREEHITBICIE. ATV EZEEL TridentBackendConfig' £ 9,

CROFIC DV TIE. RDHIZEE L T "TridentBackendConfig' < 72 & LYo
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

MBRANL—=JTSY T A—=LIT—EXDERERICOVWTIE. T LT MIICHZH%EEBL "Trident
A VA R—=5"TLIEEL,

|& specs NI IV RBEBEDHRE/NTIXA—RZBFLET, COFITIE. NwIIVRTRAML—=DRSA
N%ZEAL ontap-san. KDORICKRIHRENTA—R2EZFALTVWET, CEADANL—JRSANDE
EATa>D)IMIDWVWTIE, #BBLTLKIETW RN L= RSANDNY I Iy REEEIBER"

D spec U3Vl CRTHTIICEATNTI=T + —JL K & “deletionPolicy 7 + —JL K
‘TridentBackendConfig'H & &1 T L) “credentials’ & 7,

* credentials : CONTA—RIIHBET4—ILRT. ANL=USOXFT LMY —ERCDFREEICERT 3
ILTFYIvILAEENET T, I—HER L 7= Kubernetes Secret ICSREINE T, LT vil%E
TL—=—2TFFAMTEITZCIFTERW D, To5—ICBEDFET,

* deletionPolicy: CD 7 a4 —JLRIE. DEHIBRINI-EETOFEEEERELET
TridentBackendConfigo KD 2 DDEDOWVWITNHOEIBETCIT X,

° delete:ZNICED. CREBHET 3N\ I T ROMAHHIFRST N TridentBackendConfig' £,
NHBTF7#ILMMETTY,

° retain ! CROEIFREIMNTH. TridentBackendConfig /NI IV RERIFSIZSHEIEEL. T

BIETEFEY, tridentctl HIBRARUS—%IZRET D “retain &, A—HIIUFIOV ) —X

(21.04&DEIDVI—R) ICHTVTIL—RLT. FERRSNTENY I IV RZFIFITELET, D
T14—ILRDEIE. DIERRICEHF TEFEXY "TridentBackendConfigo

Ny I RD&ANTZE(ER L TERESIN spec.backendName £, IEELARWVEES. Nv
(D IV ROEHENEA TS TV bD%ET (metadata.name) IZERTE S 1 TridentBackendConfig®

9. ZFEAL TNV IV RLAZHERHICKRET 5 & Z2E88 L “spec.backendName’ %
ER

TER SN\ O IV RIZ tridentetl &, BEEMITENA T I MMIHD FHA
‘TridentBackendConfige CDLDIBNYI IV RZTEEYSICIE. kubectl CRZ{E

B L “TridentBackendConfig £9, B—DHRE/NTAXA—F (( .
‘spec.storagePrefix spec.storageDriverName R¥) ZIBEITDLSICETETIHNE
WHD EXF “spec.backendNameo, Tridentid. FTL <IERSNIZBIEZDON Y I TV RICH
MY /N > B L “TridentBackendConfig' £ 9
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FIEDOHE
ZEALTHLWNY I T Y RZERRY 3ICI3 kubectl. RDFIEZRITLE T,

1. Z1ERL L "Kubernetes Secret"£ 9, >—2U L w bICIE. TridenthA R bL—S 0S5 AR —EREBET
BIEDICHEBERILTVIOVILAESENTULET,

2. #72xU b EER L TridentBackendConfig £ 9. AL —J 0SB [ H—EXDFEMEIREL. &I
DFIETIERLT=>—o Ly hESBLEY,

Ny IITYRZER LS. ZFALTEDRT—2 X Z2MHER L. EMOFMBERZINETET 7 kubectl

get tbc <tbc-name> -n <trident-namespace>o

FE1 : Kubernetes Secret #{Ef L ¢

NYIITVRDTIELRILTUOv I B —ILy b 2ERLE T, AML—H—EXR /I TFSvET
F—LIEICEBBEEDOHETI . RICHZRLET,

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TORIC. BAML—2TFS5 Y T+ —LD Secret ICEHZIMERDHDZ 74— ILRZFLHFET,

ARL=TF3y b T4x—LDY  WE Field 2 DEg

— Ly bT1—LREE

Azure NetApp Files ClientID TV —oa BRI DT T
147>k ID

Cloud Volumes Service for GCP private_key id T9 MWERD ID, CVS BIEEO—IL
ZFHDGCPH—ERTAIYFD
AP| ¥ —D—HR

Cloud Volumes Service for GCP  private_key AL £ 7 MEECVS BIEEO—I/LZRD

GCPH—ERXRTHU Y D API *
—B

Element ( NetApp HCI/ SolidFire I> KRR+ > bk TFHFYRDULT v I ZER
) ¥ % SolidFire 27 5 X4 M MVIP
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https://kubernetes.io/docs/concepts/configuration/secret/

AbL=UTF 5y T x—LDY
—JLy T —ILFBE

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

clientPrivateKey

chapUsermmame O Y > K

chaplnitiatorSecret

chapTargetUsername @ Y > K

chapTargetinitiatorSecret

Field #1Z DR

IS5 2% [ SVM ICIERT BT-0D
dA—H%%, LT vILR—2X
DEREEICFERINE T

IS5 2R [ SVM ICIERT BT-0D
INAT—R, LT v )LR—
ADEECEREINET

547> NHERHED Base64 T
> O— RfE, SEFRAER—XDERE
ICERSNET

1 2NT > R1—H %, useCHAP
=true DHFEIINE, LU
ontap-san-economy DHFE
‘ontap-san

CHAP 1 Z>I—R>—0UL vy
ko useCHAP = true DIHFEIEH
Bo H& U ontap-san-
economy  DIZFE ‘ontap-san

RX—ry b A—H4%, useCHAP =
true DFZEIIHE, BV
ontap-san-economy DIFE
‘ontap-san

CHAP 2—4'w hA(ZoIT—R Y
—2 LW ko useCHAP = true M35
Bl3B, LUV ontap-san-
economy  DIHJFE “ontap-san

CDRTYTTER LI —O Ly bME. RORTY TTERLIA TS0 DT —)LR
‘TridentBackendConfig' TEER & 11 “spec.credentials’ £ 9,

27w T2 CRZ{EF Y % TridentBackendConfig

CMNTCRZIER T 2EEH TEF TridentBackendConfig £ L7 TOHITIE. RSANEFERTZ/\Y
I RN “ontap-san. KDA T U bEMFEHRL TYER I "TridentBackendConfig' £ 97

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FE3 : CRDRAT—R A% R Y D TridentBackendConfig

CRZ{ER L 7=D T TridentBackendConfig, AT —RXAZHRTETXT, RDFIZSBL T I,

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Ny I IV RBPEBICERIN. CRIC/NA > K& E L TridentBackendConfig 7z
T7—XICIFROVWTNDDEEZIBETETET,

* Bound: TridentBackendConfig CRIF/NY I TV RICEHE[ITOENTED. £D/Nv I IV RIZIEFCR
Duidhitz v kTN TridentBackendConfig' T L\ “configRef & 9,

* Unbound:ZfEAL TKREINZEXT ", TridentBackendConfig # 7 U MMINY I TV RICNA VR T
NTWEHA. T72I FTlE. FILLIER S NI ARTD "TridentBackendConfig CRSHAC D7 1 —X
ICBDET, Tz —IANEETNTE. BE Unbound ICRT CEIFTETEE A,

* Deleting : CRdeletionPolicy l& “TridentBackendConfig HIBRT D ELSICERESNTULE
9, CROHIFREND & "TridentBackendConfig. CRIFHEIBRRA T— MICBITLE T,

e Ny I IV RITKERARY) 2—LER (PVC) HEFEELARVIZGE. ZHIFRT 2
TridentBackendConfig  &. Tridentld/\w I I RECRZHIBRLET
"TridentBackendConfigoe

e Ny I ITYRIZ1 DUED PVC HEFET 315513 BIRREICRD T,
TridentBackendConfig €DK, CRIFHIFRIZI T —XICADFT, NvIITVREIF
‘TridentBackendConfig. IR TDPVCHHIBRENIRICOAHIREINE T,

* Lost : CRICEGEMITSENTWVWS/NY U T RH TridentBackendConfig i8> TEIFWEICHIBRT
fl.  TridentBackendConfig CRICIFHIBRE NNV I T Y RADBELIZ->TVLWET,
‘TridentBackendConfig CRI&. BICRARACHIBRTE XY "deletionPolicye
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* Unknown : TridentidCRICEEZE(FITSNTcNY I I Y FOREELIIFEZRETT EEA
TridentBackendConfige 7=& ZIE. APITF—/\HIHE L TLARVIEEXCRDARE DN SR WVGE
‘tridentbackends.trident.netapp.ioc 72 ¥ TY o CHUTIENMADMERIBENHD £

CDEMETIE. NI IV RDPERBICEREINE T, BRE. BMTUIEBTE 30BNV DO HD FT"/\Y
JLIYVROBEHFEC/NYIIY ROHIR"

(A F>3y) FlES : HEZERLET
NI RICBEY 25FMIBHRZHERT DICiE. ROOAX Y RZETLET,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6f60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

IH5IC. Dyamlljsond > TEEE TR HTEFEJ TridentBackendConfige

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRICIHE L TERIN//NY I IV R®D “TridentBackendConfig  &hH

‘backendUUID MM TIMN “backendName ' F¥9o —®D “lastOperationStatus 7+ —JLRIZIE. CRD
REDBEDRAT—RANKRREINE T, CDXT—AHRX “TridentBackendConfig ik, I—H—hH'k1)
H—L7HmE (A—H—DTEAIZEELIEERY) « £FlldTridentiC& > TR A—CNHE
“spec (TridentOBIEEFFHRE) T MINFIFEKBROVWT NN TY, phase CRE/NY I I REDE
BORAT—R2 AKX LEXT 'TridentBackendConfigo LDHITIE. D phase EHANA VY RINATVE
To DED. CROINY I IV RICEEEMITONTVWEZCZEKL XY "TridentBackendConfigo

ARY FOYOFEMEZEIS T 5113, O REZFETTL kubectl -n trident describe tbc <tbc-cr-name> % 97,

ZERA LT, BEMITeoNTA TV TV b% tridentctl BUONYIIY RZEHFEISH)
(D FRIBCIETEXHA “TridentBackendConfige &% TridentBackendConfig HJD
BRBFIBICOWTEHHLEXY “tridentctl"CHELZERLTIEEL,

NYIITYROERE
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kubectl ZERAL TNV I IV REEBERITLET
HERAL TNV I IV REEBIREEZERITI A AHAEICDOVWTEHAL XY, kubectl

Ny I TV RZHIBRLEY

#HIBR9 B Z ¥ T. TridentBackendConfig (ICEDWT) Ny I IV RZHIBREFRIIFREFETSELES
[CTridentlZ#8/R L deletionPolicy £9o. NV I IV REZHIBRT BICIE. Dldeletell@ESTNTWVWE L
#HESERLEY “deletionPolicy. DAHEHIPRT BICIE TridentBackendConfigs HiretainllFREINT
W3 ez L XY deletionPolicyo UKD, NI IV RWE|IEHEHEEL. ZFEELTEIET
FFXT tridentctls

ROAR Y RZRITLET,
kubectl delete tbc <tbc-name> -n trident

TridentTld. TEER TN TL\/zKubernetes>—27 L v MMIBIBREINEXHF A TridentBackendConfig
o Kubernetes 1—H(d. >—2IL vy bDIU—2TF7yFZEBHLET, O—2I Ly bZHIRT 3 ESIEER
PRETY, >—7L vk NwIIYVRTHERAINTLARWESICOAHIFRL TSIV,

BEONY VIV RZRRLET

ROAR Y FZ2RITLET,
kubectl get tbc -n trident

F7-1F tridentctl get backend -o yaml -n trident ZFE{TLT. BEIBIRTDONYIIVR
DIVRALERETZECHTEET “tridentctl get backend -n tridento "D X KICIE. TIERR
INTNY I IV RBHFEN tridentctl £7,

NYIITVRZEHLET
NI Iy REBHTIERIIV DD HDFT,
CARL=PPRTFLDIULTUIYIDEEINTWVWDS, JLTOIVILEBEHRITBRICIE. #7200k
TfEA T BKubernetes Secret’ "TridentBackendConfig B¢ 2 BN H D 9, Tridentid. R TH

TeEBFDILT OOV IILTNY I REEFMNICEFLET, XOOTY > RZE1TL T, Kubernetes
Secret #EFL £ 9,

kubectl apply -f <updated-secret-file.yaml> -n trident

* INTX—4A (£ % ONTAP SVM D&RIRY) #BHITINELHD 9,

e MDAV Y REFEAL T, Kubernetesh S EEA TS TV b EBHTEFET
TridentBackendConfigo

163



kubectl apply -f <updated-backend-file.yaml>

o Fleld ROARY RZFERL TBIFOCRICEEZMA B CEHTEEXY
TridentBackendConfigo

kubectl edit tbc <tbc-name> -n trident

NV IIVROEHICKMLIEGE. NI IV RIEREOENMOBREDEEFED T,
O %X L TCERERZEFES BICIE. F£7-13% kubectl describe tbc <tbc-name> -n trident’
(D =47 L “kubectl get tbc <tbc-name> -0 yaml -n trident” £ 9
BT 7ML CTHREEISEL TBEL]S. update ANV REBRITTETE T,

tridentctl ZfERAL TNV I IV REBERITLET
HERAL TNV I I REEBIREZEITI A AEICDOVWTEHBAL XY, tridentctl

NY I TV RZEERLEY

ZERLTES" N VTV R 7 7L ROAYY RZRITLET,

tridentctl create backend -f <backend-file> -n trident

Ny IV ROERICKBMLIEZSIF. Ny I IV FOREICAMNEENRDHD £9, ROAXV FZ2ERITTS
& OJ2RRLTERZRETE T,

tridentctl logs -n trident

BE7 71 )LORBEZRELTEBLELES. OV REZHS—EERTTEIET createo

Ny ITYREHBRLET
Tridenth' 5N\ I T RZHIBRT BICIE. ROFIEERITLET,

LNy IITVREERELET,

tridentctl get backend -n trident

2 Ny IITVRZHIBRLET,

tridentctl delete backend <backend-name> -n trident
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backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
backends.html
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TridentC7OEY 3= J3NizAR) a—LE ZD/N\y I I RhH5Snapshoth'ik > T35
() & NYvITVREHRTSL. 2OAYSIYETHLLWRY 2 —LATOES 3205 S
NELHBDET, NI IYVRIFFIEHE Deletingl KREIZHD £7,

BEONYIIY RERRLET
Trident B'E8E L CTWA NI IV RERRTSICIE. ROFIEEZEITLET,

*BIEEZIEISICIE. ROV R ZRITLET,
tridentctl get backend -n trident
* INTOFMZRERTZICIE. ROOAT Y RZRITLE T,
tridentctl get backend -o json -n trident
Ny O RZEHLET
HLOWNY TV REBHRT 7ML LTc5. ROOAR Y FZRITLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T FOBEHFBVRBLIBE. Nv I I ROREICHEDHBH. ENLEHzHTLE L. RD
ARV PFZXRTIBe. OV zRALTRRZRETEE T,

tridentctl logs -n trident

BR7 7ML OMEZRELTEELES. OXYFZ2H5—EETTEEXT updateo

NYIITVRZFERIBZRAM - XZRELET

ZHE. NwIIYVRATO o FRICHD T BISONTRIZETEZ3ERIDA tridentct’ TF o ClE. 1YV
AR=ILTRIRENHZ1I—T1 )T %=FERAL jg 7,

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

hiE. ZERLTERSNIENY IV RICHERA TN TridentBackendConfig £ 97
Ny IIYREBA T a VEEBELET
Trident TNV IV TV FZEBEB T IFTIXLFEICDOVWTEHRALEF T,

165



Ny IIYRZBEEBTZHODF T3>

DEAIZELD TridentBackendConfig, BIEZIEINYI IV REZ2DDHMBDALETEERTESLSICAHD
Fllo CNICIE. ROKSBERDLHD XY,

s HMERAL TER L7=/Ny 7 T RISTERE TridentBackendConfig' TF “tridentctl” & 97 h%
* ZERALTER LNV I I RIgZEMERA L TEIR tridentct TE "TridentBackendConfig' & 975

RaEFERALTNYYIIY R%Z TridentBackendConfig BIE ‘tridentctl

DU arTlE. #T2xU bEIER L TKubernetes > 2 — 7 1 XAH 5 BEH "TridentBackendConfig’
ERSNIENY VTV R ZEIRT 2 TcOICHERFIRICDOWVWTERAL “tridentctl 7

U RO FIVAICEELF T,

* ZfERAL TER SN tridentctl ' BIEDNY I T Y RIZIFAH D FH A
"TridentBackendConfig

MDA T T U FHEFEET DL FIC. TridentBackendConfig TERENIZFLWANAYII VR
“tridentctlo

EE5DFVATEH. Ny TIT Y RIFEIEHMSHFEL. TridentiZRY 2a—LZz X7 a—1) T L TURIEL
F9, BEEICIIRD 2 DOFIRENHD I,

s HERALTERSINTNY I I ROBEBICS| SHIEM L tridentctl £ 9,

s BERLTIERLIENY IV REFHFLWA T T2 MI TridentBackendConfig /N1 R L
‘tridentctl ¥To, CHUF. NYITIVRATIRLBLKEZFERLTEEINSCZzEKRLET
“kubectl tridentctlo

ZEALTBEONY VI RZEET 3ICIE kubectl. BIEONY I IV RICNA Y RT3%ZERT 24
BHHDFF TridentBackendConfige € DHHEADBEX LU TICRLET,

1. Kubernetes Secret ZERL F£3., >—2U L w bICIE. Tridenth® A AL —S O SRR —EREEET S
TeOICRHRBLRILTUOVILAEENRTVLWES,

2. #7210 F%ERRL TridentBackendConfig &9o ARL—UUS5XE / H—EXOEMEIEE
L. BIOFIETIER L= —2o Ly b Z2BRLEFT, A—OHRE/NTX—F (( .
‘spec.storagePrefix spec.storageDriverName ' R¥) ZIRETDLIIEETIHNENHD £

9 “spec.backendName, spec.backendName' BRZED/N\w I LY RDLRICERET ZHENHD F
ER

FIEO : Ny IIVFZRELFY

BEONYIIYRICNA Y RT2%E1EM T 5ICIE TridentBackendConfig, /NI LY REBEEZEIFT
BPUEDLHDET, COFITIE. Ny ITIYRHKXRD JSON EEZFERL TERINTVLWBELET,
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tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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FIE1 : Kubernetes Secret Z{Ef L ¢

ROBUCTRTESIC. NI IV RDILTUIVILEGTY—I Ly bEERLE T,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: ontap-nas-backend-secret
type: Opaque
stringData:

username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

FE2 : CRZ{EF Y % TridentBackendConfig

RDOFIETIE. (COFIDLSIC) BIEFEDICBEMIC/NA > K BCR% "ontap-nas-backend {ER% L
‘TridentBackendConfig' £ 9o RODEHFHNBLINTVBR I ZHELET,

cllE BNy I IY REAHEREINTL spec.backendName’ £ 9,
CRENTA—=RIFTONYIITYRERLTY,

CRET—IL (FEITZHSE) & TONY I IV REFELIBFRTHEZHELH D 7,

c LTI vILIE. TL—YTFXMTIFAR L. Kubernetes Secret &L TRt N 7,

C DA, & TridentBackendConfig "RD K S IZH D £7,

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FIE3 : CRDRAT—R X%z 5 TridentBackendConfig

PMERL S N7=5 TridentBackendConfig. €D T T —XIEICT BHENHD £9 Boundo F7z. BEFFEDON
wOIIVREBUNYIIYREAE UUID BARMENTWBRHELHD £7,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

CNT. NwIIVRIEFATO U bZERALTELRICEEIN tbe-ontap-nas-backend
“TridentBackendConfig' £ 97

Re@FHALTNYIIYR% tridentctl B "TridentBackendConfig

‘tridentctl ZERAL TERINTNY I I RO—ERRIMERTE
‘TridentBackendConfig &9, THIC. BEEIE. ZHIFRL T, BISRESINTWLS
‘retain ' C ¥ %ZHEER 9B spec.deletionPolicy’ C ¥ Ta
‘TridentBackendConfig ' COKDI BNV I IV REZREICEEBIZ_CHTETET
“tridentctl o

Flgo : N\wIIVRERELET
frezE. RONy I Ty RH 2R L TER SN & L "TridentBackendConfig & 36
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HANSIE. DEBICERSIN. NV IIVRIZNAYREINTWVWS Z A DD D "TridentBackendConfig' &
3 ([Observe the backend’s UUUID]) o

FE1 : ConfirmMIREIMNTLVS retain’ C & % HEES “deletionPolicy

DEfEZ R THEL &5 deletionPolicye CHUIICERTE T BIHENHD ‘retain' £, CNICLD. CRH
HIBRSNTHONY I IV REBHNEFEEL. TEETE S LS TridentBackendConfig 7 D “tridentctl’ £ 97

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315acb5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D HICERE SN “retain’ TLWARWEEIZ. XOFIEICHE XLV T "deletionPolicy” < 72 & LY,

FE2 : CR%ZHIPRY B TridentBackendConfig

BEBDRAT v FIICREZHIBRYT 5 Z ¥ TY TridentBackendConfigo MICHEIMNTULD retain'C &%
FESRL 75 “deletionPolicy. HIREHITCIT X I,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Rt it P m===
Fommmmmmrmesrrrrrrrre e meme s e emm o Frommmmom= Fommmmmom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmcemeoeoeoes Fommmmmmocmeomooo=
Fommmmcccosssssrsrss e e s T E e e S e e Fommmmmm= Fommmmmmm= +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmmmececesememe= Fommmmmmmmeme===

oo sesesesse s s s s e s o= o= +

72U MHHEIBRT B . TridentBackendConfig TridentldSEMEICIZ/N v I TV RBEEEEIBRETICA T
U bEHIBRLET,

ANL—SO0SAOEREERR

AbL—=20 5 X%ERT %o

Kubernetes StorageClassZ 72 7 b ZREL TR ML —2 0 5 XZER L. TridentT
RYa—L0FOEda->IFEEEELE T,

Kubernetes StorageClass7 7> =7 ~ DFRE

I&. "Kubernetes StorageClass4 72 7 MEDY ZATHERAIND 7O 3 =>4 Y —)L& L Trident
ZHEAIL. A a—LpFOES aZ>JAEZTridenticiERLE T, AIRIE :
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: <Name>
provisioner: csi.trident.netapp.io
mountOptions: <Mount Options>
parameters:

<Trident Parameters>
allowVolumeExpansion: true

volumeBindingMode: Immediate

ARL=D0FRENTA=EELUVNTA—REDEEIC L BTridentiC & 2R ) a—LDTFAOED 3 =)
HEDFEMICDOUWTIE PersistentVolumeClaime ZZBBB L TL 7T W Kubernetes 72 £ b ¥ Trident
FToT TR

AbL—=205RZ2ERT B0

StorageClassA 7o 7 b &E{ERRLT=56. A NL—S 0S5 AEERTEE S, [(AbL—U05 R/ H VT
IS FERELBEETEZ3EANLY > I ERLET,

FIE
1. THhidKubernetes4 720 DT, %L T kubect'Kubernetes TIER L £ 9

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. Kubernetes & Trident®®@A T lbasic-csiy A L —J 95 ADRREIN. TridenthN\w I TV RTT—)L
ERELTVWB xR LE T,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

./tridentctl -n trident get storageclass basic-csi -o json
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

ARL=SO52 BT
Tridenth B L "SEDNY I IV RAITOS Y TILBRIA ML —C IS RAER"F T

Fleld, AYA=FICRHBOT 7ML ZRELT. A L= RIANBICEEHR S BACKEND TYPE' C
CHTETXY “sample-input/storage-class-csi.yaml.templo
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AML=C05%EETS

BEDR L —U052EFRRLED. FI4ILRDR ML —V 95 2ERELTRD.
APL—UOSANY STV REHFILIED. RbL—U0 S5 XERBRLED TS &
EP

BEOIRNL—CU0SRERRLET
* 377D Kubernetes A AL —J U0 SX%HRRTBICIE. OOV RZETLET,

kubectl get storageclass

* Kubernetes A L —2 0 S ADEFMZERR T BICIE. ROOATY RZETLET,

kubectl get storageclass <storage-class> -0 json

* TridentDEIFASNIA ML —U OS5 RERRTBICIE. ROAY Y RZERTLET,

tridentctl get storageclass

* BHEACNI=TridentO A ML —J 0 S XOFMERTIT BICIE. XOAT Y RERITLED,
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tridentctl get storageclass <storage-class> -o Jjson

TIHINSDRAMNL—D TS A%ZHRET S

Kubernetes 1.6 Tid. T7AIFDRA ML —S OS5 AEHRET DEBENBMINTUVET, KR 2—LE
K (PVC) 12k a—LAEESTNTUVARWEEIS, kiR a—L07OES 3 Z Y JICERT SR
FL—U252TF,

CAFL=PIUSRADEETT /T—a3>%truellf & EL T, T7AILMDRA ML =05 XEEEL
“storageclass.kubernetes.io/is-default-class’ £ 9o E#kICIGLC Te ENUNDER T/ T7— 3 H7% 0
56513 false EFEIRENE T,

*ROOARYRZFEALT BIEORA ML=V IFRETIAI DAL= 05 RE L THRETEF
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ARRIC ROARY RZFERALT. 774N DR ML =20 SRT /T3 ZHIBRTEE Y,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

Flew COT7/T—2arvhFFENRTWVS Trident 1 > XA b—=F N\ RILICBHIH DD £7,

IDSRAEANDT I AILEFDA L =205 RUF—EIS1DEFICLTL7EE L, Kubernetes T
() @ BENIEROR FL—UEEATECLRTEETA FIFLFORL—YI5X
NE S BWVGECRRICEHELX T,
ARL=S0ZZON YOIV RERBELET
UL, Trident N\ I T Y RA TV FBICHIT BISONZER L TRIZTE 2EROH tridentctl’ T

T, CNFI—TFTsUT4Z2FAL gTET. CcOI—TaUTald. BUICA VA M—ILTBHREND Z5
= EER

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]"’

AML—=2 02X %HIBRT S
Kubernetes "5 X ML —J 0 S X%ZHIBRT B ICIE. ROOAT Y RZEITLE T

kubectl delete storageclass <storage-class>
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‘<storage-class>'ld. A ML —J IS RUICEFIHZI TR ETLY,

CDAML—2 05 RFBFEALTEREINTCAGER) 2—LIZEEINT . Trident T EHIBIEINE T,
TridentTld. ERLT B3R 2 — LIS L TEBADEREIN £sType £9o iSCSINYIIVR

(D DHEIE. StorageClass TIRHIT A ZHR L X9 "parameters.fsTypeo BIFD A ~
L—C0ZZ2%HIBRL. BBELETEIERL T T L) parameters. fsTypeo

R)a—LD7OE S 3= T &8
A)a—LZx=7OES =293

%7€ L 7cKubernetes StorageClassz £ L TPVAD 7 7 X ZEKT
% PersistentVolumeClaim (PVC) Z{ERL &9, £DE. PVZRY RICX TV +TE
=

BmE

https://kubernetes.io/docs/concepts/storage/persistent-
volumes["PersistentVolumeClaim "~] (PVC) (F. ¥ T RAX EDPersistentVolume DT
JEREKTT,

PVCIE. HEDH A XXLIETIVELRAE—RDAML—VZERTBILIICKRECTETE T, V7 RXEEE
&, BEETIF 5N T LB StorageClass# A L T. PersistentVolumeD 1 X7 XE—RK (INT7#—<
VAR —ERLRILAY) UEEFIETEED,

PVCZIERLLTcD. RUa—LZERY FIIRTYFTEET,

PVCDERL

FlE
1. PVC% {ERR

kubectl create -f pvc.yaml

2. PVCRT—RR=HRL T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1Gi RWO 5m
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1. R)a—LERY RISV NLFET,

kubectl create -f pv-pod.yaml

@ ERR T Z A L TEER TE kubectl get pod --watch™ % 97

2. R a—LHICRIO I FETNTVWAR I e ZERLEY /my/mount/patho
kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. Ry RZEHIBRTEBLDICHD ELTco Pod7 TV —2a VIFFELBELSZD FTH KU a—LI3FK
D&Y,

kubectl delete pod pv-pod

YZ7 T XA
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PersistentVolumeClaimt > /ILY =7t X ~

RiC. BANBPVCREA F¥ 3> nflermLExzd,

RWO7 7t X% 1B A 7=PVC
CDAE. WS 51D StorageClassiCBET T 5 NT-RWO7 7 A& FOEAXMNAPVCZRLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe / TCPXIGPVC

DA, WS 51D StorageClassiC BE(T 1T 5 7=NVMe/TCPOE AR ZPVCERWO 7 U X % /R~
L TWZETY protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODY=7 xR DYV TFIL

RDOBF. PVCZRY RICER T 37D DEANLBREZRL TVET,
%N 1

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

NVMe/TCPDEAER

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

ARL=—C0FRENTA—BELUVNTA—REDEEIZL B TridentiC & 2R a—LDpTFOEY 3=y
FHEDEFMICDOWTIE PersistentVolumeClaim. BB L TLET W Kubernetes A7 =7 k& Trident
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FT2TI k"

R)a—LzRRALEXT

TridentZz {9 % £ . Kubernetes 1 —HI(II{ERREICR) 2a—L%ZIETETXxI, CZT
&, iISCSI. NFS. BXUFCOR) a—L%EZILERET D T-OICHNEREREICDOWVWTEHAL
x9,

iSCSI R a—L=EBELET

CSI OB 3> #{EM L T, iSCSI Persistent Volume (PV) Z3ETEF X7,

@ iSCSIZR ) 2 —LDILARIZ. « ontap-san-economy solidfire-san” R 54 /NTHR— kI
‘ontap-san’ T#H D . Kubernetes 1. 16D RE T,
FlE1 : R 2a—LDILREZYR— b TBILSICANL—J IS RZRET D

StorageClassE&E%MREL T. 7+ —JL R %EIC true 5%E L “allowVolumeExpansion™ % 9

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

BIFDStorageClassDiFEIE. NTIA—RZEZHBLDIHREL XY allowvolumeExpansions

FIE 2 : /R L7z StorageClass =1L T PVC #{ERL £¢
PVCEZEZIREL. #F#H L T. “spec.resources.requests.storage L < FL T 31X GTOH 1 XLD
HAZLLARITNIEED FHA) ZRMETEET,

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentld kIR ) 2 —L (PV) ZfER L. CDKKERRY 2—LER (PVC) ICEAEMITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC ZER I AR Y REEELET

YA XZZEET DRy RICPVZERL X9, iSCSIPV DT A XEEICIE. RD2D2OFIARHBD £,

s PVAVRY RICEFH TN TUVWBIES. Tridentid A L= NI IV REDRYY a—L%EIRL. T/81
2HBIAFX v LT F7MILVRTLDOYA X EZEELFT,

CHEHRINTULWAVLWPVDOH A XEZZTBELELS TR L. TridentiE A RL—S NI TV REDRY 2 — LA
EIELF T, PVCHRY RICNT Y RENB L. Trident 3T N1 XRZEBX*Xv> L. 771ILRT
LY X%=ZEELET, ERRENERICTET I5E. Kubernetes | PVC 1 X%=E#HLE T,

CDFITIE. ZERT 3Ry RFAMERINT “san-pve LWE T,
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

2T w74 PVEIEET 3
ER I NPV A1 XEAGIH 52GICEE T BICIF. PVCERZREL TZ22GICEHLET

spec.resources.requests.storageo

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIES : $LRZRAEY B

PVC. PV. 8&UTrident’R) 2 —LDY A X=MERIT 5T ILRMNERICHELICCEZIRFETE X
ERS
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

FCRUa—LZILELET

csI7ZoeEra=Z> I V—ILzERL T, FCKER) a—L (PV) ZHERTET XTI,

@ FCARY 2 —LDHERIF R S /N THAR— 3N ‘ontap-san' TH D . Kubernetes 1.16LABEH A
ETY,

FIE1 : R a—LDIRETR—FITBELIICAML—CUSRZERET D

StorageClassE&E%MREL T. 7+ —JL R %EIC true 5%E L “allowVolumeExpansion™ % 9

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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BEfZDStorageClassDIFEIF. NTIAXA—RZEHDESITHREL £ allowvolumeExpansions

FIE 2 : ¥ERL L 7= StorageClass % {fFH L T PVC Z{ER L £ ¢

PVCEZ%=REL. #FH L T. 'spec.resources.requests.storage FHIL K FLIT B3 H 11X (T 1XLbD
HAIABITNERD FEA) ZRIIEET,

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

storageClassName: ontap-san

Tridentld kG AR ) 2 — L (PV) ZERM L. COXEHNARY 2 —LEKR (PVC) ICEEEMITET,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC 2Ry REEELET

YA XZEETEZRY FICPVZERLE T, FCPVOU A XZEET BHTIF. RD2DDIFUANEZS
nx9,

s PVAVRY RICEFR TN TUVWBIES. Tridentid AL =Ny I IV REDORYY a—L%EIGRL. T/81
2HBIFX VYL T F7MILVRTLOYA X EZEELF T,

BTN TULVARUVLWPVDOH A XZZTBELLO>ETB L., TridentiEA ML —SNY I ITY REDR) 2 — L4
EIELF T, PVCHRY RICNT Y RENB L. Trident 3T N1 RZBX*Xv> L. 771 RT
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LOYAX%=BELET, BRIBENEEICKET 5. Kubernetes | PVC 1 X=E#HLE£9,

COBTIE. ZFEBRET IRy RHBMERINT san-pvc WX T,

kubectl get pod
NAME READY STATUS RESTARTS AGE

ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

2T v T4 PVZHLEET B
ER S NPV A1 X Z1GIH 52GIICEE T BICIF. PVCEZRZHREL TZ2GICEFHLET

spec.resources.requests.storageo

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIES : $LRZRAEY B

PVC. PV. 8&UTrident’R) 2 —LDY A X=MERIT 5T ILRMNERICHELICCEZIRFETE X
ERS

189



kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1i RWO

Delete Bound default/san-pvc ontap-san 12m
tridentctl get volumes -n trident
e f————————— f———————————————
fom— o fom———— fom +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
oo e e oo o= R S e
et et o= S et +
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |
ittt i S et o=
R o fom—— +———— +

NFS R a—L%=ZIELET

TridentTld&. . ontap-nas-economy ontap-nas-flexgroup. .« « gCp-Cvs azure-netapp-files’
BLUONYIIVRTFOES 3=V ENBNFS PvsDARY a2 —LIENIYR—EEINET “ontap-

naso

FIE1 1R a—LDIRETR—FITBELIICAML—C IS RZERET D

NFSPVOH A X Z2ZEET 3ICIE. BEZIZEI. 74 —ILFZIC true RELTRY 2 — LOHERZFFAI S
BEIOICAML—CUSREHRETIHENHDET, “allowvolumeExpansion

cat storageclass-ontapnas.yaml

apiVersion:
kind:

metadata:

storage.k8s.io/vl

StorageClass

name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas

allowVolumeExpansion: true
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COFTLIaVEEELETICA ML -SSR 2fliAHDHZEIE. Z2ERLTEBIEOX ML -0 5 2R
E£I37FTTHR) 2a—LZHRTEFET kubectl edit storageclasse

FIE 2 : B L7z StorageClass =1L T PVC #{ERL £ ¢

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi
storageClassName: ontapnas

Tridentld C DPVCHIIC20MIBOONFS PVZ{ERX T 2 BN DD £7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£f3d561-b199-11e9-8d9f-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£-5254004d£fdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

27w 73 PVZHLEET B
#TL <1ERE L 7-20MiB PVOH 1 X% 1GIBICEE F 3ICld. PVCEIREL TIGBIZEREL

‘spec.resources.requests.storage’ £ 9

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

FliE4 : ILRZRET B

PVC. PV, &&UTridentl) 1—LOY A XEWRI 5L T YA XEENEL HEELTDE 5D EHR
EETEET.

192



kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R)a—L%zAVER—b
ZEALT. BIFOX ML —2RY a—L%Kubernetes PVE L TA Y R— b TEET
tridentctl importe
WMEEREE
TridentiCZR) 2a—LZzA Y R—bF3ENIEIRDLED TT,
TPV —=aveEIAVTHEL. BIEOT -2ty FEBRMET S
s —BEET IV —=aviliET—2ty rooO—>%zEA
* EEHNFE LcKubernetesV S A2 = BIBELXT
CTAaPRRVANVEICT ) r—> 3> 7—3%%817

EEEHE
R a—L%EAVR—bF3H1IC. ROERFBEZHERL TLEEIL,

* TridentTA Y R—FTE3DIE. RW FRARD/EZIAH) 21 TODONTAPRY 2 —LDH TS, DP (
T—R1RE) A TDR) 2a—LiESnapMirrorT AT« %—> 3 >R1) 2a—LTY, K')a—L%Trident
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ICAYR— b9 3HIIC. S 5—BREERTIVEDHD XY

*TOTa T BRERDBRVWR) a—LZ2AYVR— IR EZHRELET, 7IU/T« TICERATINTULSR
Ja—LZAVR=bFTBICIF R)a—LDI7O—2ZERLTH S VR—hZ2RTLET,

Kubernetes| & ARIDER 2 SBHHE T\ 7O T 1 TBARY a— LRy FICHBICERTS
(D 3o, chiEdaysRUa—LTHICEETY, TORBR. F— AT 38
nD & T

* PVCTIEE T ZHENH D F9H. "StorageClass Tridentld1 > R— FRFICC DN X—2%ZFHLEFE
Ao ARL—=T0FRUE0 R a—LDOERERFIC. A FL—FICEDWTERRIRER 7 — L 5iEIR
TRHICFERINET, R)a—LIFTTICHFEETRD. 1 VR—bEFICT—ILZBIRT Z2UNEILH
DEHA, EDH. PVCTEESNIEA ML —CI0FRE—BLEBWNY I I Y RERIET—ILICARY
A—LDEFEELTHT VAR— MEIEML EFtEAS

* BEFEDORY) a—LHA XIPVCTRESIN, RESNFEF T, ARL—=URTANICE TR a—LHA
ViR—kEN3E. PVIZClaimRef #fEB LT PVC ICfERENE T,

° BAIARY > —IF. PVTIFBRHICICICERE SN TU ‘retain" £ 9, Kubernetes ' PVC ¥ PV ZIEEIC
NTYRTBRE. BRRARVS—DBINL—SOSROBRBRY S —ICEHhETEHFINE T,

°c ML =0 S ZROBRAR) S —HDIFE. “delete PVAHIBRENZ X ML =R a— LD
BRI E 9,

* T74J LTIE. TridentidPVCEZEIEL. /\'v ¥ T K TFlexVol vqumetLUN@%ﬁﬁ%’:beiﬁ'o 7
SO ELTEENRADR) 2a—L%EAVR—FTEEXT --no-manage, ZFAT 3HBSE --no
-manage. TridentidA 7z bDSA 790 7). PVCEIFPVICR L TGEIMDIREEZRITLEE
Ao PVHHIREINTHRX ML —UR Y a—LALIGHIKRENS, AU a—LDo7O0—>%AR) a—LDOHYAX
TEREDZTOMOUNEBELERINE T,

CDATTaviE. AVTFHEEN=T7—2o 00— RIC Kubernetes Z{ER T % H'
Kubernetes UINA TR ML =R a—LDSA 7Y A UL E BB T Z58ICER T,

*PVC EPVICT/T—arvhBmMenEd, CO7/F7—>avid. RUa—LHAYR—bEni=C
Y. BLUPVC L PVHBEINTWAZEZRd _E0EMNERI-LET, COT7/T—avidE
BEIFHBRLABEWTLCIEEW

R)a—L%EAVR—bLET
ZEALTR) 2a—L%A Y R—FTEEXY tridentctl importo

FIE

1. PVCOERIC £ 3 % Persistent Volume Claim (PVC ; kMR ) 2 —LEK) 771I)L (BE) =ERK
LF9 pvc.yamlo PVCT7 71 JLICIE. « namespace. accessModes LU
‘storageClassName DEFENTWVWBAREDRHD £ “name, BEICIHLT. PVCEETZIEETE

F9 unixPermissionso

RAMERDOFIZ RICRLE T,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

(D PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2. O R%EALT tridentctl import. AU a—LALZSETrident/Nwv I T ROZHIE, A ML —
S EDORY) a—LE—EICHE T 3%81 (ONTAP FlexVol. Element Volume. Cloud Volumes Service/\
2 B#IEELEFT, FPVCT 7AIADNAZIEETBICIE. BIEDHKRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

il
PR—FINTVBRSANIZDOVWT, RORY a— LA VR—bOBIZERL TIIZE L,

ONTAP NAS$ £ TFONTAP NAS FlexGroup

Tridenti®. K> /\¥ “ontap-nas-flexgroup” R4 N&=FB LA a—L1VKR—rEHR—FLTL
‘ontap-nas’ ¥

* “ontap-nas-economy’ K 5 Nidqtreez 1 > R— b B IUVBEEBTEEH Ao
(D * ‘ontap-nas’ K 5 /N & “ontap-nas-flexgroup” R 54 /N Tld. R 2a—LBDEEIIFFAIS
NTLWEHA

RSANZFERLTERSINEEZR) 2—L4 ontap-nas " &, ONTAPY T XA EDFlexvVol volumellED
9, RSANEFERALFlexvol R 2a—LDA V7 R— bk ‘ontap-nas BHEFKICHEEEL £9, oNTAPY
S ARICT TICFET BFlexvolR) a—LAld. pvcE LTAYR—FTEEXT ‘ontap-nas. Ak

I« FlexGrouphl) 2 —LIFPVCE L TA >V R— F TE £ T ontap-nas-flexgroups

ONTAP NASOD
ROFNE. BEWNRA) a—LEBENRNR) 2a—LDOAVR—rERLTWETD,
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BIEWRA) 2— L4

ROFIE. CWSKFD/NY I I RICHS ‘ontap_nas' EWVWSKEIDRY a—LxAVR—ML
‘managed_volume' £ 9,

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm - fom -
fomm o o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |
o fomm fom -
e o fomm - fomm - +

BENRADR) 12— L4
5|8 ER LTSS --no-manage. Tridentld R 2 —LDEZFIEZEEL FH A,

RIS Ny I>RT ontap_nas'z - >»7R— k9 3%]%Z L ‘'unmanaged_volume £,

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

e fomm - e ittt
fomm - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fom
fomm o fomm fo—m +
| pve-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | false |
o to—m fom -
fomm o fomm - tomm - +

ONTAP SAN

Tridenti&. K> /\¥ “ontap-san-economy’ RS+ N&EFERA LR a—LA VR—rEHR—LLTWV
‘ontap-san’ £ 9

TridentTld. BE—ODLUNZZLONTAP SAN FlexVol/RY) 2 —L%EAVR—bTEFET, I RTANLE

—E L TL ‘ontap-san'£9, KRS /\I&. PVCZ XICFlexVol volume% fERL L. FlexVol volumeRIZLUN% £
L %9, TridentiZFlexVol volume% -1 > 7R— k L. PVCERICBEEMSITE I,
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ONTAP SAN®D
ROFNE. BEWNRA) 2a—LEBENRNR) 2a—LOAVR—rERLTUVLWET,

BIENMRARY 2—L
EIEWNRR) 12— LDHFE. TridentidFlexVol volume D% aiZ I FlexVol volume R DLUND & %
(Z " lun0"ZEE “pve-<uuid> L £ 9,

RIS, Ny I RIZ#H BFlexVol volume “ontap_san_default % -1 > 7R— k9 3% =R L “ontap-san-
managed' & 9,

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

Fommmmmmemsmemrrrrrrrrre e e e e Fommmmo= Fommemmcememoo=s
Fommmmmmm== e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsmsseseses s s s e e e it fommmmmmemememe=
Fommmomomme R S e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
e Rt Frommomoms Fommmmmmomoomo=s
Fommemmomo= o memererserererr s eseee s ee e Fommcomo= ommmcemos +

FENRADR) 2— L
RIS, NP I RT ontap_san'% - >»7R— k9 5%% /R L ‘'unmanaged_example_volume' £ 9,

tridentctl import volume -n trident san blog unmanaged example volume
-f pvc-import.yaml --no-manage

T Emattett P o=
Fommmmmmm== e s s s s s s s Fommmmm== S ettt +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e e mesesese s s s s s e s o= e
Fommmmmomo= B e Fommemmoe S +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommemmmrmsmerrrrrrrrrre s re e ee e em o e e Fommmemememeoes
Fommmmmmm== ettt fommmmm== o= +

ROFNCRT & SIS Kubernetes/ — FDIQNEIQNZ HE J BigrouplcLUNZ T Y E >3 8, EWS T
S—HRRIINZET, 'LUN already mapped to initiator(s) in this group’ 7/R) 2 —L%Z 1 VR—FF3ICIE. 1
ZOT—R%HIBRT BD LUNDIY Y EV I ERRT D2HENHD £,
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup

mixed linux ign.1994-05.com.redhat:4c2elcf35e0

BR

Tridentid. NetApp ElementY 7 b 7 & B 54 NZER L fcNetApp HCIRJ 2 — LA >V R— b ZHR— bk
LTWXTY solidfire-sano

Element RS ANTIEAR) 2a—LBDEB/H I R—bIhEFT, L. R a—LERHEE
(D LTLaHa, TidentiZT5—%EL T, BREL L TRYa—LEIO-ZVF L, —&
DRV 2a—L%ZIBELT. 7O0—>AR)a—LzA>YR—rLET,
BRI
ROFIE. Ny T T RICKR) 22— L% “element_default' - >7R— k L “element-managed” £,

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e
e L L frommmom e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e fom -
fremsmm=a==s et R fremememm=s I
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
fossssssssssssesessssoses oo sssssssss s fremem==== fossmessmemae===
fem======== e fmm====== fememe==== 4

Google Cloud Platform

Tridentid R S A NZFER LAY 2 — LA Y R—bZHR—ELTL ‘gep-cvs' £9,

NetApp Cloud Volumes Serviceh* 5 {ER T 77K 1) 2 — L% Google Cloud Platform|Z - > 7R—
@ g BICIE. R a—LNRATR)a2a—LZHELEFT, AJa—LNREFE RJa—LDOI

P AR=ENZADDIFELS R TT /o T XIE. TTRR—ENZBDHZE.

*10.0.0.1:/adroit-jolly-swift R 1J 2 — L1 /S 2127 D “adroit-jolly-swift & 3
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Google Cloud Platform Dl

RDFNE. R 2—L/INZHD “adroit-jolly-swift /N 7 T > RIZHKR1) 22— L% “gepevs_YEppr-f ~7R— kL
‘gep-cvs £ 9,

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommemmcemsmerrrrrrrrrrers s re e e em o Fommmmom= Fommemmcemeomoee
Fommmmmmm== et Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmssesesese s s s s e e it fommmmmmmmemem=
e L e e e S e et +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmmmsmeososorreroememerene oo memmm o Fommomome Fommmmmmomoomo=s
Fommcmmomo= B e Fommcomo= oo +

Azure NetApp Files

TridentiZ R4 NZFEALIAR) 2 — LA VR— b%ZHHR— kL TUL azure-netapp-files’ £ 9

Azure NetApp Files’h) 2 — L% A VR— b 3321 R a—LNZATR) 2a—LEZHFELF
(D) %o RUa—LARE. KUa—LOTH K~ b SRADDIHEEBATY :/0 LRI 7
T RNZADDIFE. "10.0.0.2:/importvol1 7R 2 — L/NZIKIZHRD “importvol1® £ 9,

Azure NetApp Files Dl

ROFNE. R 2—L/NZ%ZFHFD “importvol1' /Ny U T > RD7R1) 2 — L “azurenetappfiles_40517 % - >R
— kL ‘azure-netapp-files’ £ 9,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

Fommcmcmcososseosrsres e e EsEe TS C eSS eSS Fosmmmmmes Fomcsmsmsmsmsoss
Pommmmmmm== e e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B e e Fommmmmoe Fommmmomos +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

Fommmmmmmmomeorrrrrrrrre s re e mm o Frommmmomos Fommmmememesemos
Fommmmmmmme et Fommmmme Fommmmmme= +
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Google Cloud NetAppR!J) 21— L
Tridentid K S A NZER LR 2 — LA > R— b%ZHR— kL TUL "google-cloud-netapp-volumes £ §,

Google Cloud NetApp Volume Dl

ROBIE. R 2—Le—H#EIC testvoleasiaeast1’ /Ny ¥ T > RIZAR ) 22— L% “backend-tbc-genv1™ 1 >R —
k L “google-cloud-netapp-volumes™ £ 9

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

o fomm -
frossssssssmes e s e fremsmem==== fressmssee e me s o s s e e
f======== fememe===s 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s

fmm e e et s
R remmmeme== +F

| pvc-a69cdal9-218c-4caf%-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-¢c6295fe6d837 | online | true
|

fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

S T fro e e e e
fre=m=m==s fremmmeme== iF

ROFIE RCD =23 >I22DR) a—LhH3HEICR) 2— L%+ >R— kL "google-cloud-netapp-
volumes' £ 7,
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4caf%-a9%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

R 2a—LDBREINILZARIIAITS

TridentTld. fERL7cR) a—LICHODDRTVRAFIE IRNILZEDH TR ENTE
9, CNUCED. R a—LEHFEL. FNENDKubernetes!)Y —X (PVC) IZfE
BIZIvEYITEET, Flee NWIIVRILRILTT VY IL—r2EHELTHRA
LR a—LBEDRBZLIRNIVEERTEZEHTEET, E. 1R —b. £

7 O—2%Z1ERT 3R ) a—Lid. T FL—MIERLFT,

FtE Y BHIIC
HDRAZAIA XEEERR) a—LBETNILDHYER—F
1R a—LDER. 1 >R—b, 70-Z20 OFNIE,
2. ontap-nas-economy K 5 NDIHE. qtree’R) 2 —LDRAFIIEITHRT > FL— MRICEML £9,
3. ontap-san-economy K 54 /NDIFE. ZEIT > L — MMIEHT ZDIELUNBEDH T,
HIFRSEIE
1. AR ZTA XARER AR a—L%IE. ONTAPA Y L ARSANEDAEBRENHD £,
2. hZARAIA XAEERAR) 2a—L%IE. BEFEORD) a—LICISERINEE A

HRATA XegER AR 12— LD ERE

1. &7 7L — b OENBBYXHREATI S —DNEELIGE. Ny IV FOERIFKRBLET,
L. 72T7L—=br7T70 75— 3 0 RERLIGEIE. BIFEOSMARANICE > TR 2 — LICRRTHI T

bNET,
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2 Ny U IV RBROBRTYTL—r2ERAL TR 2 - LOZRIMEESNTWVWBRHE. AL—2TF
L7414 v O RIBHEINE A, EEDOTL T v I REZTVTL— MIEEEMTEEY,

BRITOTL—bESNIVEZERLIENY 7T RO
NRARLBTYTL—ME L= bLARNILFLFT—ILLARNILTERTEF T,

L=k LAXILOF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",

svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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T=ILLARILDF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{
"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"
by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
}
]
}
2RIT> 7L — DA
Bt
"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{

.config.BackendName }}"

*WJ2 * .
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

ERINETRAVE

1. R a—LaYR—bDHFE. BEOR) 2a—LICHEDOHERD IRILDHZEEICOATRNILHEHRS
nExd, f: "provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o

2. BEWRA) 2a—LDAVR—FDFE. R a—LBREINYIIYRERDIL—FLANILTERINTE
BEITYTL— FORICKE X T,

3. TridentTld. storage 7L 74 v I REEBELILR T4 XBEFOFERITHR— T TOLEE A

4 FOTFL—=HMIE2THRY 2a—LEAD—EICESHBWVEE. TridentTIEWLW DD DT A LEXFEHHEN
INT—BDORY 2a—LEDPERINE T,

S NASTI/X—RUa—LDARZLZDRENCANFZEZ 355, TridentlIEIFDLRAIHRK->T
R a—LIZRFZ[TET. MOITRXTDONTAP R SANTIE. R a—LBH a0 LRZEZ 3
. R a—LDERTOEADKBLE T,

Z—LAR—ABTNFSR) a—LEHBLET

TridentzEA T2 . T53AIX)RX—LAR—=RIZAR) 2a—LZERL. 1DULEDEH
VRN R—LAR—ATHETEEY,

ESHE

TridentVolumeReference CRZfEA T % & . 1 DLl EMDKubernetes % — s X R — X B TReadWriteMany (RWX

) NFSTRU 2 —LZZLIHETEET, ZDKubernetesA T+ TERE ICIE. KOLS B XU w RHBH
D %9,

X2V T A EBRTBIEDHIC. EROLARNILDOT U1 AFNEHDRIEET
* TARTDTrident NFSAR) 2 —L RS /NTEME
* tridentct > Z DD IER 1 T 1 T DKubernetestBEICKTZEL FE A

CDEIFE. 2DDKubernetes r— L AR— A TDONFSHRY) 2 —LOEEFZRLTVWET,
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prmay @)
namespace

o -
=1 :
pv 1
]

________________________

namespace

TVol €—p» TVol

1
1
]
1
1
secondary |
1
1
1
1
1

=
3
2

.......................

TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

TAYvIXZ—b

NFS/R) 2 —LAHEFIZFWS DD DFIETHETETET,

o R)a—LEHETBELSICEKETPVCERTET 3
V—ZAZ—LAR—ZADFEEIE. V—APVCOTF—RICT IR TR3EREZHELET,

e 5B RRIZERICCRZEAN Y 2 1ERZ 59 %

DS AAEBEN, TRT 4 F—> 3 R—LAR—IADFAEEICTridentVolumeReference CR%= {EfK 3 218
[REAELX T,

e FRT A4 %— 3 > H%— L AR— X |ZTridentVolumeReference % {EFX,
BB HIEEOFREEIZ. EETPVCEER Y 3 - TridentVolumeReference CRZ1ERL L £ 9

o WAL= LAR—X|TTFIPVCEIER L £9.
WAZEIZEROREEIZ. EXETPVCHSDT—RY —X%=FEHT S FUPVCEERL X9,

V—RARX—LAR—RETRATAX— 3V RX—LAR—RAZRELETT

TXaVToZHERTDEHIC. F—LAR—IABHETIE. V—XRX—LIAR—IADFAEE. V7 XAXERE
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E. BLUBHER—LAR—ZADFABEZICLZASRL—23 > 8703 >R ETY, 2—HO0—)LIEE
FIETEEL X,

FIE
1. V—=ZAR—LAR—ADFAEE : pvc(pvel ZIEM L £T) ( namespace2, FREMHALT. TAT+
F=2 AR —LAR—REDEEERZMNELEX T, shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentld. PVEZDNY I IV RNFSA ML —UR) a—LZEHRLEFT,

c AVIEYIDUZ bZ2FERAL T, BHOBIZERICPVCEHBETET T, L
“trident.netapp.io/shareToNamespace: namespace2,namespace3,namespaced4 T,

C) o ZFALT. IRTDR—LAR—IAEEETEET *, HIXIE.

trident.netapp.io/shareToNamespace: *

*PVCIEWDOTHEHLTCT7 /T—>a %803 N TEETY

shareToNamespaceo

2. S 2ARXERE *HXRZLO—)L LkubeconfigZ EF L T. TRAT 14 %—> 3 VR —LAR—IADAE
& ZTridentVolumeReference CR% £ ¢ DR %# (5 L £ 9,

3 *FRF A R—2 3V R—LAR—ADFEE | *V—ZAR—LAR—XEBRY
3 TridentVolumeReference CRZ 7 X7 1 21— 3 VX —LAR—RIER L £ pvclo

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel
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4 BEX—LAR—ZAFAEE | (pve2 BRI —LAR—RIZPVCEER (“namespace?2) o EREFEAL T
ZETPVC%EIEEL £9, shareFromPVC

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() sEPVCOY A Xid. RETPVCOY A INT THERENBD £ T,

&R

TridentldT X574 %—> 3 VPVCOD 7/ T—> 3 0% HAED shareFromPvCe, VY —APVA KL —2 )Y —
AEHEBEITZHMEORI L —2UY —ZOBWTFIA) 2a—LELTTF AT R2—> a3 PVEERL X T,
FWAPVCEPVIZ. BEEEDODNAVRINTUVEELSICRRET,

HER) 2 —L%=HIR
BHOX—LAR—IATHEINTWVWSARY 2a—LIFHIBRTE X, Tridentid, V—XRX—LIAR—IEDR
)a—LA\DT7I7tX%HIFRL. FDR) a—LEHETRIMDR—LAR—ZANDT I %=#HIFLET,

CDR) a—LEBBLTVWAR—LAR—AEZIRTHIFRTD . TridentiC& > TR a2 —LDHIBREINE
ERS

IR 2—LDYIT)IZER tridentctl get
A—T14 VT« %ZEAT B[tridentctl & ANV RZEITLTRER) 2 —LZEIETE XY "geto &+

MICDOWTIE. U > ../ Trident -referenceftridentctl.html A<Y > R & A 7> 3 V]2 BB L C[tridentctl < 72&
LYo

Usage:
tridentctl get [option]

737
* -h, --help:HRUa—LDOAN)LT,
* —-parentOfSubordinate string: ZIUZ FMIDY—RXRR) a2a—LICHPELET,
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* ——-subordinateOf string:Z TV %R a—LOTFAICRELET,

HIBREIE
* TridentTIE. TRAT A R—2 3 VR —LAR=IADHER) 2 —LICEZTAFTFNRVESICTBZILIEFT
TECA HERV2a—LDT—ROLESZHLETSICE. 77OV IR EDOTOLIZFERATS
REDRHD T,

* £7:z1F shareFromNamespace FRZHIFRL7=D. cRZHIFRL7=D L "TridentVolumeReference"
T XETPVCAD T IV RZBWDET ZCIEFTEEXHA “shareToNamespaceo, PP AZHDIET
Il TRIPVCZHIBRT ZHENDHD £,

* Snapshot. 70—, BFLUVIS—UVJIETUDR) 2a—LTIEFRITTEEE A
ISR
F—LAR=RFEDRY 2 —LT7 7 EZZADFRICOWVWTIE ROBERZERLTIET L,

T IVERALET"R—LAR—ABETOR) a—LOHE | F—LAR—IABOR) a—LT7 I %H
B9 318413 MHelloy EADLET"

*DTFEECELLEIV"RY F TV TTV,
2= LAR—ALETR) a—LE7O—Z>%

Tridentz 9 % . [E LCKubernetes?Z S A ZRNDFIDHE—LAR—IAHSEEZFDR
a—LFIFR) 2 —LSnapshotzFERAL THLWRY a—LZERTETET,

R a—L%ZEIO-Z2VJFRHIUC. V=RETRATAX=2YA2YDNYIIYRDRATEARL =05
AWREACTHZ R LTIIEE L,

V49T AZ—h
R)a—LoO-Z T EHOTHERTYy ITEY b7y TTEET,

R a—L0oO0—->%1ERT 276D —XPVCDKE
V—RRZ—LAR—ADFBEEZIE. V—APVCOT—RICT IR T3EREZHE5L 7,

5B HAIZEEICCRZER Y 2 1ERZ 159 %

PS5 AAEBEN, TRT 4 F—> 3 R—LAR—IADFAEEICTridentVolumeReference CR%Z {EfK 3 2 1&
[RBEAELX T,

FRT A4 %— 3 > F%— I AR— X |ZTridentVolumeReference % {EFX,
BRI OB EIZ. EETPVCEERB Y 3 7= TridentVolumeReference CRZ1ERL L £ 9

i
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WX —LAR—ZADFAEEIZ. PVCEERL T, EETR—LAR—IADSPVCEERLEX T,

V=RR=LAR—RETRATAF =23V R—LAR—ZAZRELET
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1. Y= —=LZAR—ZAFAEE  (pvel VY —XRZ—LAR—XIZPVCEAER ( namespacel) o R
(namespace2 ZFBALT. TATA R =23 VR—LAR—RHETZEREZHGELE T,

‘cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentld. PVEZFDNY I IV RAML—URY) a—LEERLET,

cAVIREYID U b ZFERAL T EROBRIERICPVCZHETETF T, LI
“trident.netapp.io/cloneToNamespace: namespace2,namespace3,namespaced4 T 9,

@ o ZERALT. INTODR—LAR—REHEEFTEFET », HZIZ.

trident.netapp.io/cloneToNamespace: *

*PVCRLWOTHEHLTT/T—2a v EEDE LN TERT

cloneToNamespaceo

2. 2P S ARXEEE *H XX LO—)L kubeconfigZ fE L T, TAT 4 R—> 3V R—LAR—ADAE
& |CTridentVolumeReference CRE T AT 4 % —> 3 VX — L AR—XIZ(ER T 2 1ERZ G5
L (namespace2 £9) o

B *TRTA X =2 AVR—LAR—ADAEE (*V —AR—LAR—R=ZBRT
3 TridentVolumeReference CRZ 7T X714 #—> 3 VR —LAR—RIEH L £ pvcls
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 WA= LAR—IADFAEE : (pve2 FBEAELR—LIAR—ZXIC “cloneFromNamespace  PVCHE{E
F{ (' namespace2) o F7zl& cloneFromSnapshot 7./ 77— 3 »%&ERAL T, XEmevcEIEEL X
9 “cloneFromPVCo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi

HIFRSEIE
*ONTAPNASI O/ I—RSaANEFERALTZOES 3 =Y EINPVCTIE. ZiAROEARAIO— I
HR—bENFEHA

SnapMirroriC & 3R 2 —LDLF)T7T— b

TridentTld. T XXV ANVRBICT—2%ZL U5 —h337=0I1C. ET7ERICH
BU95RAZDY—RAR)a—LET AT X =23 AR) a—LOBOI >—BFEY
R—FLTWVWET, BEIZERBARZLI)Y —RXEEH (CRD) #FERALT. XRDEERE
TCTEEY,

« RYa—L4 (PVC) BDIS—EREERT S

c R 2— LB S —EROEIR
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ONTAP 7 5 XX
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ICDOWTUE, ZBRLTLKIETVW"YSRZE SVM OET ) VT DEE",
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UTOFIEICHE>T. CRDDFIEFERL T4 IR a—LeEAYR )R a—LOMBICE Z—BF%
ZER L £9,

FIE

1. 7514 < )Kubernetes? S XA X CTROFIEZETLE T,

a. NS X—AR%I8E L CTStorageClasst 72 ¥ b Z{ERM L trident.netapp.io/replication:
true £9,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. LUATIC{ER L 7=StorageClass % L TPVCZER L £ 9,
¢l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. O—AILIE#HKR% ST MirrorRelationship CRE{ERL L £

il

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Tridentid. R 2 —LDORERIERE R 2 —LDIREDT—21RE (DP) REEZ Tz vF
L. MirrorRelationshipMstatus 7 + —JL RICfEZ AL £,

d. TridentMirrorRelationship CRZEX{§ L T. PVCOAEBH ESVMEEFL £,
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kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas
observedGeneration: 1

2. ¥ h>H)Kubernetes? 5 A X TRDFIEZERITLE T,
a. trident.netapp.io/replication: true/X\ > X — X %z f#F L TStorageClassZEf L £,

ll

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. 7 X714 x—> 3>V —ADIEHR % E L MirrorRelationship CRZER L £ 9
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kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

Tridentid. FRE L7BERAR) > —% (ONTAPDIZEIET 7 /L ) %R L TSnapMirrorf8{% % ERL
L CHIERfE L £9

C. hH>A1) (SnapMirrorT AT« %—>3Y) & L TH#AEEY % StorageClass% ER L TPVCZEERL L
9,

ll

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

TridentiX TridentMirrorRelationship CRDZF v ¥ L. BMRHEFELBRWEEIFR Y 2 — LDIERIC
KL XTI, BARHMNEFEET BHE. Tridentid®H L LIFlexVol volume%. MirrorRelationship CEZ S 11
TW3JE—FSYMEETRERICHZSVMICEEEL £ 9,

R)a—LLTVTr—23 > DORE

Trident Mirror Relationship (TMR) |&. PVCRDL 77— 3 VBRO—imZFRICRDTY, FBHTMRIC
& BROREZ TridentlBE T 2KEDH D £9, SBEATMROREIZIRDEH D TY,

* BEYLBEA - O—AIPVCIE S S—BRDT AT % —>avR)a—LTHD., CHIFFHLVLBERT,
* B4 : O—AILPVCIZReadWrite TY U > RAIEETH D . = T —FERIIIREBTIEH D £HA.
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* *reestablished * : O—HILPVCIES S—BFRDT AT %—>a>»R)a—LTHD. UBIEZEDIS—

ERICEENTVWE L
° FRFAX—a VR a—LIZFTRT4X—a3 VR a—LORBELESTZH. V—RR
) a— L DBEBRIEILINIZ CHHBI5E1E. reestablishedRREEZFERTIHNENHD £,

R a—LHLUENCY — X EDBRICED o 1356, BREIIREBIFKMLET,

HEN T T —ILA—N—ICtEh> A UPVCEFEIKT S
tH>H 1) Kubernetes? S XX TRDF|IEZETLET,

* TridentMirrorRelationship®_spec.state. 7 1+ —JL K ZICEH L £9 promoteds

STENT TAIILF—N—FRICtEH VR PVCZ AR
STEMN 7 TAIILA—N— (#817) RIS, ROFIEZEITLTEARZIUPVCE TOE—FLE T,
Flig

1. 754 < )Kubernetes” 5 X 2 TPVCDSnapshotZ {EFL L. SnapshothMEF SN2 £ TEHEB I,
2. 754 < ')Kubernetes” 5 XX T. Snapshotinfo CR%Z ER{ L THRERDFMAZEEL 95

il

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl

metadata:
name: csi-nas

spec:
snapshot-name: csi-nas-snapshot

3. ¥ H A ) Kubernetes?Z 5 X2 T. _TridentMirrorRelationship CR®D _spec.state. 7« —JL K
% promoted [CE# L. _spec.promotedSnapshotHandle % Snapshot®internalNamelZ L £ 9,

4. & H A 1)Kubernetes” 5 X X T. TridentMirrorRelationship® X 7—4 X (status.state 7+ —JL )
H'PromotediCHE > TWB Z e #MEEEL £,

TTANFA—N-RICZSZ—BEFZVI+TTS
ST-BEREVILTIBHEIC. FILWITSAT)ELTER T 212 ERL T,
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1. >4 1)Kubernetes” 5 X 2 T. TridentMirrorRelationship® _spec.remoteVolumeHandle_field D{EH'E

I TVWBZ e zmEELE T,
2. ¥ H >4 )Kubernetes7 5 X2 T. TridentMirrorRelationship®_spec.mirror_field% (CE#FH L £ 9

reestablishedo
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1. PersistentVolumeClaim CRD & TridentMirrorRelationship CRD%. BNzt hH> 4 ) (FRAT 1 %—
>aYy) VI REAMGHIBRLED,
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apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-b

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRDDIRREZ RBRL 9, Succeeded. In Progress. _Failed_®D
WINHDEZIEETETF T,

CSl rROSCEFERLET
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kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1le4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdoc4"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df"”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:492",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

* OIS RARD/ —RIZIE. FARODHIGE topology.kubernetes.io/zone' &R $ S NIV E ST 2 HEHLH
D (‘topology.kubernetes.io/region” £ 9. CNHE5DTANIL*E. Tridentz bAROZKIGIC T B 7= IZTrident
ZAVRAM=ILTBHIC. VFRAFZAD ) —RHICHRELTEKBENHD T,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amdo64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-

eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

FIE1 : bARODSTISNY I T REERT S

TridentA kL= Ny I TV RIE. PRASEU T4V —VICEDSVWTGERNICRY a—Lz7O0EY 3=
JEBLIIKATEZ T, BENVIIVRE B R—bINATVWEY -2 )= DU R NERSAS
3> 7AOvIEEBERZENTEFET supportedTopologies o ANL—=U TS AR EDELSHNYIT
YREHERTZHE. AU a—LlF HR—FIATWVWBRU -3 V=2 TRTZDa—-)LldnTwas 7~/
Jy—a hoEBREINEBRICOAMERINE T,
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NI T REEDHZRICRLETD,

YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm
username: admin
password: password
supportedTopologies:

- topology.kubernetes

topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

JSON

"version": 1,
"storageDriverName":

.1o/region: us-eastl

io/zone: us-eastl-a
io/region: us-eastl
io/zone: us-eastl-Db

"ontap-san",

"backendName": "san-backend-us-eastl",

"managementLIF": "192.

"svm": "iscsi svm",

"username": "admin",

168.27.5",

"password": "password",

"supportedTopologies":

{

[

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

‘supportedTopologies'id. /NI TV RZ&IC =23V =D A MR T 378012

FRINET, ChbDU—T 3>y —2ld. StorageClass TIEE TSI 2HAMEDO) A M E

RKLET, NWIIVRTREINZ)—2a> ey -0 T2y 288 NL—005

ZADBE. Tridentld/N\w I T RICKR) a—LZERKLET,
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ARL=F=ILTCICHEETT EY supportedTopologieso, RDFIZBEB LTIV,

version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us—-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

CDHITIE regions INILE zone  IRNILIFRA ML= F=ILDGBFA%ZERL TWVWE T,
‘topology.kubernetes.io/region ‘topology.kubernetes.io/zone’ XA kL — F—)LDEETTZIEEL £

o

Flg2 : FROPCERBITZIANL—C IS REEET S

JSRARD /) —RIREINS ROV SARILICEDWVWT, FROJIERZ S S &L 5 IC StorageClasses
EFEBRTITET, ChUTED. ERSNT PVC BRDIRBERZ A ML= T =)L, LU Trident ICK 2
TFOEYazZyyenfzR) a—LEFERATES / — RO T2y FHSREDET,

ROFEBRLTIES L,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:
fsType: extd

gIR D StorageClassEFE Tld. volumeBindingMode DUCREIMNT "WaitForFirstConsumer WE
Jo D StorageClass TERIMNTz pvc & Ry RTBRINZ EFTUEINIFEA. BLUVIC.
‘allowedTopologies TRV —>r ) =3 % RLET, StorageClassld “netapp-san-us-
eastl. ERRTEELANY I IV RICPVCEZ{ER L “san-backend-us-east1’ £ 9,

ATw7F3 : PVC Z{ER L TERAY S
StorageClass Z{ER L TNV I TV RICYwvE>Y T T3 L. PVC ZIERTE L DICHBD F LT

ROFIEEIRL T spec’ < 72E LY,

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CDORZTTRALZEALTPVC ZELT D L. RDKSBHERICED T,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

CDpodSpecid. V=2 avIlEETS/—RTRYRZEZXTDa—)LL. V—2FTld ‘us-eastl-b’/—>
ICEETBEED ./ — RH5EIRT B "us-eastl-a & S ICKubernetes|CHER L “us-east1 F 97,

ROBEAZBRLTLIET L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny IIYRZEH L TFHS supportedTopologies

BEONy I RZEEH LT, FHD tridentctl backend update VA MZZHBENTETXT
‘supportedTopologies, CHUdF. T TICFOED I ZIENTWVWERY a—ALICITRELET. UED
PVC ICOAERTNE T,

TSR
VT FOUY - REEE
s —RELYA"

T IAZT AT T4 =T 1"
s "BRlE K OmHE"

AFTwToay b EBELET

KR 2—L (PV) DKubernetes7hR!) 12— LSnapshotz RT3 . R a—LD
RAVMVRZALOAE—%ERRTE X9, TridentzEHEL TER LA 2—LA

D SnapshotDERL. TridentDAZBTIERL L 7=SnapshotD - > 7R— k. BEfFDSnapshot
IS5 DFLWARY 2—LDERM. Snapshoth'5DR) 2 —LF—2D) /N EZETT
TEI,

=

R)a—LRXFyv 73y MIATTHR—FINTWVWET ontap-nas . ontap-nas-flexgroup s
ontap-san. ontap-san-economy. solidfire-san. gcp-cvs. azure-netapp-files. €L
T “google-cloud-netapp-volumes' K 5 /\—,

HIRY B HIIC

2Ty Toay b EBETZICIE. ATy Foay A bO—F8HRAE L)Y —REE (CRD) A
WETT, Kubermnetes7—7 XL —>3>Y—JL (fil : Kubeadm. GKE. OpenShift) D1&E|ZE>TLE
ER

KubermnetesT« A R Ea2a—> 3 VICRFy gy A FO—FECRDAZEENTULARWVGEIX. 258
BLTLEETWARY 2—LSnapshotdY FO—SDEA,
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GKEBIEBTAYFTIY YRR a—LRF v T3y b E2ERTZHEEE. XFyvyFoayvbd
@ hO-ZEEHRLEVWTLIEETV, GKETIX. REDIERTOXF vy Ioay ba>ybO—
SzFERALET,

R 21— L Snapshot ZER L £

FlE
1. Z{ER L "VolumeSnapshotClass' £ 9, sHflilc DV TIE. ZBBL T I WIAR 1 2 — LSnapshoty 5
A"
° |& “driver Trident CSIF 24 /NZRLTWE T,

° deletionPolicy ICid. F7cld "Retain ZIBETIT XTI 'Delete, ICFRET S Retain'&. F
TV bHHIBREINTH., A L= 05X XOEBE ¥ A ZYIESnapshothMRIF I 1
"VolumeSnapshot™ £ 9,

il

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BBIZOPVCORFwv T3y b EERLE T,
0l
o RIZ. BEFEDPVCORF vy Foay b EEMTBHZRLET,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o ZOHITIE. EWSPVCDAR) 12— LSnapshotd 72 2 b%Z1ERL L pvcl. SnapshotD&ai% IC5%
E LT 'pvcl-snap LW §, VolumeSnapshotidPVCICILTH D EEEDSnapshotz XTI AT TV +
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ICREE (T 5T "VolumeSnapshotContent LW E §,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° VolumeSnapshot® 74 72 T4 b pvcl-snap AT R CTRECTIT XY
‘VolumeSnapshotContento I& Snapshot Content Name. _ DSnapshot%zifitd
%VolumeSnapshotContent4 77 FE#AIL £, /NTX—&IE. 'Ready ToUse' R+ F> 3
w b EFERALTHLUVWPVCEERTES e ERmLET,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£f660
source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

R1) 21— LSnapshoth* 5PVC% {ERL

ZEALT. WS EFIDVolumeSnapshotz T —X DY —X & L TEA L TPVCE{ERM <pvc-name>" THF
F¥9 ‘dataSourceo fEREM7= PVC (&, Ry RICESFL T, 8D PVC CERKICERATET X,

@ PVCIZY — AR a—LEBUNYIIYRIERSNE T, 28BLTLEILV KB
I TridentPVCRF+ v F 3y hDSPVCEIERT A EIFREBENY I IV RTIETEARL,

RIC, BT —RY =R LTHERLTPVCEZIER T 2H% =L "pvcl-snap’ £ 95

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

A1) 2—LSnapshotD 1 > R—

TridentTld. 75 XAXEEENZ "KubernetesDERIOE Y 3 =>4 & /=Snapshot 7Ot 2"EHL T.
FT72x U bR LD TridentONAEBTIER E N /cSnapshotz 1 V R— kLD TEXYT

VolumeSnapshotContento

FAtRS ZaEiIC
Trident TSnapshotDFRR ) 2 — LHDMERR F 7ld 1M Y R— SN TVWBRRELRHBD X7,

FIE

1. *0 S 22EEE . */)N\w U LT RSnapshotE BB T34 T TV b 2ERLET
VolumeSnapshotContento CAUZK D, TridentTSnapshot7—2 7 O—h BRI NE T,

NV I IV RRAFT Y3y FO&ARI%E trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> " 8E L XY ‘annotations.

° TEL XY <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>

snapshotHandle, — DEWHIE. FUOH L THERF v I3y MMIK > TTridentiCiREI N HE—

DIEFH T ListSnapshotso

@ CROLHIDEIIIC K D, & "<volumeSnapshotContentName> /N\w oV TV RXF v

3y hBEBI—HLEEA

l

ROFITIE NV IITVRRFy Ty hz2BRBIZATI U % snap-011ER L
“VolumeSnapshotContent” & 97,
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2 2SS AREBE AT 10 F%EBBIBCR VolumeSnapshotContent " ZEREL ¢
*VolumeSnapshoto CHUCK D, IBESNILBIERB TEFERTIHDT7 I/ IANERIN
*VolumeSnapshot' £ 9

l

ROFITIE. EWDS%ET import-snap-content " Z B8R $ 3 "VolumeSnapshotContent &L %
BIDCR%Z import-snap fEL XY "VolumeSnapshote

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3 AEIE (7O a>ARE) ATy T ay bE FLERSINIZRELT
VolumeSnapshotContent " MEUPHL%ZRITLEXY "ListSnapshots. Tridentic &k > THER S
“TridentSnapshot £ 9,

e NEBRFw T3 w M. ZIC readyToUse 8% L+ "VolumeSnapshot' % | “true 8% E L
"VolumeSnapshotContent” £ 97,

° Tridenth R D £9 readyToUse=trueo

4 FEDI—H— *Z{ER L PersistentVolumeClaim T. FILLWEEBBL ¢
‘VolumeSnapshoto spec.dataSource (F7zl& spec.dataSourceRef) DHFIIHBEITY
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VolumeSnapshoto

il
RIS, EWVWSEHID “import-snap % B89 3PVCxE{ER 9 % %% < L "VolumeSnapshot £ 9,

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

SnapshotzfEAA L 7=/R) a—LF—2D H/\)

T 7 )L TlE. RZ4/N& ‘ontap-nas-economy RZANZFEALTFOES 3=V JSNfcAhR) 2a—LD
Btz R ARICESH B 78, snapshotT 1 L7 ~UIFIERRICZE>TL ‘ontap-nas’ £9, 71 L7 LUD
2Ty Toay bbb T—2%EE) AN TE3LS5ICL ".snapshot £9,

R 2— L% BUET D SnapshotlCEEER SN TV DREEIC U X 7T BICid. R 2—LSnapshot') Z k
TONTAP CLIZER L &7

clusterl::*> volume snapshot restore -vserver vsO0 -volume vol3 -snapshot
vol3 snap_ archive

@ SnapshotAE—Z ) XA r7F 2. BBEDR) 2a—LRENLEEZTENE T, SnapshotIE—
DIERRRICAR) a— LT —RICMATZEEIFEDNE T,

Snapshoth 5D 1 > FL—RAR) 2a—LDJVA T

TridentTl&. (TASR) CRZfEA L TSnapshoth*'5 R 2a—L%ZA Y FL—XTHRRICU AR TEEXT

TridentActionSnapshotRestore, _ DCRIIKubernetesDWNBET7 IV 3> LTHEREL. WIBDZTT#HE
biFINEE Ao

Tridenti&. . ontap-san-economy ontap-nas. .« ontap-nas-flexgroup azure-netapp-files. .
T gep-cvs DSnapshot U AR FPZHAR—FLTWETY, ‘ontap-san. google-cloud-netapp-
volumes. & “solidfire-san” K Z 1 /\,
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e d S0l
INA Y RENTPVCERAAEEA AR 12— LASnapshothMRE T,

*PVCRT—RADBNAVREINTVWERCZHEELE T,
kubectl get pvc
* R 2 —LSnapshotZFRA T2 EmAT T L TWVWBR R LE T,

kubectl get vs

FIE

1. TASRCRZER L £9. CDAITIF. PVCHELUVR) 2 —LXFvy T3y NADCRZIEML pvcl
‘pvci-snapshot' £ 9,

() TASRCRIE. PVCEKUVSHHET 3LBEMICHET SREN B D 7,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. 24y Foay b5 )X NTIBICIFCREERL X, CDFITIE. Snapshoth 5 1) X 77 L “pvet
9,

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

ER
Tridentid Ry P> 3y b6 T7—RZ 1) X7 L% T, Snapshot) A AT DRAT—RRAZHRTET XY,
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

CIFCALDHZE. BEENRELICEE ICTrident TRUED'BEIRICEEHITINE Z EIEHD
Ftho COBRFZBERITIDHLELNHDXT,

« FIPE T U AEEFF TRV Kubernetes 1—H &, P FUT—> 3V R—LAR—R
ICTASR CRZ1ER S 7=, BEENSHERZMEINRITNIEBRSHBWVGELRHD £
ERS

SnapshotH'BEET T 5N TVWEPVEHIRYT S

SnapshotBBEEFIF 5N TWVWBKETR ) 2 —LZHIBRT S & ML T B Trident/h ) 2 — LAY THIFRA ICE
FEnEzd, Al a—LSnapshotzHIBR L TTrident/R 1) 2 —LZHIBRL £9,

AR a—LSnapshotd> FO—SDEA

KubernetesT ¢ A R E2a—>3VICRAFy a3y OV FO—FECRDAZENTULERWVGEIZ. XD
FOICEATEET,

FlE
1. 7R 2 — LD SnapshotfER
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 24wy by rO-S%ERLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-
controller/setup-snapshot-controller.yaml

@ REICIH L T, ZBiZER% B “deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yam!" TE# L ‘namespace’ £ 9,

BEEl) >
* "/R1) 22— L\ Snapshot"
* "R1) 2—LSnapshoty 5 X"
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