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Azure NetApp Files N\ I TV RZRELET

Azure NetApp FilesZ Trident®/N\w IV TV R E L TERE CTEF £, Azure NetApp Files/\
wO IV RZFERALTNFSR) 2 —LESMBAR) a—L%ZEHTET XTI, Trident

I&. Azure Kubernetes Services (AKS) 75 X ZDEBEWRIDZFERAL-ILT>>v
ILEBHYR—FLTWVWETY,

Azure NetApp Files K 51 /\DEEH

TridentiCl&. 75 AR EBIET B 7=DDXRDAzure NetApp FilesA L= RSANDAHESNTWVWET, T
R—hEINTWVWBET7 IVt XE—RIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany
(RWX). ReadWriteOncePod(RWOP)T ¥,
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* AKSZEER L TEA TN BKubernetesZ 5 X%
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*IBET D "Azure" ZELTridentM I VA M—=ILENTWVWEX Y, “cloudProvider

Trident 7 XL —%

TridentBE FZ A L TTridentz 1 > X b—JL 9 3ICIE. & tridentorchestrator cr.yaml®
IC “"Azure" WEL XY “cloudpProvider, FIRIF :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:

name: trident
spec:

debug: true

namespace: trident

imagePullPolicy: IfNotPresent

cloudProvider: "Azure"
Helm
ROBITIE. BIEZTH%EER L TTridenttz w k% Azurell "$CP -1 > X k—)JL L “cloudProvider &
XS

helm install trident trident-operator-100.2502.0.tgz --create
-namespace —--namespace <trident-namespace> --set cloudProvider=S$CP

<code> tridentctl </code>

ROBITIE, Tridentz 1 > X R—JLL. 755 %IC Azure %7 L "cloudProvider £ 9,

tridentctl install --cloud-provider="Azure" -n trident

AKSD 7Y Z 77 RID

757 RIDZEAT S . Kubernetesihw Rk, BBREIARAzUure 7 LT v ILEIBET ADTIEHL, 77—
JO0—RIDE LTEREET A CAzure Y —RICT7 VR TEXT,
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Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml |l “"Azure" '®E cloudProvider L
*cloudIdentity ‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX & J o

Bz I

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Helm
ROBIRZEH = ERA L T, * cloud-provider (CP) 737 & cloud-identity (CI) *7 545 DEZREL
F9,

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—-XXXX—
XXXXRXXXXXXX"'"

ROFTlIE. REBZH%={ERL CTrident=1 > X ;—JLL cloudProvider. ZAzurell '$CP FRE
L. ZUSING THEERIBEZH "$CI'ICERTE L “cloudldentity” £ 9

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$CI"

<code> tridentctl </code>
ROEIRZHZER L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX~XXXX~
XXXXXXXXXKXX"

ROFITIE. Tridentz A > A b—=JLL. 757 %ZIZREL. cloud-identity' % "$CI'IC "$CP F&E L
“cloud-provider £ 9,



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat



ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1y
"notActions": [],
"dataActions": [],

"notDataActions": []
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ZhiE. NwIIY ROMTNARRIMER TS, COEMTIE. Tridentldf&E S N7IFFRTAZure
NetApp FilesICRZEINTc TR TDNetApp 7 ATV b BET—IL. LU TRy bZ&EHL., 21
S5OT=ILELVHTRY FDIDICHLWARY 2a—LE S VA LICRRBELE T, FEBINTVWST:
®. nasType nfs 77 AL HAEAIN. NV I IV RTNFSAY a—LApFOESaZ>oanx
3_0

C DB IE. Azure NetApp FilesDfERZRIR L TR L TWBEMRET. ERICIE7OES 3 Z>J95HR
) a—LIC L TCENMOHEFEZRET D EHABERZEISELTVET,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



AKSDEIETTRID

CONYIITYREBKTIE. . tenantID. clientID. }* clientSecret BB& T TL) “subscriptionlD®
F9. cnoid. BENRIDZERT 3B8134 >3 > T,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
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AKSD 7 57 RID

CONYIIYRBETIE. 75U RIDEFERT3BRIEA S>3 >y TH3B. « clientID. B
“clientSecret BB I 71T “tenantiD' WLWE ¢,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

RET—INT1IIWN2%EFERALIEEEDT —EXLAILIEBRK

CDONYIIY REKTIE. BE2T—ILADAzZureDIFFR "Ultra' IcR ) 2 — LHEEE I N “eastus” £

9o Tridentid. ZDHZATDAzuUre NetApp FilesiICRZB SN TR TOH TRy bz BHMNICKREL. 20D

WINMTHFLWRY 2a—LZ 5 A LICEEL X7,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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CDONYITIYRIBETIE. 1 D207 71ILICEBDA ML —CT—IIL2ERLET, Cnd. BRD
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes
TIER S 2B AICERITY, ICEDVWTT—ILEZXAT S0, RET—ILSNILHBMERSINELS:

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



HR—bENDZ RO

TridentZ T2, V=3 e 7RASEV T4V —=VICEOVWTT—270—RADKR) 2—L%
EEICOEY 3= TEET, “supportedTopologies CD/Nw I Ty RO IOy Tik. /Nv
IVRZEIC)—=2a>eV—2OURMREBTZ1OICEREINET, CCTEETIU—TaYy
Y —>DfElE. KubernetesZV T X2/ —RDIARILDI =308V —VDEE—BLTVWERHRE
rHOET, ChoD)—2a>eV—2ide ANL—U U5 XTIRETEIHBRMED A RTT, N\
YOIV RTIRHEIND ) -3 eV -0 ey b 288X ML= 0 5 ZADIFAE. TridentldIs

SN =238V —=DICR) a—LEERLE T, SFHICDOVLWTIE. #8BLTLIETWL "CSI

rOCzFEARALET

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2

ARL—PUSZADER
LU "StorageClass' €&l EFRDRA ML —JT—ILEZRLTVET,
T4—ILRIPIAVIETA /) LA parameter.selector

#{EFA 9 % parameter.selector &« K a—LDKRAMIMERITZRET—ILCCICZIBETEEXY
‘StorageClasso R a—LAllld. BIRLIET—ITERINLERZNHD £,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB/R) 2 — LDEEM

‘node-stage-secret-name’'. BLXVZEHATS 'nasType' 'node-stage-secret-
namespace’ &+ SMBAU a—L%ZIEEL. BEXActive
DirectoryZ LT ¥ ILZIBETETE T,
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LAR—RAZCICERZ =Ly b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ ‘nasType: smb’'SMBRY 2 —LZHR— b3 7= ILICHLTT7 s IILZZEBLE T,
‘nasType: nfs’ £ 713 "nasType: nul’lNFSTF—JLD 7 1 JL X,

NI IV RZEERLET
NYIITVRBRT7 71IVEER L5, KOO RERITLED,

tridentctl create backend -f <backend-file>

Ny T ROERICKBLIHZEIE. Ny I IV FOREICAMNMEENHD £, ROAVV F2EITITS
& OJZRTLTREZHETET XY,

tridentctl logs

7 71 ) CRIEERELTEBIEL] S, create ANV REBHERXRITTETE I,

Google Cloud NetAppA ) 21— L

Google Cloud NetApp Volume/\w 2 > RDHRE

Google Cloud NetApp VolumesZ TridentD/N\w I TV RE L TEHRETET B LDICAED X
L 7=o Google Cloud NetApp Volume/X\w o T R&E{FHR L T. NFS/RJ 12— L SMBAR
U J—A%}%li—c‘i‘f 35.3_0

Google Cloud NetApp Volumes K < -1 /\D5¥il

Tridentid. AR LBETR1DDRFANZRML £ google-cloud-netapp-volumeso, HR— b
INTWB 771 RXE—RIF. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¢,

RSN ORI Ra—L HER-—FTATWETY HR-—bEIh3T771I)

T—F TXE—F AT I
google-cloud- NFSSMB 7 7JL> RWO. ROX. RWX. RW nfs. smb
netapp-volumes AT L OP

GKE®D 7 277 FID

727 RIDZERT 5 . Kubernetes’Ry RiF. BBREYZGoogle CloudZ L 7> v ILEIBET 2D TIE%
<. 7—270—FRIDELTEEEY ST, Google Cloud )V —RICFIVEATEEXT,

Google Cloud TO S RT7ATV T4 T4 ZiERTBICIE. U TFHBETT,

* GKE%Z R L TEA TN 3Kubernetes?Z 5 X%,
*GKEYZ S RARICERESINIT7—2o70O—FRID. &LV / —RF=ILICERESINTICGKEX R T —XH—/\,
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* Google Cloud NetApp®D 7R 1) 12— LEIEE (roles/gcp.admin NetApp) O—ILE/IFHR X LO—IL &=
DGCPH—ERT7HU >k,

* FILWGCPH—E X7 HY Y h%&IEE T ScloudProvider & cloudldentity# & T Tridenth'f Y X b—JLEh
F9. UTFICHZRLET,
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Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml'|C “"GCP" 'E®E ‘cloudProvider ' L ‘cloudIdentity
“iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com” &

(e}

B ZIE

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

RDEBFEZ%Z AL T, * cloud-provider (CP) 73574 & cloud-identity (Cl) *7 545 D{E%HEL
x93,

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

ROB Tl REZHZFEAL TTridentz 1 > A b—JLL. ZGCPICEREL cloudProvider. %
RIEZ = $ANNOTATION' L T "$CP Z5%%E L "cloudldentity’ & 9

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code> tridentctl </code>
ROEIBZH % FEA L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

ROBITIE. TridentE A >R k—JLL. 755%ICHEL. “cloud-identity’ % "$ANNOTATION'|Z
*$CP E&7E L “cloud-provider £ 9,



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp Volume/\'wv 7 T R%EHRET 5 %l

Google Cloud NetApp Volume/\w 7 T RZEKET DHIIC. RDEHFINFHLINTWLS
R TIHNERHD XTI,

NFSR) a—L/ o742 aory

Google Cloud NetApp VolumeZ#)s T F 7=I3HT L LWHFATER L TL\ 31551, Google Cloud NetApp

VolumeZtw k7w 7LTNFSR) a—L%ZEERTZ7HIC. WS OO DVERENNETY, #EHBLT
KIEEWBIRT 381"

Google Cloud NetApp Volume/\w 7 T RZRET BH0IC. RDOEZEHF /L TVWES I zRBEREL TS
LYo

* Google Cloud NetApp Volumes Service TERE S 117=Google Cloud 7 h > ko ZBBLTL LTV
"Google Cloud NetApph 1) 2 —L4"

* Google Cloud7ho > bD7O2 TV bES, ZERLTLLIZTVW" 7O 7 FDOFE"

* NetApp Volume Admin) O—JLH'E|D H TSN Google Cloudth—EXT7HT > b
(roles/netapp.admin,e ZBRLTLKETWVW"IDE LUV T I/ AEEDO— )L EI1ERE"S

*GCNVFZ AT Y FDAPIF—T 710, ZBRLT"Y—EXTATY b —Z1ERL "
*ARL=CT =), ZBBRLTKESVW" A L= T —)LOIE",

Google Cloud NetApp Volume D7 7t XADEEREFHEDFMICDOWVWTIE. ZBEBL T E LW "Google Cloud
NetApp Volume D7 7t R%zty 7y Fd 3"

Google Cloud NetApp Volume®/\wv U T RiEEA 7> 3> & fl

Google Cloud NetApp Volume®/N\w I T R A T a VICDWTEEL. #E8HH%
BRLEY,

NI T REBEA T3>

BENYIIYRIE. 1 DD Google Cloud )= 3R a—L%EFOES 3 =>F LET, o —23
VNIR) a—LZERT 35BE1E. Ny I IV RZEMTEERLE T,

NTA—=H HomankA TI7#Ik

version = |
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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CONYIIYRIEBETIE 1207 71 IILICERORBT—ILHAERINE T, RET—ILIF. €O
3V TEREL storage £9, TEITFAET—EXLRILEYR—FIZIEROINL—T—ILEH
D, TENSZRTRAML =05 X% Kubernetes TIERL T 2B RICIRIIB £ 9, RET—ILSANILIE.
T ZXRTRIHICFERINE T, LERIE. ROBITIE performance « RET—ILZX7F]T 3
7=DIZTARILE servicelevel 24 THMERAINTWVWE D,

Ffew —BOT 7 MEZIARTDREBT—ILICERATESLDICRELTED., B <2 ORET—ILD
TIAIMEZLEESZTLIEDTRICHTETFET, XDBITIE. snapshotReserve exportRule §
RTORET=ILDT T b LTHELET,

FAICOVTIE. ZBBLTLRETVW RIEET—ILY

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cbted6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westb
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%$40my—
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEDZ 57 FID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelevel: Premium

storagePool: pool-premiuml
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TridentZ T2, V=3 e 7RASEV T4V —=VICEOVWTT—270—RADKR) 2—L%
EEICOEY 3= TEET, “supportedTopologies CD/Nw I Ty RO IOy Tik. /Nv
IR =23y —2D) AN ERBETIHICERINET, CCTEREIDN—Tay
Y —>DfElE. KubernetesZV T X2/ —RDIARILDI =308V —VDEE—BLTVWERHRE
BHbFEFd, D=3 eV —2lF. ANL—UISATIEETESHBMEDRXNTT, N\
YOIV RTIRHEIND ) -3 eV -0 ey b 288X ML= 0 5 ZADIFAE. TridentldIs
ESN)—23 >V =R a—LZERLET, SFlICOVTIE. Z2B8RBLTIEEWVWCSI
RODZEFERALET

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

RDFEE
NYIIYRERT7 71 ILEERLT-5. XROOAIY VY REEITLED,

kubectl create -f <backend-file>

NY IV RDEBICERSNI-CEZRERTBICIE. ROOAT REERTLET,

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fdl1ff9-b234-477e-88£fd-713913294f65
Bound Success

NI I ROERICKBLTIESEIE. Ny I ROEBREICAHLEELRHD X, NvIIYVRICDWT
g, AV REFERLTHATIN. XOOAT Y RE2RIFTLTOJERTL TRERERETE X I kubectl

get tridentbackendconfig <backend-name> o
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tridentctl logs

BRI 7L OMEZESELTEELES. NI IV RZHIBRL Ccreate XY REBEERT XX,

AML=205RDER

UTFIE. ERBONY I T RZBRITZ2EAMNBREETY StorageClass o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

74 —I)L Rz {ER L= E %D parameter.selector :

#{FEHA Y 3 parameter.selector &\ A a—LDKRAMIFERAINZRICH L TEZIBETCETET
StorageClass "RIET—I)L"o R a—LICIE. BRLIET—ILTEEINERZLHBD £,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

A= 0 3ADFMICOVWTIE. ZBRLTKLEETVW" AL —U 0 T RZEHT %0 "

SMB/R) 2 — LDEEM

‘node-stage-secret-name’'. BLUVZEATS 'nasType' 'node-stage-secret-
namespace’ &+ SMBRU a—L%ZIEEL. DEXRActive

DirectoryZ LT VI v I ZIBETE LT, EEDOBEICHNNHLST. IARTDAcCtive
Directoryd—H/NATD—KR%Z/—RRXT7—I>—UL v MIERATEED,
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T 7 #I b R—LAR—ZXDEKEKE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LAR—RAZCICERZ =Ly b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D ‘nasType: smb’'SMBRY 2 —LZHR— b3 7= ILICHLTT7 s IILZZEBLE T,
‘nasType: nfs’ £ 713 "nasType: nul’lNFSTF—JLD 7 1 JL X,

PVCEZDBIPVCTAF¥./ L1

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVCHNA Y RENTVBHQESHERRT BICIE. ROOAIT REETLET,

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

genv-nfs-pvec Bound pvc-b00f2414-e229-40e6-9b16-ee03eb79a213 100Gi
RWX gcnv-nfs-sc 1m

Google Cloud/\'v ¥ T > K FICCloud Volumes Service % 5%
ELEXT

RBHINTVWBEBRAIZEFERL T, Tridentf Y X b—JLD/Nw I T2 K ¥ L TNetApp
Cloud Volumes Service for Google Cloud% &K d % AE%iHEA L £ 9,

Google Cloud K < - /N4

Tridentid. VSRR EBETIOHDRTANEZRMELET gep-cvse Y R—FETNTVWET7IERXE—R
&« ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX). ReadWriteOncePod(RWOP)T
ERS

KS4N  7ORIL RUa—LE YR—FSATVBTIER YR-—FENB TSR
— £—K 7 L

gep-cvs  NFS 774)L¥X RWO. ROX. RWX. RWOP nfs
7L
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TridentiZ & % Cloud Volumes Service for Google Cloud®t7R— ~ MFFH
Trident TlE" —E X &1 7" RD2DDWLWFNHIZCloud Volumes ServicerR ) 2 —LZERTE £ T,

* *CVS-Performance * : T 7 #JL b DTrident—E X214 7, NTA#—I >V ADFEBILEINIZDOH—E
224 TNE NI A—I VA ERTIABRIBEOTV—I7O0—RICRETY, CVS-NTA—T VAt —
EX&ZA Tl 14 XHPM100GBULEDRY) a—LEHYR—FTBN—RITT7HF3>TY, "3200H
—EZLRILROWTNAZEIRTEFET,

° standard
° premium

° extreme

**CVS*ICVSH—EXEZATIE. FREDNT +—I 2V ALANILICHIREINIcE L ANILOE RSz R
LEJo CVSH—EXZATFE. AL =T =L ZEALTIGBRBEDR) a—LZHYR—-—+F3V 7T
bOTT7ATSar T AL—=IUTF—ILICIZRASOEDR) 2 —LZEHBZENTE. IRTOR
Ja—LTT—ILDBREBUNT #—XVAZHETEE I, 2200 —EZALANILROVWTIhHZERT
TEY.

° standardsw
° zoneredundantstandardsw
WERHD
Ny I IV REHRELTERTY 3ICIE "Cloud Volumes Service for Google Cloud"s JRDHDHHRETT,
* NetApp Cloud Volumes Service TERIE & 117=Google Cloud 7 H7o > ~
* Google Cloud 7A7V > rO7FOP Y +ES
O—I)LAEID HT5M7=Google Cloudtr—E X777 > b netappcloudvolumes.admin

* Cloud Volumes Service 717> FDAPIF—T 7 1)L

INY O ITYREBRA T3>

BENYIITVRIE. 12D Google Cloud V=3 >IZAR) a—L%E7OES 3 =S LET, o) —2 3
VKR a—LEERT 2B81F. Ny I IV RZBMTEERLE Y,

INT A=K e TI7FI bk

version HIZ 1

storageDriverName A ML= RS NDEE] "GCP-cvs"

backendName ARABRALBFEEIERA ML= NY I I VR RS N\%+" "+API ¥
—D—ER

storageClass CVSH—ERRZA TZIBETDHDA T 3 >D/N

TA—R, CVSH—ERZRA T%EIRT 3 7-0HICFH
L ‘software’ £ 9. ENUNDIZE. Tridentidh—E
R R A THCVS-Performance & &7 S #1("hardware’
£9) o

storagePools CVSH—ERRATDHo K a—LIERRBEDI ML
—VT=IINZRBETBRIAF T I DN A=A,
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projectNumber

hostProjectNumber

apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags

HonanEA T7#ILE

Google Cloud 7ho > tp7O> TV h&ES, D
fEl&. Google CloudR—ZIILDEHR—LR—=JITHD
E e

HBVPCxRY b T — U %ZERT3HBRIFHBEAETT, C
D F 1) A TIE. “projectNumber’ |dF—EXZ7OT

T 7 k. “hostProjectNumber' (d7RZX 7O T +

T9,

Tridenth'Cloud Volumes Service’R' 2 — L%Z{ERRT
%Google Cloud')—> 3>, U—3>
filKubernetes” 2 A Xz Ek 9 5156, TIER LT
R a—LAlE apiRegion. #EEDGoogle Cloud!) —
o3y /—RTRATYa—)lchTwsdo—2o0O0—
RTEBRTEEY, V—avBbZ 70 v I8N
AR M ZERESEET,

A—JLHEID HT5M7=Google Cloudtt—E X7 A
7> FDAPIF— netappcloudvolumes.admin o
ZDLAR—FIZIE. Google Cloud H—EX7 AT >
bOMERERT 71 ILD JSON FERO O TV UHE
FNTVWEYT IWVIIVRBRT77IILICEDEZE
AE—ChxEY) o

CVSTHU Y hADESICTOF O —N\DRELIS
&l&. 7OFDURLEEELE Y, 7OF>H—/NIC
&, HTTP 7OF > £7/IF HTTPS 7OF > %#{EHT
TXJ, HTTPS 7OXx>iHEe. 7OF>H—NT
BCERIAERFER T 3 -OICGIREDRILIEI X+
wTENET, BRI BEICHE->TWB FOF>H—
NEHR—bTNTUVWEH A

NFS ¥V > bA T2 a3 >nE DN B, "nfsvers=3 "
BERSNICRY 2a— LY A INCDEZBZTWVWSE ™ (774 ETIHER
aR7OE 3= IRRBLET, TNEEA)

FILWRY2—LDCVS -NTH—IVALARNILET: CVS-NTH+—T>VADT
IFCVSH—E XL AJL, CVS-PerformanceDfEl& 7 #JL k& TStandard]
standard. . “premium X7zld “extreme T TYo CVSDT 7 #IL I+
9, CVS{EIX "standardsw’ £ 7= Id"standardsw" T3,
‘zoneredundantstandardsw’ €9,

Cloud Volumes Service 7R1) 2 —LIZ{ERY 5Google 77 # /L
Cloud=xw kT —7,

ST a—Ta IRICERTST/NYI 7S5 nul
o il 1 "\{"api":false, "method":true} k5 FJL> 2 —

T4 20T TCEHEMROT R Y THRERIZEEZ MR

T COATOaVEERLBEVWTCIEEL,
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allowedTopologies

HonanEA T7#ILE

=3 VBT REBMICT BICIE
MDStorageClassE allowedTopologies ICF A
TN =23 hgENTVBIHELNHDF T, fl:
‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

R)a—L7FOED3aZ>ox47> 3y

FTI7AIEDOR) a—LTFOED I =T BET77AILOEIS 3> THIIEITE X9 defaults,

INTX—A

exportRule

snapshotDir

snapshotReserve

size

B REHEA TTA4IE

BLWRYa2—LODI Y XKR—FK "0.0.0.0/0"
JL—JL, CIDRZRED IPv4 7R L
2FIXIPVA TRy FOEED
HABDOEE DY TEY>THE

EIBREDDHD XTI,

TALYMIADTOEZR LWLV R

.snapshot

Snapshot HICUH#—TJ&NhTWE ™ (CVSDTT7#ILMEZZDF
R a—LOEIE FEH)

FLWRY 2—LDHF AR, CVS- CVS-NT#—IX VAP —EZADAE
NT #—3 > A&/MEIF100GIBT A FIdT 7 #JL T MM00GiB1 T
¥, CVSE/JMEIF1GIBTY, Yo CVSH—ERXDEATTIET
T7HILEDRESNTEA
H 1GBULENHBRETT,

CVS -NT #—<I VR —EXDOBEDH

KOFE. CVS -NT A=YV RAY—ERXREZA TOEREFZERLTWVWET,

40



1 RNBROIER

CHE. TIAILED THEE ] H—EXLARILTT I AL MDCVSNT #—I VAP —ERXRA T%1E
B3238/NN\vIITYRIEMRTT,

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com



2 : F—EXLANILDOHEE

COflF. H—EXLARILRR) 2a—LDTITAILERYE, N IIYREBRA T avERLTUVE
S

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"'
apiRegion: us-west2
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"

private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—-admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti1i
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B3 R T—ILDIERK

COFITIE. ZFEALT. ‘storage'RFET—ILE %= BB T 3% EL StorageClasses' £, A L —
CUZADEERAEICOVWTIE. ZBRLT AL =0T ZADEEICTEE L,

CCTlE. IRTOREBT—IIHEDT 7AINEDREINE T, THNUITED. DB%ICRESN. D
exportRule’0.0.0.0/0ICSRE SN “snapshotReserve £9, RET—ILIF. €U a>TEEL
‘storage  £9, fl 4 OEET—ILIFENZNIHMBICERIN "servicelevel. —HID F—ILIZ

TI7AIMEZ EEZTLET, RET—ILIRNILEZFERALT. B&U protection ICEDIWVWTTF—IL

ZXBILEX L7 “performanceo

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"'

apiRegion: us-west?2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west?2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra

servicelevel: premium

defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:

performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

AML=205RDEER

R(DStorageClassEFEId. RET—ILOEHAICERINE T, ZFHT S L parameters.selector. K
) a—LDHRR MIERY 31RES—)L%StorageClassC EICIEETEF XTI, AU a—LAlllE. ERLIET—
I TEERINLERZDHD T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

* &x#]DStorageClass(cvs-extreme-extra-protection) HRIIDREF— LI v E>V T ENET,
RFv T3y bFHD 10% OFEICEBVWNT A —I Y RZRMBTEH—DT—ILTT,

* x8DStorageClass(cvs-extra-protection) (& 10%DXFv oy MUY —T%EHIZIA ML
—CT=IZFUOHLET, Tridentid. BRI BZRET—INZREL. XFvTTay b FHROEHZHE
KICHELE T,

CVSH—E X &A1 T
ROFIE. CVSH—ERE 1 TOREAHERLTVET,
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ChiE. CVSH—ERZAFTETITAILEDY —EXLARILZIBET 3 7-0IC “standardsw ZEHT 3
=R/ND/INw U T KRR “storageClass’ T9 o

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-east4
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
servicelLevel: standardsw



Bl2: A ~L—IF— )LD

CDONYIIY REBROBITIE. #EAL T storagePools’ A b L—S F—ILZBRE L TUVET,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"

private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw

XROFIE
NYIIVRBHR T 7AILEER L5, OO REERTLET,

tridentctl create backend -f <backend-file>

Ny TV ROERICKRLIZEIF. Ny I I FOREICAIEEN DD T, ROOAV FZ2RITTS
& OJZRTLTREZHETET XY,
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tridentctl logs
BT 7L CRIBEEREL TEBIEL] S, create ANV REBEXRITTEIET,

NetApp HCI F7-|Z SolidFire /N TV REZRELET
Trident¥RIBE TElement/N\w I LY R%Z{ERR L TEHT A3 HZEICDODWVWTEHAL 9,

Element K 5 1 /NDFEH

Tridentid. 75X REBETBODDA ML=V RSANERMBLET solidfire-san, A R—FENT
W37 7t XE— R, ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP) T ¢,

‘solidfire-san" A L — RSN

_file and block volumeE—RZUR—FLTULWET, volumeModeDIHZE

‘Filesystem's Tridentld R a—LZEHRL. 771N RTLZERLET. 771X
TLDAA FIE StorageClass THREINET,

[N 2e AN okl A)a—LE—R HR—rEINTWE HR—rZINZT77
TUOEXE—FR TILRT LA
solidfire-san iSCSI JOwvy RWO. ROX. RWX 774X FLH
. RWOP HOFEFHA raw 7
Ay o7 NART
ERS
solidfire-san iSCSI T71IWV AT A RWO. RWOP xfs. ext3. ext4d
FHsR 9 B HEIIC

Element/\w 7 T RE{ERT BHIIC. KRDIBEHRHDIUNEIZHED £7,

*Element V7 b7 ZERITITD YR—ERROX ML —J D XT L
* NetApp HCI/ SolidFire 7 5 A X EBIEEXIFR) a—LZEBETES3 7 A—HDILTVo vl

* IARTD Kubernetes 7—H—_/ — RISEYIR ISCSIYV—ILEA VA M=ILTEIRNREBELRHD T, &M
LTLIETVW"D—HhH—/ — ROERBIHR".

NV DT IV RIBRAT>a>
NYIOITYREBEA TSI ICOVWTIE, XOREBEB LTIV,
INT X —4& B hEREE FIAILE

version =
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storageDriverName ARL—= R4 ND%H] ®1C TSolidFire - SAN]
backendName HRAZLBERIFA L= Ny [SolidFire | +X L —%
JgITVNR (iscsl) IP7RL X
Endpoint THORDOLTYO v IILEER
9% SolidFire 7 5 XX ®D MVIP
SVIP ZkL—2 (iSCSI) DIP7RL
RER—k
labels AR a—LIBERTZEED "
JSON oD S RIJLDE v ko
TenantName FRTZTF> b (Roh5Hh
WS EICER)
InitiatorIFace iSCSI S 714 vIEREDERAN TT7AIL K
AVA—T A RIHIRLFT
UseCHAP CHAPZ{#EH L TiSCSIZEZEELE 1EL L
Jo TridentiZCHAPZ{ERL £,
AccessGroups ERIZT7IERTNL-FIDDY [Tridenty EVWSERIDT IR
2k JIN—TDID%EZRELET,
Types QoS Dtk
limitVolumeSize BREINFAR) a—LYA XD ™ (F7AIIFTIEBRAShEE

DEXBZTWVWBIFE. 7OEY  A)
AZVIODKRMLET

debugTraceFlags NSNS a—Ta VJRICER  null
237NV IT TS5, il {"api"
: false. "method" : true}

@ ESTIWN2a—Ta 0% TV FlROJTZ Y THREBELRIBEZRE. IXEALERV
“debugTraceFlags' TL 723 LY,

B 3DDR) 2a—LBZATZFORTAND/NY I LY R solidfire-san

ROBIE. CHAPEREEZER T ANV I IV R T 71l L. FFED QoS fRefZBAL 7= 3 DDR) 2 — LR

AT7DETIVTZTRLTVET, KIS ARL—S05 AN AXA—2%2FALTERRANL—U 05 X %EH
ITB5LDICEELEXT 10PS,
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

B2 . RES—IILEZERTAIRSANDNYIIVRERA ML =05 ADIER

solidfire-san

CDFE. RET—ILEHIC. ENS5%EBIE Y BStorageClassesE E HICHEBE TN TVWBINY I IV RESE
771 ZRLTVWET,

ARL—=—STF—ILICEETRS5ANILE, OB aZ U 0BICNAY I IV RIAML—YLUNICOE—LE
I Tridente A RL—JBEBE I RETS—ILSEICSNILEZEEZLED. R a—LESRILTYIL—FL
7=bTEZEY,

LFRICRSH Y FILDNYIIVRERT 7AILTIE. IRTORAML = T=ILICHEDT 7 4L FHERE
TNTHED. ZOFT T 4L MEALSiverlcREINT type' WEFo RET—ILIE. £22 3> TEEL
‘storage’ £9. CDBITIE. — DAL= F—ILHAMBORA TZREL. — O T—ILH DT 7 +
I MEZ EEEZLET,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP:
TenantName:
UseCHAP:
Types:
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type: Gold
Qos:
minIOPS:
maxIOPS:
burstIOPS:
type: Silver
labels:

store:

<svip>:3260

true

Bronze

Silver

k8scluster:
region: us-east-1
storage:
- labels:
performance:
cost: "4"
zone:
type: Gold
- labels:
performance:
cost: "3"
zone:
type: Silver
- labels:
performance:
cost: "2"
zone:
type: Bronze
- labels:
performance:
cost: "1"

zone:

solidfire

dev-

us—-east-

us-east-

us—-east-

us—-east-

<tenant>

1000
2000
4000

4000
6000
8000

6000
8000
10000

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d

=08

=" nnw
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parameters.selector. &FStorageClassid’Rl) 2 —LDHKRA MIFERATEZ3RET—ILZHEUVHLE T,
AU a—Lilid BRUERET—ILATERINZERDHD £,

f]DStorageClass(solidfire-gold-four) MRIIDEETI—ILICTvEYIENEFT, Cnld. d—JL
RONTA—IVREIA=IRDNT =XV A ERMETEH—DTF—ILTY Volume Type Qo0S. miE
(MDStorageClass(solidfire-silver) &, SiverNT #—I >V RAZRMTIIA ML —JT—IILZHUOHL F
To TridenthiBEIR T ZRET—IILZREL. AML—CBHANBLEINDLSICLET,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=l

fsType: ext4d
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d

sHETER
C R 2— LT ORI =T

ONTAP SANK Z 1N\

ONTAP SAN K S 1 /NDE

ONTAP & & U Cloud Volumes ONTAP @ SAN R 5 Nz fEF L7« ONTAP /Ny o T~
FOREICDOVWTEHREAL XY,

ONTAP SAN K 5 1 /N(D 3540
Tridentid. ONTAPY S AR EBIETBT=HDRXDSANI L —J RSANZRELET, HR—bINHTV

277t XAE—FIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

(N2 A ZOr3)L RUa—L HR—FEINAhTWET7Y HYR—bTNBZ3T7T1I)L
ET—FR T XE—FR AT L
ontap-san iSCSISCSI Jowo RWO. ROX. RWX. RW T 7T ISR T L%
over FC OP Lo raw70Ov o5 /N1 2R
T9Y
ontap-san iSCSISCSI 77 J)L>Y RWO. RWOP xfs. ext3. ext4d

over FC 2T I
ROXE LURWXIE. 77
AN AT LR 2a—L4
E—RTRIERTEFE
Ao
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TR EEHEL admin £,
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TUVVILDRETY, ¥ vsadnin REDERIEESNIEEOO—IINZFERIZICZHRELET
‘admine CHUCED. SEDONTAPY 1) — X TEAT 2 EEEAPIDN AR SN 3 BIEMD & B K D Trident 1)
) — 2 DETHEBRENERINE T, TridentTlE. ARELOEFa)FoOF1>O—-I)L%21ERL TER
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYITIVRERIF. LTI ¥9IDTL—2TF AN TRESNDIE—DBFATHD ZCIEFELTL S
TV, NWIIYVRMIMERIND E. I—HRBE/INAT— KD Base64 TLT>I— REIN. Kubernetes > —
JLy b LTRIASNE T, LT vILOMBIREBLRDIEZ. Ny I I ROEMEXIIEFHREITT
To COMIBIZBIEEFAT. Kubemetes/ A AL —SBEERETLETD,

SERAENR—XDEREEEBMNICT S

R FELIIBFEONY I T RIZERAZERZERAL TONTAP NI IV REBETEET, NVvIIYVRERE
ICIE 3 DDINTA—=EHRETT,

* clientCertificate : Base64 TIL> 11— R3EN=o 541 7> MNEBBEZED(E,

* clientPrivateKey : Base64 TI > d— R &Nfc. BEIT SNI-MERDE,

* trustedCACertifate: S8 117- CASEFAZE (D Base64 T > 11— R, (SEI N CAZFEARA T 3HES L.
CDONTA—RAEIBETIUNENDD £, EEIN CAHNMMEAINTULAVESIZERLTHEVE
H Ao

—RIR T — 0 JO—IERDOFIETHEREINE T,

FIE

1. 9547 NEBRE e -4 L EFd, EMEFIC. ONTAP 1—H ¥ L CEREES % & 5 IC Common
Name (CN ; #H@%) #REL X9,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. {SECNTC CAGERIEZ ONTAP 7 SR ZICBML T, COLEIF. R bL—CBBENTTICIT-T
WBATREMD B D &9, ERTET S CAHMERATNTUARWSSIFERLE I,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VSRR SA TV MNEFAZE e F—% 1V RM—=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4 ONTAPOTF a2 UT O 4 v O—ILHERHEARETR— ML TWVWBZEEHERLE T certo

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

S. £ ENI-FFEAE % FEH L TERE%2 T X FONTAP B2 LIF > ¥ <vserver name> |3, BIELIFDIP 7 KR
LABELUV SYM BICEFTHEZ TSRSV,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Base64 TEEEAZE. ¥—. BLWMEFE N CASIEERX T > O— R T %,

base64 -w 0 k8senv.pem >> cert baseb64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4
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I BIOFIETHEMEZERAL TNV I I RZERLE T,

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0OVaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

fommmmmmmmm== e B et
Fommmmm== S ettt +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e Bt et
Fomomomoe Fromcooomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

S S e e Fommmmmmrosocorrrrrrrere s s e eem e
fommmmm== o= +

RELHEZEEH T BN, VLTI v EO—T—23 LT

BEONy IV REEHL T MORMAEZFERLED. LT vIzO0—FT—>3 > LEDTER
o CHNIFEBESDAETHHEELE T, I—HRENIXT—REFRATZINYIIY RIFERESEFRT S
LOICEHTTEIN AAEZFERAIZINY I IV REA—HRBENRT—RICEDVWTEHRTEEFT, C
NZ1T31CId. BIFORAEAEZHIBRL T, ILWESEEAEAZEM T 3HENRHD £, RIS, EITICHER
INT A= ZFCEF S Nicbackend.json7 7 1 )L ZfEF L “tridentctl backend update’ £ 9,
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

Ny IITYRZEHFLTH., TTIEREINTVERY 2a—LADT7 7 XFHENT . TDRDOARY 21—
LEGRICHOREELEFEA. NV IIYROEFRHHING B L. Tridenth’'ONTAPNw I T R E@BEL. LU
DR 2a—LNBZMIBTESLSICBDET,

TridentEAD 1 X % LONTAPO— )L DYERK

Trident TALIE % R1T9 % 7= ICONTAP admind— L AT 3HENHRWVE 512, &/)\Privileges& 15
DONTAPYZ S X RAO—I)L%ZEERTET £9, Trident/N\w I Iy REBRICI—E2%EEHD . TridentfERL L
7=ONTAPZ S 22 AO—LHMER SN TUEHIRITINE T,

TridentZA A Z LO—I)LOERDOFFMICOWVWTIE. ZBBLTLLEI W Trident AR Z LO—ILo TR L —4&"
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,

1. AZZLO—ILOER :
a JSRZALNINTAHRZLO-IIZERT BICIE. [V 7R ZP>[REZERLF T,
(F713) SVMLARIILTHRZLO—-IZERT 3ICIF. *[X kL —1>[Storage VMI>[ERE]>[
I—HeO—JL]*ZERL ‘required SVM £ 7,
b. DIEICHBERENT A > (—*) ZBIRLF T,
C. [Roles]* C[+Add]*Z=ZEIR L £ 9,
d O—ILDIL—IZEEL. FREEZIVVILET,
2. O—=)LETrident1—HICY Y J 95+ 21— O—IIIR—JTROFIEEZETLE I,
a. T[7A A>DEMH+ZFERL XTI,
b. RERI—HE%ZFERL. *Role* D RAOY AT XZa—TO—LEBRLET,
c. [fxfF (Save) |Z2UvILET,

FHICOVTIE. ROR—DZBRLTLIET W,
* "ONTAPOBEERD AR Z LO—IL"£IF"HREZLO—-ILOEE"
c"O— )L aA—H%=ERTZ"
W E CHAP =R L TRz EL X9
TridentTl&. FZ4/\¥ ontap-san-economy’ R 1 /NDONARCHAPEFHA L Tiscsitwy > a & Eeat

TEFY ‘ontap-san, U NY T IV REERTA T V2B TIHNENDHD "useCHAP £
o ICERET D ‘true’ &, TridentidSVMDT T 4L bDA > T—2tEF a2 F 1 %#NHBCHAPIZERE L.
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A-HHE—IL Y bENYIIVRT7AILICKREL 9, EEDREEICIIINTTM CHAP Z MR35
CCZEHRELET, ROBEFZER/LTILEE L,

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ ‘UseCHAP NS X—RIZT—ILEDOA T a>T. —ERITHRETCETET, T 74/ LTlE
false ICERETNTUVWE T, true ICEREL=HE T, false ICERET B CITTEXH A

T 5|Z useCHAP=true. chaplnitiatorSecret. chapTargetInitiatorSecret.
chapTargetUsername. H & U chapUsername 74 —/LRZNY I IV RERICEDZIHVELHBD X7,
=Ly I ZRETLINYIIVRZERLIEHEICEETEEXY “tridentctl updates

fHHEH

truelcRE T B 'useCHAP &. R b L —UBBEETridentic A L — Nw O I RTCCHAPZ RT3 LS
ICIEBRLET, CNICIFXDEDAEENE T,

*SVM TCHAPZEYy 7Y FLET,

e SVMODT 74N EDA I —RtEXa )T+ 2A1 ThHnone (7 #JL NTEHRE) *T. *Ra—L
ICEEZDLUND R WIBE. TridentizdT 7L bDExX 2 ) 740 2414 T%#ICERTE L cHAP. CHAPT =Y
I—ReRZ—=Ty hDA—HFREI—I Ly FDEREICEAF T,

° SVMICLUNDYE FNTWBIBE. TridentlZdSVMTCHAPEZBMICL FtHA. CUCED. SYMICT T
ICIFEESTBALUNAD 772 ADEIREI NG BD F T,

*CHAP A Z>I—REX—47y bDA—HRHEI—IL Y b ZRELET. CN5DF T2 arvid. Ny
JIVFBRTHEETZRENHD T (EELZ2ER)

NI IV RPMERRIND & Tridentld3fi5d 2CRDEZ{ERL L tridentbackend. CHAP>—2 L v k&
—1EKubernetes>— 2 Ly hELTRINLET. DNV I I RTTridentic &k > TIE T NIRRT
DPVSH T > b T, CHAPEHATERINE S,

JLrrovlen0—T—>arl. Ny IV RZEH

CHAPY LT ¥ L% BT 5I1CIE. 771 ILDCHAP/NS X—A2 % B#H L "backend.json'£9, D7
ICIE. CHAPY =2 Ly hZEFHL. OV FZFERALTEEZRIRT IBEN DD “tridentctl update’ £,
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NYITIYROCHAPY—7 Ly b2 E#HT 2551 2FEELTNYIIY REEHT 34

@ EWNHDFT tridentctloe ONTAP CLIF7IZONTAPY A F LY X —J v &2 FERAL TR ML
—JIZRADV LTI EBHRFLEVWTLEEIV, TridentTIEINSDEEERMTE
FtAo

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- R +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o o ——— e
- e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

o —— o —— e it e
- e +

BZEOERIIFEEZTITT. SYMEDTridentiCE > TIL T VIV ILDEHRINTH 79T THRFEET
To FILWERTIXEF NI LT OO vILDMERSIN. BEFEOERISEISHES 7770 JIC8D FFd, &
WPVS ZUIr L THBIER T 5. BFicnico LTI vILAMERINE T,

ONTAP SANDEREA T 3> & fl
Trident® -1 > X b —JLEFICONTAP SAN K 1 N %= {Ep% L TIER T 2 A7EICDWVWTEREA

LE¥d, COEI>a>TlEdE. NwIIYROEEAIE. NvIIVR
% StorageClasses|CY Y EY T 370D M=EZRLE T,
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Ny I TYRERA T2 ar

NYIITYREBEA TSI VICDOVWTIE, KOREZBEB LTIV,

INTX—HX
version

storageDrive
rName

backendName

managementLI
F

dataLIF

svm

B mEREA
ZARL—=Y RSANDEE]

AZABLBERLIEASL—= Ny IR
75 AREBEELIFXCIEISVMEEELIFDIPY K L X,

Fully Qualified Domain Name (FQDN ; 522 {&8fi K X
1>%) ZEETEET,

IPv6 7 S % fER L TTridenth* 1 > X k—=JLENT
W35aI1E. IPV67 RLZAEEATZLSICEKET
TFE9, IPV6T7RLRIF. DLSICAD>ITES
TERINBELRHD FT
[28e8:d9fb:a825:b7bf:69a8:d02f:9%9e7b:355
570

> — L L X% MetroCluster X 1 v F 4 —/N—ICDWT
&, ZEBB L TMetroClusterd | < 12 L,

fvsadminy D7 LT > v IL%EH
I35 EIESVMD I LTV
‘managementLIF > ¥ JL. Tadminl

()  osLFvovirERYsBAIES

SRARDULTVIvIL
‘managementLIF Z R T 2 RENH
D%,

JORIILLIFDIP 7RL R, IPV6T7 S50 %fERL
TTridenth' 1 > X b—=JLENTWVWBIHEEIE. IPV6T7 R
LAZFERATALSICRETEE I, IPV6T7RL X
IF. DESICAN D TERTBIHVELHDET
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
lo *iISCSIDZEIFIBELBWVWTLZEL, Trident
&, ZfERAL T"ONTAP OERFILUNT v 7. Tl
FINRE Y3 VDOHEILICKERISCSI LIFZ &L L
9, WEARMICERINTUVRIHZEIE. EELER
TN “dataLIF £ 9, MetroCluster®iZ& IFEE L T
<TEEW, *Z2B8B L TLEEWLWWetroClusterd i,

f§£F 9 % Storage Virtual Machine * MetroCluster T &
g Z=BH L T 2 S LMetroClusterdl,

FI7#ILE
=1

ontap-san &7l “ontap-
san-economy

RS /\%+"_"+ dataLIF

"10.0.0.1 ","[2001 : 1234 : abed :
: fe]"

SVMDIREHTY

SVMAMEE TN TV BIHRITIRE
managementLIF
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NTA—=H HamaneA T+ bk

useCHAP CHAPZ%{#H L TONTAP SAN K 7*1’/\0)|SCSI€'W.,\.= false
L9 (7—U7Y) o N\wUIVRTIE
TgSVM@Tj Z')l/ FEL\DIEK- LT?X??I"]CHAP%’: AT_L/
TERT2BEIE. Trident®dZICHREL “true £ 9,
FHAICDOWVWTIE. ZBRL TS TV "ONTAP SAN
RSANZERALTNYIIVRZRET 2EfHmE L

x93,
chapInitiato CHAP A Z> I—&2>—7JL v b, RERIFGE "
rSecret useCHAP=true
labels R a—LICEBRYT2EED JSONFEERXOSANILD ™
vk

chapTargetIn CHAP Z—%'vw hAZS I —RI—TLw bk, BER ™
itiatorSecre I5E useCHAP=true
t

chapUsername - V/\TJ Y RI1—H%4%, BHERIFE useCHAP=true

chapTargetUs &X—7%w bdA—%%, BERIFE useCHAP=true
ername

clientCertif ¥ 54 7> NiFBAZE®D Baseb4 T> 11— RfE, iFFAE ™

icate NR—XDFEEICFERAINET

clientPrivat 235472 CHHED Base64 T> 11— KRB, FEEEE ™

eKey &_X®WL\DEL;1§ﬁH*n$j—

trustedCACer {EFET N/ CAFIFAZ D Base64 T 1— KR, A7 ™

tificate >3, DEEHE/\ Z@wuxuﬁtuﬁﬁﬁ*nijo

username ONTAP 7 S R R D@EICHEBERI—E, LT ™
\/\\/'\"}l//\“_z@n:uniﬂu1§ﬁﬁ*nijo

password ONTAP 7 S R R D@EEIC/INRAT—RHURETY,
0 1/7__\/9’\")L/\\_ZODWL\DIE‘&_ﬁﬁﬁ*ni?_O

svm 9 % Storage Virtual Machine SVMAMEE SN TV RIBHITRE

managementLIF
storagePrefi SVM THILWARUa—LZOES a3 =240 93 trident
x ICERATEZ LT v I REIBELET, HEHNBE

FIZ32I3TEEFA. CONTAX—AEEHTS
ICid. FILWANY I I REER T DU ELNHD
ER
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NTA—=H

aggregate

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags

HonanEA T7#ILE

JoesazZ>IRor7o V-8 (73>, ™
BRETIHEIESYMICEIDETEARENHD FT

) o RSA/N\DIBE ontap-nas-flexgroups D
A7 IaVIFERINE T, BIDHETHSNTLARW
BEk .. ARGV NADT I ) — hZER

L CTFlexGroupR) 2a—L%Z 7O 3 Z>JTEX

ER

SVMT7J V45— EHEINS
Y. Tridentd> FO—S%=HBEENET
ICSVM%ZER—1) 2T §3BZ &
T. TridentCT7 4 Uo7 — D EEMIC
BEINEd, AJa—LxOES
- T BESICTrident TEED 7
JFr—rERBELTWVWBIGE. 77
()  Ur—roREEEETEHSVMDS
BETdE. SVM7I VT —bDR—
1) >4 AICTrident T/N\w 2 T RHE
EREICHEDET, 7T —F
ESVMICH BT IV T —MIEET S
. 7OV —rEZL2ICHIBRL TN
WOILIYREAVSAVICETHED
HOETI,

* ASAR2CIFFEE LBV TS LY,

FERRNACDEIEZBZATVWBRIHEIF. 7O 3 ™ (F74/)FTIFERAINEE
VIR L £9, Amazon FSx for NetApp ONTAP  A)

Ny I ITYRZFEALTVWRERIE. ZEBELAZWVWT

limitAggregateUsage < 72C L\ BEINL

‘vsadmin ' ICIE Cfsxadmin. I UT— FDEA

EZBS L TTridentzEA L THIFR T 27 DICHE

BIERDEENTULEE A, *ASAR2ICIFIBEL &

WTLEELY,

BREINAR)a—LYAIDZOEEZBZTWSE "™ (T74)MTIHBERINEE
&, 7O 3=V IhKBMLEY, £/, LUNTE A)
Bg3R)a—LDOEATAIBFEIRLET,

FlexVol &7=D DA LUN ¥, Bh7%a&EEIE 50 « 100
200 T9

NSNS a—FTa VJBRICERT 37T /\wJ 775  null
Jo B {'api": false. "method" : true} ~>TIL
A—Ta VT T FHERBOT R Y THRERIZE
ZRE. IFERALABVWTLIZEL,
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NTA—=H HamaneA T7#I b

USeREST ONTAP RESTAPI (R 37=HDT—1JF7>/N5  true ONTAP 9.15. 12 DIHE
A=A, 3. ENLSNDIZEIT falseo
USeREST ICERET D “true . Trident
|ZONTAP REST APIZAL TNV I IV REBEE
LEd, ICBRETD “false ¥. Trident
IFonTAPI (zaPI) MUHLZFEARALTNAYIIVR
CBELEFT. CORBEICIZONTAP 9.11. 1IUBEN
WMEBTY, £7-. RIS ontarOF 1 >O—ILIC
& 75— > ADT7 I REDNNRETT
‘ontapio. CMF. FBRIICER INEEI CRENC
K> TEREIN vsadmin cluster-admin F
9o Trident 24.06') 1) — X E K TFONTAP 9.151 L& T
lE. A
useREST T 7 AL M TICERESINT “true  VWE
9o false ONTAPI (zaPI) MUHLZEFERTS
KOICICEBLTLEETL,

"useREST

useREST |ENVMe/TCPICTEEBEF TN TULEX T, *15
EINTWBIHBEIE. ASAR2Z'DIGEIXEICICHRES
N true'£9,

sanType iISCSI. nvme NVMe/TCP. F7zl¥ “fcp ScCsI ‘iscsi ZZEHDIZE
over Fibre Channel (FC; SCSI over Fibre
Channel) ICXLTEFEIRLET “iscsio

formatOption %L T. ‘formatOptionss AY> RDIATYV RS

s 15| 8%xIELE T, D58 mkfs'iE. K2
— LT =Ty FETNBZECICERASNE S,
NUCED. FAIRL TR 2a—L%ZT+—< v k
TEET, TNAANRZBRVT. mkfsOT > RA
7> 3 > e ARICformatOptionsZIEE L TL 12T
W fill ¢ T-E nodiscard]

* ‘ontap-san'$& & U “ontap-san-economy’ K 5 /\
TOATR—FETNTVET, *

limitVolumeP ONTAPSANI IO/ XI—N\wYZJIYRKRTLUNZERY "™ (F7A4)FTIHBERINEE

oolSize BZED. BERAJgERRAFlexVoltr 1 X, A)
denyNewVolum /\wZ IT> RHLUNZI&INT S 7=HIZF L LIFlexVol
ePools A)a—L%ZERTZCZHIELXT ontap-

san-economyo. FTLWVWWPVDZFOET 3= > ICId.
EIZDFlexVolDHDMERINE T,

formatOptions DR ICE T 2 H#EEIE
TridentTlE. 74— v MLUIBZER(ELTED7DHIC. ROF T arx#HELTVETD,
-E nodiscard :

* keep i mkfsDEF R TT OV I ZHELABWVTLLZTWY (TAOY 7DEEIE. &AIEY Y RXT—FFTN
AZARZAN—R/>>TOEDIZVITENRA ML= TEMTY) o« CUSELEShIA T3> T-
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Kl IERDZHDT. IRTDIT 7ML RT L (xfs. ext3. H&Uextd) ICERATITFT,

A)a—L7OESaZVJHONY I I RIBRA > a>

BEOEILIVT, CNBOF TS aVER#ALTT 74 hOTOEY 3= VI RHBTE T

defaultso B DWVWTIE. UTDREHFZEEBL TSI,
INTAX—=5& HamaieA TI7#I) b
spaceAllocat space-allocation for LUN D OY > REIEELET Mtrue) *Z3I8ET D &. ASAR2*
ion DHZEIKICHESIN ‘true’ £9,
spaceReserve AR—ZJHFR—2 3>V F—FKR: Thoney (V) "L
F7& Tvolumes (v ?7) o *ASAR2*DIZFEIFIC
REL “none’ £9,
snapshotPoli f#F 9 %SnapshotR) > —, *ASAR2*DIHEILICER "#L"
cy EL ‘none’ £9,
gosPolicy ERRL7Tc R a—LALICEID Y TS QoS KU =)L ™
—7o ANL=UF=)LINYIIVRIKIC
QOSPolicy % 7zl& adaptiveQosPolicy M UL\ Nh % 5
IRLZE T, TridentTQoSKRU >—FIL—T=FERT S
ICI&. ONTAP 9 BUENMKRETY, HEINTULA
WQoSHR) = I)IL—TF%=FERAL. R)>—FI)IL—7F
MNEAVZATa4FaITy MIEMSERESINS L SIC
L¥do. QSRIUI—ITI—TF2HETZE., IRT
DT7—o0O—RDOEFHRIL—Ty FOLERENERIN
E e
adaptiveQosP A T4 T QoSRKRUS—TIL—T (ERE LR ™
olicy A—LICBIDETEY, ARL—=—UT—IL/INwIT
> R T ZIZ QOSPolicy % 7z1d adaptiveQosPolicy M
WFNAEBRLET
snapshotRese SnapshotfIC)HF—TEINTWVWBHR 2—LDE| 7' Thones DIZFEIF T0]
rve Bo *ASAR2MICIFIEELHBWVWTL T LY, snapshotPolicy. ENUANDIG
&l T
splitOnClone fERBFICO/O—2ZF|HSRXTIY LET LR
encryption #FL LR 22— L TNetApp Volume Encryption (NVE [false] *%#$8EJd 5. ASAR2*
) ZEMILET, T7AILKITY, false CDA DBAIIFICHEINZET trueo
T2 arvEFERTBICIE. ITXAATNVEDSIE
VADRESIN. BB >TLWIHRELHD FT,
Ny I TV RTNAELBHMICHE>TWVWEH
& TridentT7OEY 3 Z>J NI RTORY
2A—LTNAEDEMICAED £, FHICOVWTIE. %
B L TL TV TridentE NVES K UNAE & D&
luksEncrypti LUKSEES{tZBMICLET., Z2BRL T TV " ASAR2DGEIFICRELET
on "Linux Unified Key Setup (LUKS ; fi&*—twv b7 falseo
v ) =ER"
tieringPolic Tnonel ZfEMRT ZMEENR) > —* ASAR2 *ICIF
y B LAVTC T,
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NTA—=H HamaneA T+ bk

nameTemplate HXALAR) 1—LZB%EERTZIHDOTTL— ™
bo

ARYa—LFOESa=>T0f

TI7AIEDHERINTVBHIZRICTLET,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svim: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'

RSANZFERLTERSNIZIRTORY 2 —LICDWVWT, ‘ontap-san TridentiFLUN X & 5
— RIS T BTOHIC10%DREZ FlexVollZEML £9 - LUN (& 2—HH PVC TEXKXLT:
@ A ZXEESIKBAILHAATTAOE Y 3= I ENET, Tridentld. FlexVollZ10%%ZEN L
9 (ONTAPTIZHERAEAY A AL LTERRINET) o I—HIZIF. BEXRLIFERITESR
EHNEDYHTENE T, o FEATERIAR—IDTILISERINTULARLAETD, LUNH
FAINDBERICRZZCHHD FHA. ChiE. ONTAP & SAN OFFMICIFZELEFHE A

EEINNYIIY RDIFE snapshotReserve, TridentiEIXD K SICAR) a—LDH A X %EZFHEL £
ER

Total volume size = [(PVC requested size) / (1 - (snapshotReserve

percentage) / 100)] * 1.1

1.1UE. LUNA R T—RIZHIET B Te®DICFlexVollZEBIE 5 10%DTrident T9 o = 5%. PVCEK=5GiBD
& “snapshotReserve 7R 12— LDEEHT 1 X135.79GiB. FHAIRER Y 1 X135.5GIBTY, "volume
show XDBID & 5 BIERMNRIREINF T,

70



Volume Aggregate State i Available Used%

_pvc_89f1cl56_3801_4ded_979d_034d54c39514

online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951la_@Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.
TR BBIFEORY 2a—LICRHLTHLVWEEZITSICIE. YA XEERITZERALE T,

=/)NRDFZER

ROBNE NFEAEDNTA—=EFZ2T T AN FDFRICTIEANLBHREZTRLTUVET, Chid. NvIT
VRZERIBIROBERFETT,

C) Trident CAmazon FSx on NetApp ONTAPZ A L TL\ 3355, NetAppTld. IP7 KL XTI
%< . LIFODNSH%ZIEET D L 2 #HREL £T,

ONTAP SANOD

SR SANEZFERALEREAMNRTRETY ontap-sano

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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MetroClusterD |

AAYFA—N—"BELIVORA Y FNYIRIINYIIY RERZFENTEHR T IHNELNBVLSICN
WOTLYRERECETEI'SVML U —o 3> Um0,

ZAYFA—N—CERAYFNY I —LLRICETTBICIE. ZFEALTSYMZIEEL
managementLIF. /NI X—RIFEEEL ET svmo BFIZIL :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>
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SERAZEAN— X DFREED A

CDEARNEHREH TIX clientCertificate clientPrivateKey. H& UV
trustedCACertificate (BEESNICAZFERL TWBEEIEA T aYy) BANITH

backend.json. TENENTZA 7>k
dA—RENTBEIMERINE T,

version: 1

storageDriverName:
backendName:
managementLIF: 10.0.0.1
svm:
useCHAP:

chapInitiatorSecret:

svm_iscsi
true

chapTargetInitiatorSecret:
chapTargetUsername:
chapUsername:
clientCertificate:
clientPrivateKey:

trustedCACertificate:

SERRZE. ME#E. BLOEEINI-CASIFAE Dbase64 T~

ontap-san
DefaultSANBackend

cl9gxIm36DKyawxy
rgxigXgkesIpwxyz
1JF4heBRTOTCwxyz
uh2aNCLSd6cNwxyz
ZXROZXJwYXB...ICMgJd3BhcGVyc2
vCciwKIyAgZG...0cnksIGR1c2NyaX
zcyBbaG...b3Igb3duIGNsYXNz
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XA ECHAP DA
NS5DBTIE. MICHRESIN true' /Ny o T RABERR I "useCHAP £ 9,
ONTAP SAN CHAP D

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANT 1./ = —CHAP®DI

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/\w 7 T > R TNVMeZfEA T ASVMZREL TE K BELHD £9, ZHIENVMe/TCPOERK
BENY I Iy RIERTT,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) o

ONTAPNwY LY RTFCZERA L TSVMEREL THEHRELAHD £9, CNIFFCOEERMNE/NNY D
IV REBETY,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_ fc

username: vsadmin

password: password

sanType: fcp

useREST: true



nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP SANT 1./ = — K 1 /\(DformatOptions Dl

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

RET—IL=2ERTZNY I RDA

NSDYVTILNY I TV REERT 71ILTIE. none. spaceAllocation false. false
‘encryption BE. IRTODRAML = F=ILICHEDT 7 4L DB ESINTVET
‘spaceReserve, IRET—JLIF. AL =023V TEELETD,

TridentTl&. [Comments] 7« —ILRICTOES I Z VI SRILBRESNE T, IAXAV NI RET—ILE

DIRTOINIILZFOED a ZVIBRICA ML —UR Y 2—LALICOE—19 %FlexVol volume TridentlZERE
INEFT, ANL—UBEEIZ. RET-ILICICSRNILEEEZELED. R a—LESKRILTHIL—FL
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1ehTEEY,

N5DHTIE. —BEDRA L= =)L THBED. « spaceAllocation KT “encryption” DEH
REIN “spaceReserve. —EDF—ILTT 7 AIL MEDR EEZTEINE T,
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ONTAP SAN®D
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

N\w 2 I R% StorageClasses ICX¥vE>T LT

JRDStorageClassE&IE. 28R L CRET—IILa2EET2/N\NVv I TV RFDOANIKTEEW, 710 —)LRZEH
L T parameters.selector. &¥StorageClassid’R!) 2 —LDHKERX MIFERATEZRES—ILZEUVHL £
o R a—LIllF BRLERE7—ILATERINERDHD £,

* protection-gold StorageClassiE/\w I I RORIDIRE T—ILICIVE>YTEINET
‘ontap-sane d—JLRLARILDFREZRBETZIH—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassid. NV I IV RO2EBC3BEHDRES—ILICIvE>YY

82

INXT “ontap-san, cNBIE. d—ILRUNDRELARNILZIRHTEIH—DF—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

app-mysgldb StorageClassid/N\w I IV ROIBEDRES—ILICIVEY T ENET “ontap-
san-economyo AUk mysqldo R 77 V=3V RADA ML= F—I)LIBMZIRIET 2HE—D T
—}L—Cj_o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

protection-silver-creditpoints-20k StorageClassid/N\w I IV RO2BBDIRES—ILICT
wEYIEINET “ontap-san, VILN—LARILDORE L 200007 L2y bRA Y b 2RI Z2H—DT
—JLTY,



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* creditpoints-5k StorageClassid. NI IV ROIBEDRET—ILENYIIY RD4FEBEDNRK
#F—JL ‘ontap-san-economy ICN¥WYEYTINET “ontap-sane _iL5IE. 50007 LTy kiR

1 b ERHOME—DT LA T 7T TY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* my-test-app-sc StorageClassid. ZFEHALTRZA4/ND “sanType: nvme {RET—ILIC
‘ontap-san YWY EYIINET “testAPPo _HUIHE—DT—)L “testApp TY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridenthEIR T BRI T —ILZREL. AL —CBEDNFELEINDLSICLET,

ONTAP NAS K Z 1/

ONTAP NAS K S 1 /\D &

ONTAP & & U Cloud Volumes ONTAP @ NAS RS A N\Zz{EB L7 ONTAP N\wv o TV
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ROFEICDOWTERBL X,
ONTAP NAS K S -1 /NDE¥#H
Tridentid. ONTAPY S AR EBIETBT-HDRDNASI ML —J RSANZRBELET, HR—bTNhTWL

2707t XAE—RIE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

[N AN O3 RUa—L HER-—FINTWET7Y HR—-—FETNZT7T1I
E—F TRXRE—F AT L

ontap-nas NFSSMB 77 J)L> RWO. ROX. RWX. RW " nfs smb
AT L OoP

ontap-nas-economy ~NFSSMB  771)L> RWO. ROX. RWX. RW ™. nfs smb
AT L OoP

ontap-nas-flexgroup NFS SMB 7714l RWO. ROX. RWX. RW "'\ nfs smb
AT Ly OP

* KRR a— LADFEREIEIDBHZLLBZEFRINDBEICOAERL £ “ontap-
san-economy "t 7R — TS ONTAPDFIE",

* KRR 2 — LADOFEREA LD HZ VW FEIN. ontap-san-economy’ K 5 /\% F
TEHVEBICOIA" T HR— kT B0NTAPDOEIE A L T “ontap-nas-economy < 72 &

@ Lo

T—R1FE. TAHFIZVANI, BEEV T DRBEEDNFEINZIHZEIEERLAV
‘ontap-nas-economy’ T< 72 & LY,

* NetAppTld. ONTAP SAN%[RL TARTDONTAP R 51 /N TFlexVol BEILEZ ER T3 Z
CIFHRINTVEEA, EBKRL LT, Tridentid X+ 7> 3 v b FHOFERE HR—
L. #FNUTFSLC TFlexVolZR) 2 —L%#EEL £ 9,

I—HHER

TridentlX. ONTAPEIEE £7/-IISVMEIEE (BEIFV T XA —Y. vsadmin svMA—. FIEFID%
gcTECO-ILOI—%ZFEAH) C LTETIZCZBELTVWET admins

Amazon FSx for NetApp ONTAPIRIE Tld. Tridentid. 7 5 XX 1 —H F7zld vsadmin svMA—HZFERT
BONTAPERE £/-IEsvMEBIEE. FEALA—IILDOFDEFOI—HF L L TERITINZBELRHD XY
‘fsxadmine O ‘fsxadmin' I—H(F. IS ARXBEBEI—HIZRDLBZRENRI—H T,

INTA—REFERAT 3B EIE limitAggregateUsage. 7 7 A X EBEDHERNNET

(D 9, TridentTAmazon FSx for NetApp ONTAPZ &M L TL\3IFE.
limitAggregateUsage NI X—RIEA—HFT7 LTV hE fsxadmin ' A—HFF7HUV KT
IIEEL FHA “vsadmine CD/NTA—R%EZIBEET B EREMLIBIFFKBL £9,

ONTAPRTTrident B 54 NAMERTE 5. L DFHIRDOELWO—ILZFERT 5 CISAIRETI A HRL X
A, Trident DF) ) —XTE. Z<DIFE. EEINE APIDEMTREICEZ D, Ty TTL—FH
BL IS—BEIDPIRDET,
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ONTAPNASRSANEFERL TNV I IV RZERTEITDIEREELET

ONTAP NASK S /N\TONTAPNY I LY REZHRETZ-ODOEH., B4 T a .
FLVOITUVRR— bR —%BELET,

2

* IARTD ONTAP Ny U T RTld. Trident TV R EH1DOT7IT VS —R% SYMICEIDYH TS 4
BERHDFT,

CEBDRSANERITL. BN —AZBRITBZAN—JIUTRAEERTEZT, ILERIE. R0
NEZFERT3G6oldV TR, RSAN%ZFEHT BBronze” 5 X% ontap-nas-economy iXiE CE X9

‘ontap-naso

* §ARTDKubernetes7—H—/ — RICEYIENFSY —I)LEA VA —=ILLTHELBELRHD FT, "
OV O EHBICDOWTIE, BBBLTLIETL,

* TridentTld. Windows./ — R TETINTWVWERY RICYTY FENSMBR) 2 —LDOIHIHFR— R
NEJ, FHICOVWTIE. ZBBLTLKIEETVWSMBRY 2a—LAZ O 3 Z 00§58 Ear LET,

ONTAP/\w I T~ R D&R:
TridentiCl&. ONTAP/Nw I T2 FDFREEIC2DDE—RHAH D 95

* Credential-based : CDE— R Tld. ONTAPNw I T RICHDBIERNKETT, ONTAPON— 3 Y
CERAPBEOEMEEERTB-HIC. ¥ vsadmin BEDIERIEEIN-EXFaUFrOF1>O—ILIC
EhEMIToNET AT raERTZ 2 #HELEX Y “admin,

* SFFAZEAR—X I TOE— R Tl Tridenth' ONTAPY S R A LBIET B 1-0IC. Nw I I Y RICEAE %
AVRAL=ILTEIRERHDET, COBFE. NvIIYRERICIE. Base6d TV IA—RINKEI S
A7 MERE. ¥—. BLUEBEINT- CASEERE (#R) NEFEFNTLIRELHD T,

BEONYIIVREZEHFLT. JLTYIvIR—ZADAREIHAER—IOAREZYIDEZZ N TS
F9, L. —EBICHR—FEINBZBAHEIR1DIEIT TS, FIORMEARICTIDEZSICIE. NvoITY
REEHDSEFOAREZHIRT Z2HELHD £,

() ILTFOIV I CHBREOMAZEELLD TR E. NV IIY ROERNEE L. #E 7
A INCEROTEEAEIIEESTNTVWBR VWS TS —HRRINET,

ILFEVS v IR—RADORAEEBMICLET

Tridenth’ONTAP/Nw UV T R E@EIET BICIE. SUMERRE LTV SR2%EWNRE LIEBEEICRNTDZ VL
TUIRILHDRETT, W vsadmin REDEHEESNIBEOO—ILZFERATICZHELET
‘admine CHUIELD. SEDONTAPY ) — X TERAT ZHEBEAPIN AR SN 3 AIREMD B B R D Trident )
) —XEDRTHEBEMEDIEIRINE T, TridentTIE. AREXLOEFXFa2UFOF7 0> O—IL =L TEHR
TETEIH HERESINFEEA.

NYITITYRERDHNFIRDELSICHED £,
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YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

Al Al

svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYIIVRERIFZ. LTI ¥9IIDTL—=—2TF AN TRESNDIE—DBFATHDZCISEFELTL
TV, NWIIVRAKMEREIND E. I—RE/INAT— KD Base64 TL>I—RTN. Kubernetes & —
Ly b LTEHEINE T, LTV VILDHBIRELRDIZ. NI IV ROEREEHRIEITTY, O
DB EIEEERT. Kubernetes/ R b L —CBEENRITLET,

SERAER—XDFEEEEMICLET

FRREIZEFEONY I RIZEEREZE2EHALTONTAP NI IV REBETEET, NVvIIVRES
ICIE3 DDINTA—EHRETT,

* clientCertificate : Base64 TT>1—R3IN/i=o 541 7> MEBBED(E,

* clientPrivateKey : Base64 TI > — R&Nf. BETIT SNI-MERDE,

* trustedCACertifate: (S8 SN 7= CASEBEZ M Baseb4 T > 11— R, (ST NT- CAZFERHT 35513,
CDOINTA—REIEETDIUNENHD XTI, EHESNTCCANMEHINTULEAWVEEITEFE L THFEFVE
Ao

—RRR T = JO—IROFIETERINE T,

FIE
1. 9547 MEABCF—ZER L F9, £MEIC. ONTAP 1—H# ¥ L TEREEY % & 51C Common
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Name (CN ; #@%) #%ELFT,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. ST NI CASIFAE % ONTAP S RRZICEML T, COMEBRF. R +L—JEBENTTICITOT
WBAREMN B D £ T, EETES CANMERSTN TLAVWBEIFERLE T,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RRICUVSAT Y FEFAZEF— B2V A M—=ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPOTE X aUF OO0 >O—IIHREAREYR— L TWBR I ZEEELET certo

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver—-name>

S. £ I NI-FFEAE % FEHA L TERE%E T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZABEELVP SYM ZICEFTHEZ TLIET WV, LIFOY—ERXR)S—HICERESNTWVWS 2 HERT 20
EHH D “default-data-management £ ¢,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiFAZE. ¥ —. BLPEFEIN/-CAFAEER T O—KR T %,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

EAEAEEEHIBED JLTUIvIEO—T—23 LT

BEONYIIYRZEHFL T MOSRMEAEZFERLEED. L7y )lzO—F7T—>3 > LD TER
o CNIIEBESDHETHMELE T, I—HRENIXT—REFRTZ NV I I RIFAZERFEHT 3
KSICEHTETEIN, SAEXFREIZINYIIVRIEA—HRENRAT—RICEDVWTERTEEY,
NzZIT3ICId. BEFEORAEAEZHIFRL T, ILVWERREAEZ BN T A3HBELH D £9, RIS, RITICHER
INT A =R EFUEHT S Nicbackend.json 7 7 1 JLZHH L “tridentctl update backend' £ 9

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

NAT—ROO—FT—>a3>%FTI3BICIE. A FL—BEBEHDNRIIC ONTAP T1—H
DINZAT—REZBHITIBELHDET, CORICNYIIVRTZ Y ITF— DI X, it
() ®BEon-7->a :EFT3BIC. BROTREEI—VICEMT S LN TEET, £
DEE. NYIITYRDBEFHINTHLVIEBASENMER TN L SICBD £9, CDIEFREICH
<EHWEEAZE(IZ. ONTAP 7S XAH SHIBRTE X9,

Ry s Iy REEHLTH, TTIERINTVNBRY 1—AADT I E XZFWINT. ZOBORY 12—

LEHFICODEELEEA. NYIIYROEHHHING D E. Tridenth' ONTAPNNw I T RE@E L. LU

DR 2 —LABZNIBTEZLSICHBDET,

TridentFiD 51 X 2 LONTAPO— )L DYER

Trident CALIE% 179 3 7= ICONTAP adminO— L2 FEB T 3HEHL B VK 51 &/ \PrivilegesZ 1¥

DONTAPY S XZO—I)LZETE X9, Trident/N\w I LY RIBIRICI—RZZ8 3 &, TridentfERL L
fcONTAPZ S X2 O— LAMER SN TUELRTEINE T,

TridentA X 2 LO—)LOERDEERICDOWVWTIE. ZBBLTLL LIV Tridenth A2 LO—)LY TR L —4"
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,

1. AZRZLO—ILOIER :
a JZRAZLNILTHRZLO-IIZERT BICIE [V 7 ARP[RE 2 FERL £9,

(F713) SVMLARIILTHRZLO—-IZERT 3ICIF. *[X kL —1>[Storage VMI>[ERE]>[
I—HeO—JL]*ZERL ‘required SVM £ 7,
b. DIEICHBERENT A > (—*) ZBIRLF T,
C. [Roles]* C[+Add]*Z=ZEIR L £ 9,
d O—ILDIL—IZEEL. FREEZIVVILET,
2. O—=)LETrident1—HICY Y J 95+ 21— O—IIIR—JTROFIEEZETLE I,
a. T[7A A>DEMH+ZFERL XTI,
b. RERI—HE%ZFERL. *Role* D RAOY AT XZa—TO—LEBRLET,
c. [fxfF (Save) |Z2UvILET,

SEHICDWTIE. MOR—UHEBBLTLETL,

* "ONTAPOBIEBAD AR X LO—)L"FIF"H R X LO—ILDEE"
*'"O—J)Led—%%{ERT "

NFS T RR—bhRUS—ZEFELEFT

Tridentld. NFSTV X R— bRV —%FERBLT. 7O 3 Z2FT3R) a—LADT7 72X %=FHIEL F
ERS
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svm: svml
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autoExportPolicy: true
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd
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DEY “ntfso *

unixPermissions FLWARY 2 —LDE—K, *SMB/RY 2 —LlxZE ™

ICLTELLBER DD TS, *

ONTAP NASDFREA T 3> & fl

Trident® - > X b —J)LEFICONTAP NAS R S 1 \%1ERf, L TERA T % AH7AICD VW TEREA
L¥xd, COEI>a>TlE. NIV ROBEHIE. NyIITR
% StorageClasses|CY v E VI 370D l=ZRL £ T,

NI T REBRA T3>

NYIIYVREBEA TSI VICDOVWTIE. XOREZSBLTLLEIVL,

INTA—=& S maiEA TI7AI b

version -

storageDrive X FL—Y RS /1NDEHI ontap-nas. ontap-nas-

rName economy. &7l ontap-nas-
flexgroup

backendName HARARLAFEIEASL—SNYIIVR kS /\%+"_"+ dataLIF

managementLI 35 XAFIIESVMEELIFOIPT7 KL XFZ2MEEH K "10.0.0.1","[2001 : 1234 : abcd :

F XA % (FQDN) ZIEETET XY, IPV6 7S % : fe]"

AL CTridenth*r Y X b=ILTNTWVWBIHEIX. IPv6
TFRLAZERITALDICKETETEY, IPV6T7 R L
RUE. DESICAD > TEEITAIHUNENHDET
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
lo ¥—LL X7%EMetroClusterX 1 v F A —/N\—|ZD
WTIE. ZEH L TMetroClusterdfill < 72 LY,
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datalLlIF

svm

autoExportPo
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autoExportCI
DRs

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password
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> MLEBIZERE 9 B Fully Qualified Domain Name
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S TEEITDIVNELNHDFT
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BB L T 72 & LWMetroClusterdfl,

f§£F 9 % Storage Virtual Machine * MetroCluster T &
= BH L T 2 S LMetroClusterdl,

IV RR—rRIS—DOBEER EEFZBMCLF
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IVRR—brRV—%ZBENICBEETET Y,

HEWRIZEICKubernetes® / — RIPE 7 1 LR >
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FI7AILE
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SVMAMEE TN TV BIHRITIRE

managementLIF

ELLARWL

['0.0.0.0/0","::/0"'



NTA—=H HamaneA T7#I b
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X ICERT3 L 70 v I RZ2BELE T, RERIC
BHITACIFITETEHA

gtree-nas-economy & storagePrefix
ZONTAP 24X FUULTHERAYT 35

@ B RUa—LAICERANL—2TL
T4 vV RAIEENFEAD. qgtreell
WAL= LT 0w o RDMEDIA
ENFEI,

aggregate 7O a=Z>IJROT7IVS—8 (A3, "
BRETIHEIESVMICEIDETEAIRENHD FT
) o RZANDIHE ontap-nas-flexgroups < ®
A7 aVIFERINE T, BIDHETHSNTLEARW
BalE . ERAgERV\WINADT I )T — sz ER
L CTFlexGroup’R) 2a—L%Z7OED3Z>JTEX
ER

SVMT7 U —rhEFHIND
Y. Tridentd> bO—S%BEEET
ICSVMER—) > T3Z L
T, TridentCT7Z U4 — A EEMIC
BFiNxd, Ra—L%xOED
I FTBESICTrident TERED 7
JNF—rERELTWVWRBE. 77
() Ur—rossEEETEHSMAS
BEhdd. SVM7T VS —RDR—
1) > AICTrident T/N\w Z T RHE
ERREICEDEXT, 7OV —
ESVMICH BTV Tr—MIEETS
. TIOUF— R ERLICHBRL TN
VOILIVREZVSAVICRETHRED

dHOFETI,
limitAggrega FRXNCOEIEZEBITVWAHEEIE. 7OEYaZ ™ (F7#IIMTIFERINEE
teUsage VOMKRBL 3, *Amazon FSX for ONTAP * (Zi&  A)
BRHINEFEA
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FSONWNoa—Ta VIRICERTZT/N\vI T35
Jo Bl . {"api": false. "method" : true} FZTIL>
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xvol

smbShare

useREST
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oolSize

denyNewVolum
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D%FE]. Trident CSMBREEZIERTE3L51CT D
2Hl. R a—L NOHBEOEEFT7 /XA Z221ET3
BEIENTA—RZZADOEFFRICLEFT, AVFL =
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9o CD/NT X —A|FAmazon FSx for ONTAP/\w &
IVRTRHETHD., BICTBZCIETETEE A

ONTAP RESTAPI ZER T30 T—1) 7 >IN
X—AH, useREST ICERET D “true’

Y. Trident|XONTAP REST APIZfER L T/NvY
IVREBELXT, ICERETS false®

E. TridentldoNTAPI (zAPI) MUH LZMFERL
TNYIIVREBELEY, ZDEEEICIZONTAP
9.11. 1URENKNETY, £/=. FHEI donTAPOY
A >O=ILICIE. 7PV —=2a>rAD7 0t XED
WETY “ontapio. _fld. F|RIICERINLE
B RE)C K > TERIEIN vsadmin cluster-
admin £9, Trident24.061) 1) — X L T'ONTAP
9.151UETIE. D useREST T 7 #JL M TICERES
NT ‘true"WXJ, “false ONTAPI (zAPI) M¥
VHLEFEATDIESICICEBLTLIET L,
"useREST

ONTAPNASI IO/ I—/\w YU I R TqtreezfEAT ™ (F7A4IFTIFEAINEE

2BED. ERvJRERFlexVolD&RAY 1 X,

% HIPR L “ontap-nas-economy'/\'v ¥ T > Rhigtree®
AN T BT=DICHFH L ULFlexVollR ) 2 — LEERT 3
ZrEd, FLLWPVOTFOEY 3=V JICI. BifE
DFlexVolDAHMERINE T,

R)a—Lo7OESI=Z>FBEONYIIY RBA o aY>

FT7#ILE
ll200||

smb-share

true ONTAP 9.15. 1L [ DES
3. ENLNDIZEIT falseo
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BREDTEISa>T. IN6DAFarEFERALTT 74l b07OES 3= 0 %G HTEEXT
defaultso FICDWVWTIE. UTDREFEEBL TSI LY,

INT A=A
spaceAllocat
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spaceReserve

snapshotPoli
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B maEe
gtreelCX 23 AR—XEND YT

AR—ZAYHPFR— 3>V F—R: Thoney ()
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) BEMICLET., TIAILMETY, false TDF
T arvEFERTBICIE. VTARXTNVEDTTE
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k "mixed & unix xa U TR SMBDHR—
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FI7AILE
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

¥ “ontap-nas-flexgroups' IC2WTld. ‘ontap-nas Trident# L LWETERZEA L T. FlexVol
HisnapshotReserve DEIG Y PVCTIELL APy I N3 LS5ICARD £ LT 2—DPVCEERT S

. TridentidF LLWEHEEZFRALT. £DZLLDRR—REFDTDFlexVolZER L £9. CDFHEICE
D, A—HIFERINT= PVC HDEZTAHABERAR—IAZREL. BERINAR—IEDHDEBEVNZIR
—RAERBRTEET, v21.07 EDFION—T 30Tk I—FHPVCEZERT B L (5GB HRY) .
snapshotReserve 1' 50% ICERESINTWVBIFE. EFTAAFBERIR—XIE 25GB DHICHEDEFT, Ch
& A—HYHBRLEZDIFR) 2—LLETHD. FDEIETH 378 snapshotReserve TY, Trident
21.07TlE. A—YHER T ZDIFETAAFEERAR—IATH D, TridentTIER ) 2 —L2FICHTZEE
ELTEEINE T, “snapshotReserve’ CNUFICIFEA TN EH “ontap-nas-economy Ao, Z DIERED AR
HICDOVTIE. RDOBIZERLTLIEET L,

FARIEIRODEED T,

Total volume size = (PVC requested size) / (1 - (snapshotReserve

percentage) / 100)

snapshotReserve = 50% . PVC &K = 5GiB DFE. K1) 2a—LDEFT X% 5/0.5=10GB THDO. i
e 1 XF 5GIB THH. TNH PVC BERTERIN/-H A1 XTY, “volume show XDEID &£ S 7
BRAKRTINET,
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Vserver Lui tat ype Size Available Used%

online Rw 18GB 5.

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

HUainA > A R=ILD5DBFED/N Y I T RTIE. Trident® 7w 749 L—REICEHRO L SICR) 2—LH
7OoEDazZyIEnEzd. 7y UL —RENSER LR ) 2a—LICDOVWTIE. BEEARBEIND LS ISR
a—LDHYAXZBEETINELNDHD £7, 7 RIE. UFID £ 2GIBDPVCT "snapshotReserve=50

I 1IGBDEFAAARERAR—RERMHTZR) a—LDMERSINE LT Tz xiE. R a—LDH
X%z 3GBICEB T DL, 7TV Tr—>3 > DEFIAHARBRAR—IAN 6GIB DR 2—LT 3GB IZHRD
i-a-o

=/)NRDFZER

RDOBNE IFEAEDNTRA—=FZ2T T A FDFRICTEIEANLBHREZTRLTVWET, Chid. NvIT
VREERIBIROLBEBERFETT,

@ 2w k7w ONTAP T Trident ZEAH L TW3ERIE. IP 7RL XTIZ%A < LIF O DNS %
EIEETRHCEMELET,

ONTAP NASD#EEM DB

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup Dl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

AAYFA—N—"BELIVORA Y FNYIRIINYIIY RERZFENTEHR T IHNELNBVLSICN
WOTLYRERECETEI'SVML U —o 3> Um0,

ZAYFA—N—CERAYFNY I —LLRICETTBICIE. ZFEALTSYMZIEEL
managementLIF, /NTXA—R Y svm INTX—RZHEELET ‘datalIF, BRI :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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SERAEAN— X DFREED A

CHUIIBRIBRDNY I T RIBREOHI T,
trustedCACertificate (ERECNICAZERL TWBHZEIEFT T aY) ICEBFASLTN

backend.json. TENENTZA 7>k

J— R ENfEPMERTNE T,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.15

svm: nfs svm
clientCertificate: ZXROZXJwYXB
clientPrivateKey: vciwKIyAgZzG.
trustedCACertificate: zcyBbaG.
storagePrefix: myPrefix

BET Y AR— bR S —Df)

clientCertificate. clientPrivateKey. H&LVN

SERRE. MWER#E. BLOEEINT-CASIFAZ DBase64 TL YV

... ICMgJ3BhcGVyc2
..0cnksIGR1c2NyaX
. .b3Igb3duIGNsYXNz

COBE. BIMNABRT O XR—bRUS—%FRALTIVRR—bRUS—%2BHNICERE L UVEET
& SICTridentliCi8Rd 2 AEZ "L TVWET, Tk, KRS /N& “ontap-nas-flexgroup” K 51 /AT
[ & 5 IC#8E L “ontap-nas-economy’ £ 9,
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version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2

svm: svm nfs

labels:

k8scluster: test-cluster-east-1la

backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4



IPv67” K L XDl

RIC. IPv6T KL ZDfEMAHIZ TR L "'managementLIF £,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB7R!) 2 — L= {EHA L 7=Amazon FSx for ONTAP D

“smbShare SMBR!) 2 —L%{FEHRAT BDFSx for ONTAPTlE. NTX—HIIWNBETI,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXR0ZXJwYXB...ICMgJ3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz

storagePrefix: myPrefix
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nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

RET—IILZERTZ/NY I EOH

MTFICRITH Y TILNDONY DIV RERT 7AILTIE IRTODR ML= T=ILIZREDT 7 4L EHEE
INTWET (atnone. at spaceAllocation false. atfalse encryption % Y¥) spaceReserveo 1R
BT—=)LiE. ARL—=—2E023 0 TEELED,

TridentTl&. [Comments] 7« —ILRICTOES I Z VI SRILAREINE T, OIX > ME. DFlexVol 7=
IEDFlexGroup ontap-nas-flexgroup TiRAEL XT “ontap-nas. Tridentid. RET—ILICFEET ST
RTDINNZ7AOED I ZVIRICA ML —UR) 2a—AICAE—LET, A NL—CEEBEIL. RET—
NI RILVEFEEZLED. R a—LZIRILTIIL—HMELEEDTEZXT,

N5DHTIE. —BBDRML— =)L THBED. . spaceAllocation &Y “encryption” DEH
BREIN “spaceReserve. —ZfDT—ILTT 7 #IL MEDN EEZTENE T,
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ONTAP NASOD

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



ONTAP NAS FlexGroup D

version: 1

storageDriverName: ontap-nas-flexgroup

managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:

spaceReserve: none

encryption: "false"
labels:

store: flexgroup store

k8scluster: prod-cluster-1

region: us east 1
storage:
- labels:
protection: gold

creditpoints: "50000"

zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"

zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"

zone: us_east Ic
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"

zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NASDZEE DA

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:



spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

N\w 2 I R% StorageClasses IC¥vE>T LET

JRDStorageClassE&Hld. #BB L TLKIETVWIRET—IILZFEHITZ NI T ROH)l, 74 —IL R%EER
L T parameters.selector. FStorageClassidR) 2 —LDHKRRA MIFERATEZRET—ILZFUOHL F
o AU a—LICIE. BRLERET—ILATERSINERZNHD £7,

* protection-gold StorageClassid. NV I IV RORVPNE2BHORES—ILICYYEYTEINZE
9 ‘ontap-nas-flexgroupo d—I/LRLANILDREZRMETZHM—DT—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* protection-not-gold StorageClassid. NV I IV ROIFBBC4BHDRES—ILICIXvE>YY
INEXT ‘ontap-nas-flexgroup. EEUNDREL NI ZRHETIHE—DT—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

* app-mysgldb StorageClassid/N\V I I FOLBBDRET—IILICXVE>YIEINET “ontap-
naso U, mysqldbX A 77 TVEDR L= = LB ERETZ2H—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* protection-silver-creditpoints-20k StorageClassld/\v I LY RDIBEHDRES—ILICT
wbEYIENET “ontap-nas-flexgroupe VIL/IN—LARILDREL 200007 Ly FRA > Mg
TEIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* creditpoints-5k StorageClassid. NV I IV RDIBEDORET—ILENY I IV RO2EB DR
#F—JL ‘ontap-nas-economy ICN¥YEYTEINET “ontap-nase _il5IE. 50007 LTy kiR
AN EHFOH—DT—ILAT 7)) VT T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridenthBIR T BRE S —ILZREL. A NL—CBENE-INELSICLET,

#IHA
#IHA

RERICEFH datalLIF

REEICdataLIFEZE I 3ICIE. OOV RERITLTHLWAY I IV RISONT 71 ILICEF N

J=dataLIFZ3gEL £,
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCH DU EDR Y RICEFH SN TUVWEES. FILLWT—XLIFZEMICT BICIE. Wind 3
ITARTORY REEFILELTHESBEBREICEIVRELHD £,

Amazon FSx for NetApp ONTAP

Amazon FSx for NetApp ONTAP CTrident {§

"Amazon FSx for NetApp ONTAP"|&. NetApp ONTAPA L —ARL—FTa4 TR
TLEREBCIZ37 71T LEREFHLTEITTES. 7ILIYR—Y ROAWSH —
EXTY, FSXfor ONTAP Z{EHT D . HWENT-XRY b7y TDHEE. N7 #+—<
VR, BIEEEEEERLAN S, AWSICT—2%Z&INT B0 D> > TILE, BlISE.

tXxalTFoa. HREEFERATEE T, FSX for ONTAP (X, ONTAP 7 71 ILY R T Ls
DIRE ¥ BIEAPIZ HR— KL TWE T,

Amazon FSx for NetApp ONTAP 7 7 1 JLY X 7 L%z TridentE & 9 % . Amazon Elastic Kubernetes
Service (EKS) THEITTMNTL 3KubernetesV7 5 XZH, ONTAPZEEB 27OV VB LU T 71ILDK
AR a—LEOES 3=V I TERLIICHDET,

T7AIND AT LIE 2T LI RD ONTAP 75 A2 fes Amazon FSX D 54XV —X T,
BESYMAICIFE. T7ANETANRZT7AINSRTLIENTZT—R2AVTFTH3 1 DULEDKR) 2

—L%Z{ETE £9 . Amazon FSx for NetApp ONTAPIE. V7 Z T RDIYAZ—J RITI 7AW AT LE L TR
HEINFET FILLWI 7ML RTLDRA TS * NetApp ONTAP * T,

TridentZ Amazon FSx for NetApp ONTAP% f£F8 9 % £ . Amazon Elastic Kubernetes Service (EKS) T31T

TN TLWABKubernetesZ 2 XAH. ONTAPZEBr 23 70voELV T 77ILOkEEAR) 2a—L%E 7O
O3V TEBRLSICHEDET,

Z2H
"TridentDZ4"FSx for ONTAP X TridentZ i &9 3 ICIE. THICRDHDHNHUNETT,

* BIfZMAmazon EKSY S XA F1-l3h 1 VX b= )L i-B 2 EEEKubernetes? 5 XX kubectlo

© USRADT—H— ) — R SEFEFTEELEZDAmazon FSx for NetApp ONTAP T 7 1 LY AT L &
U'Storage Virtual Machine (SVM) .

* BICEfBEINTcT—H—/ — R"'NFSE72ILiSCSI"

@ EKS AMIZ -1 ZIZIt L T Amazon Linux$ & U'Ubuntu (AMIS) TRREZR/ — R DT
JIEIZHE > T "Amazon Machine Images MBE"< 72 L,

ZREE

* SMBR 2 —L4:
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worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html

° SMBRYU 2 —LIFRZANDHZHERL THR— kTN ontap-nas" £ 7,
° SMBR ) 2 —LAlE. Trident EKST7 KA > TldHR—FSThEHA

° TridentTld. Windows./ — R TETINTWVWBRY RICYTY FENT=SMBR) 2 —LDHFHHR—
FENFET, FHICOVWTIE. 2BBLTLKETVW'SMBRY 2a—LZE O 3 =0T 5% EE
LEd",

* Trident 24.02& DEID/N— 3 > Tldke BEINY 7w THEMCHE > TWLWBAmazon FSx7 71 ILY R
TLEICERR S NIZAR Y 22— AlE. Trident THIBRTE £HA T Lo Trident 24.02L4F% T Z D RE7E % [E]8#
T BICIdE. AWS FSx for ONTAPD /N UV T R#ERK 7 7 1)L T. apiRegion AWS. AWS. H&UAWS

‘apikey % ‘secretKey $EEL XY fsxFilesystemIDs

TridentiCIAMO—I)L%38E T 3%, « apiKey. $LU secretKey DT 1 —JLK
ZTridentiCBATHICIEE T AV EIEHD FHA “apiRegion. FHMICDOVWTIE. =&
LTL &L "FSX (ONTAP DA > a > efl) "

EIIL,\D

TridentLCLEtZ’)(Duqu:E I\b\% D i_g-o

CULTUIUVILR—R () LT vILEAWS Secrets ManageriCZ 2L XS, 77 1)L
AT LD, iTCCiSVMﬁﬁLCE&LEL_ NTVWBRI1—HZFEHATEEXT fsxadmin vsadmin,

Tridentid. SVMI—, F£IERO&F TRILO—I/ILOI—HE LTEITTI Iz BE
@ L CTWZE T vsadmin, Amazon FSx for NetApp ONTAPIC(Z. ONTAPZY 5 X 221 —H(ZfX
DH3BRENHRI—TH admin ULV “fsxadmin  £¥9, Trident TOERZEL SEDHLF

d ‘vsadmine

* SFRAZEANR—X ! Tridentld. SVMICA VX F—ILENTWBIEBAZ#FER L TFSX7 7 1LY AT LE
DSVMEBELE T,

SEEEAMICT D HEDFERICOVWTIE. FAHALTWA RSANEZA TORIMEEBBL TS

* "ONTAP NASETEE
* "ONTAP SANGREE

F R READAmMazon<Y > 21 X— (AMIS)
EKSY S RRGTEIERARL—FT 4 VI AT LEYR—FLTWVWETH. AWSTIZO VT 7F YEKSH

IZHFE DAmazon Machine Images (AMIS) D&RiBE{IE TN TUVET, KDAMIETrident 24.10TTF R TN T
WEd,

CiES NAS NAST I/ 3— SAN SANTI/3—
AL2023 x86 64 1Z [IL) =4 [=qA =4

AL2 x86 64 L I [F LV [E LV
ARILOTy [FLv =4 EALY ZHEEL

k x86_64
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AL2023_ARM_64_ (£ (0 EqH {0
1R

AL2_ARM_64 [=4A =4A [F LV [V
ARLOTy b7 — L (=4 EAL S ZHEEL
1,64

YV A TS 3 TlE Tnolock) ZERITAMRENRHD X7,
e ) —REHBEESHETICPVEHIRTE EHA

BHOAMIZS CICU X R M TUWANMES. HH— FIATOANE WS ERTIEE, &
()  EFAFSATUBVWC L 2ERLET, COUR ML BIFFRRINTLBAMISOH 1 I
CLTHBEL X9,

7T A MEBEE -

» EKS version: 1.30

* A YR M=ILAE  HelmEAWST7 RA > LT

* NASIZDWTIE. NFSV3UNFSVA1OmAZTA L& LT,

* SANICDWTILISCSIDHZT A kL. NVMe-oFIZT X~ LEEATLT

KiTINETA N

*{Ep : ARL— U5 X PVC. POD

* HIBR : Ry R, PVC (GBH. qtree/LUN-IZ O/ = —, NASLAWSNY I 7 v )
EEZ R

* "Amazon FSX for NetApp ONTAP D KF a1 X > K"

* "Amazon FSX for NetApp ONTAP |CR9 2 JOJsEE T

IAMO—)L £ AWS Secret= {ERL T 3

Kubernetes7Rv RHBAWS Y —RICT7 IR TBLDICHET BICIE. BHRBNRAWSY
LTI vILEZIEETDI3RHDIC. AWSIAMO—JLE LCEREELEF 9,

@ AWS IAMO—)LZ{EARA L TEREE§ B 1Cid. EKS%Z{#ER L TKubernetes S A A B A §3HNE
hHpbEd,

AWS Secrets Manager>— 2 L v kb DER

TridentldFSx SVMICXT L TAPIZRITL TRA ML —UZEIET 3D, TDROHITIEI LTV vILHREIC
BODET, INSDILTUIvILZRZEeIlETICIE. AWS Secrets Manager>— 2 Ly bZzEHEL £,
ZD7-8. AWS Secrets Manager>—7 L v b & 7B L TOLWARLVEEIF. vsadmin7 O bDI LT
DvIINEBUI—ULy FEERTIBENHD £7,

ROFITIE. Trident CSIZ LT > v ILZ &N T SAWS Secrets Manager>—72 Lw b E{EREL £ 9,
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials™\

-—-secret-string
"{\"username\" :\"vsadmin\", \"password\" :\"<svmpassword>\"}"

IAMZR L) < —DYERK

TridentZ IEL < E1T79 3 ICIE. AWSOMERHMHNETY, EDH. BRELRIER % Tridentiff5 93RS —
HER T ARHELHD £,

RDFNF. AWS CLIZERL TIAMRY & —Z BB L £ 7,

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy

-document file://policy.json
—-—description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

RS —ISONDA :
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"Statement": [
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",
"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

F—EXTAHTY FADIAMO—ILZER T %

RS —ZER LTS5, TridenthPERITSNBZ T —EXT7AHTY MIBIDHTZO-ILZER T2 S ICERAL
=

118



AWS CLI

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json”7 71 JL . *

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"
by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

77 ILDRDEZEH L trust-relationship.json” £ 9

* <account_id>-BERDAWS 7 HJ > ~ID

* <oidc_provider>- EKSZ 5 X Z®DOIDC, oidc_providerzEXS ¢ 3 ICid. RODOATY Y RZEHTLF
ERS

aws eks describe-cluster --name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

* JAMZR ) & —|ZIAMO— )L Z BEE(F 1T 3> .

A=)z LTcs. ROIXY RZERALT (LEOFIRTER LK) RS —20O—LICEEMIT
9,
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aws liam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>
*OICDZ7ONA ZHEEMITOoNTWE 2R L T+

OIDCTANAENRI SR AICEEMITENTVWBR I EZHERELET, KOOV REFER L THERTSE
£9,

aws lam list-open-id-connect-providers | grep Soidc _id | cut -d "/" -f4

HANZEDHZEIZ. XROAY Y REFERLTIAMOIDCZ U 5 X ZICEEMITE T,

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

eksctl
ROBTIE. EKSTH—EX7AHTY FEADODIAMO—=IL%Z{ER L £ 9

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \
-—-attach-policy-arn <IAM-Policy ARN> --approve

Trident Zz1 > X k=)L

Tridentld. Kubernetes TAmazon FSx for NetApp ONTAPX kL —CEEZ# St L. H
REVEEEN T TV =3V DBEAICERTESLSICLET,

KOWTNHADAETTridentz 1 VA M—=ILTEFET,

e Helm

*EKS7 k7>

ATy T ay bR T 3% CSIXRFTy a3y bAY MO—5 7 RA Y2 YA M=)LLZE
To FMICOVTIE. ZBBLTLKIEETWVWCSIRY 2a—LDZFy T3y MEEEZEMICTS" .

Helm%Z{#EH L /=Trident® 1 > X +—JL
1. Tridentf Y XA =S N\wHr—S o0& >0O—R

Tridentf > X b—=Z /Ny —J2id,. TridentARL —2DEA & TridentD 1 > XA b —JLICHREBRIARTD
HOMWEENTULE T, GitHubDAssetsttI > 3 VD SRH/N—3 > DTridentf YA =S5 %A >0
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—FLTERLEY,

wget
https://github.com/NetApp/trident/releases/download/v25.02.0/trident—-
installer-25.02.0.tar.gz

tar -xf trident-installer-25.02.0.tar.gz

cd trident-installer

2. ROBEBETHEEHAL T, * cloud provider 754 ¢ cloud identity *7 54 D{E%ZHREL X3,

ROFTIE. Tridentz 1 > A R—ILL. 759 %ICEREL. cloud-identity' % "$CI'(C "$CP 5R7E L
“cloud-provider £ 9,

helm install trident trident-operator-100.2502.0.tgz \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:
arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

—-—Create—-namespace

OV RZFEALT. &Hl. R—LAR—R 7T AT—RRA PV r5r—3>oN=23>0 Y
E2a BESQRE. AVAM—ILOFHZHRTITET helm listo

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14 14:31:22.463122
+0300 IDT deployed trident-operator-100.2502.0 25.02.0

EKS7 RA>#ERA L TTridentzZ 1 > X +—ILT 3
Trident EKS7 RA VIZIE. BFOEF 2T /Ny F. NTEBEHNSEFNTED. AWSIZK > TAmazon

EKSEEETZEDRIETNTWVWET, EKS7RAVEFEHT D L. Amazon EKSY S XX DEZEMCRE
ME—BLTHEERL. PRI>DAVR =)L, . BHICHELEEEZYRTEET,

AWS EKSH®DTrident” R4 > Z25RE S BHIIC. ROFHZHLTVWB e ZBRL TR LY,

C T RAVH TR T g hHBAmazon EKSTSXATHT Y ~
* AWS Marketplace NDDAWSHER :
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"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - = : Amazon Linux 2 (AL2_x86_64) ZF7-i$Amazon Linux 2 ARM (AL2_Linux_64 ARM)
* /J—R&ZAT AMDZE7=I13ARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls

AWS[E T Trident7” R4 > = B#ICT 3

122



eksctl
KOBITIE. Trident EKS7RA>VZA VR M—=IILLE T,

eksctl create addon --name netapp trident-operator --cluster

<cluster name> \

--service-account-role-arn arn:aws:iam::<account id>:role/<role name>
--force

gEIYV-I

1.

7
8

TAmazon EKSO >V —I)L%ZBE £ 9 https://console.aws.amazon.com/eks/home#/clusters,

2. BERDFET =23 RAVT VT AR ZERLET,

3. NetApp Trident CSI7 RA > ZRET 20 T R DELRTZZEIRL F T,
4.
5

T RAEFERL. BT A2 BRLE T,

(T REFVOBERIR—I T, ROFIEZEITLET,

a. [AWS Marketplace EKS-addons]tZ2 < 3 > C. * Trident by NetApp *F = w I7Rwv U Az ERL
£7,

b. T*RA*) ZBIRLE T,

[Configure selected add-ons* settings] R— T, ROFIEEZRITL X,
a FRIZN-—Ja > mERLET,
b. Tld. [Notset'dFEFICLE T,

C. Add-ont#RY X F — < *IZfE> T. * Configuration Values *t2 2 < 3 > DconfigurationValues/\ > X
— 2 —ZFDFIETIER L ferole-amCREL £9 (BIFROFEKICT ZIHELHD £,

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

[Conflict resolution method] C[Override]Z#ERT 3 & BIEDT7 RA > D1 DU LDERE
ZAmazon EKS7 RAVERETLEEETTEE T, COF T a>EEMILARVES. BEFEORK
ECHRETDE. BEIEBMLET, RRSNIS—XvtE—C%FERALT. BEDORSTTIL
SaA—TAVTETOIENTEEXY, COA TS 3V %EFEIRT BHIIC. Amazon EKST KA >
HECEBREICHNERRELZEBEL TULVWAEWVWI EZEELTIETL,

PRAN]*7ZZRL E T
[ L TEMIN—2 T "R ZZRLE T,

TVRAVDAVZAS=IDRTTRE. A VA L=IILENTWVWBTY RAUHARTENET,

AWS CLI
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https://console.aws.amazon.com/eks/home#/clusters

1. 7741 %EH L add-on.json £9,

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.02.1-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role
"cloudProvider": "AWS"

(D %. SIOFIBTHERLI-O—LOARNICE S I £ <role ARN>.

2. TridentEKS7 RA>VZA A M=)LLE T,

aws eks create-addon --cli-input-json file://add-on.]json

Trident EKS7 R4 > D E#H
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eksctl

* BEUVDFSN Trident CSI7 RA Y ODIREDN—J 3 U EBERLTLIETWL, 295X XZQICEZTHR
A “my-cluster £39,

eksctl get addon --name netapp trident-operator --cluster my-cluster
HB
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.02.1-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role—-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* BIDFIED H /1 Tupdate available TIRESNTN—2 a7 RAVZEHFLE T,

eksctl update addon --name netapp trident-operator --version
v25.02.1-eksbuild.l --cluster my-cluster --force

7 a>FHIRL. WINhH DAmazon EKST R4 VEREHNBIFEDERECHE L TLWBIHE --force
« Amazon EKS7 RA >V DOEMIIEHML £, BREDERICRILDIT—XyvE—IUHRRINET,
DA T aVEIBET DHIIC. BIETINENHBRENAmazon EKST KAV TEEBINTULARL)
CEEHERELTLETV, TNHDHRTEIFCOA T a > TEESTINE T, CORTDZEDOMDA T
I VOFEMICOVWTIE. ZBBLTLETWVW"7 R4 2" Amazon EKS Kubernetes 7 + —JL REIED
FMICDOWTIE. ZE2BBL TL 2TV "Kubernetes 7 + — )L R EIE",

FEIOY -

- Amazon EKSO >V —)LZF & https://console.aws.amazon.com/eks/home#/clusters & 9o

2. KFAIOFEFX =23 RA VT, [IT AR %ERLE S,

3. NetApp Trident CSI7 RA > ZFH T30 T XX DAHIZERL £,

4 [TRAVNZTEFERLET,
5
6

—_

- Trident by NetApp Z3#R L. Edit*ZFRL X9,

. [Configure Trident by NetApp *|R— T, XOFIEERTLF T,
a BRI N—Ia3 I ZBERLET,
b. [Optional configuration settings]** BRI L. HEICIGC TEEL XY,
c IZEBZREF ZFERLFT,

AWS CLI
RDBITIZ. EKST FA > =BHLE T,

125


https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://eksctl.io/usage/addons/
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://docs.aws.amazon.com/eks/latest/userguide/kubernetes-field-management.html
https://console.aws.amazon.com/eks/home#/clusters

aws eks update-addon --cluster-name my-cluster netapp trident-operator
vpc—-cni --addon-version v25.02.1-eksbuild.l \

--service-account-role-arn <role-ARN> --configuration-values '({}'
--resolve-conflicts --preserve

Trident EKS7 RA > D7 >4 > X b—)LIHIER

Amazon EKS7 RA V% HIR T B ICIE. RD2DODAF T arhHb 9,

DSRABRCT RAY IR I 752 FRIEFE-COA TS a5 FIRT 3. Amazon EKSICKZREDER
HEIBREINE T, £7-. Amazon EKSHE#HZE M L. BFHZHE L & ICAmazon EKST RA > = B
RICEH TR EDHIBREINE T, 7215l V5 REEOT7RAVY I I 7IMREEINET, DA
ToavEERTDZ . 7 RAVIEAMazon EKS7 RA > TIdR < BEBEBE A VX M—ILICKRD T,

CDFATarHEFERTDE. FTRAVOR IV RALIIRELEFRA. 7RAVEZFFITSICIE. OV
DRDAT Iz EDFEFFERL --preserve £95

VI AZ—DBT RAY T I T T7ZZTRICHIFRT 2-NetAppld. 77X Z—ICkET B )Y — XD
WIBEICDH. T RAZ—DHAmazon EKS7 R AV #ZHIBRT 2 ez MR LEFT, ATV R F TS
IVZHIBRLT7 R A > %ZHIBRL --preserve delete £9,

() 7EFVCAMTATY MHEBERT SN T BHAE. IAMZ A MRS NER Ao
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eksctl
KDY RIE. TridentEKS7 RA >V H#F7VAYRM=ILLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

BEI>V-I
1. TAmazon EKSO >V —)LZFE £ 9 https://console.aws.amazon.com/eks/home#/clusters,
2 FROFESF =23 RA VT, (VTR % ERLES,
3. NetApp Trident CSI7 RA > ZHIBRT 20 5 XX D&HIZERL £,
4 FRA*ZT%EIRL. Trident by NetApp ZEIRL £ 9,
5. T*HIBRI ZBIRLE T,
6. [Remove netapp_trident-operator confirmation]*4 f 704 T. XOFIEZERITL £,
a. Amazon EKST7 RAVOREEZBELAVLSICTBICIE. [T X ZIREFEZBIRLET,

DSARCTRAVY I LI T7EZ LT, PRAVODIARTOHREZED TBIETEFZLSIC

IT23%EE. COFIEZEITLET,
b. Tnetapp_trident -operator *1 £ AZIL £ 95
c. M*HIFR) Z:FRLE T,

AWS CLI
D SAADGHICE IR my-cluster « ROAY REETLET,

aws eks delete-addon --cluster-name my-cluster --addon-name

netapp trident-operator --preserve

ARL=SNYIIY ROEE
ONTAP SANYNAS KRS 1 /\DHEE

ARL—=INY I T REERTICIE. JSONFZIEYAMLIER OB 7 7 1 L Z1ER T 2 RENH D

o Z7AINICIE. FRHTEZIAML—2DF 1T (NASFTIESAN) « 771 ILDBUSTD 7 7ML AT

L. SVM. B&UVEDREEREZIEET DHREDNHD 9o RDAIE. NASR—IXDRX ML —JZER
L. AWSY—2J Ly hZERLTERIBZSYMICI LTV vILZEINYT 55 E2RLTVWETD,
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https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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KDOIAYY REZEITL T, Trident/\w o T R (TBC) ZERELURIEL F,

* YAMLZ 7 A ILH 5 Trident/\w o T RH#8pE (TBC) ZfERL. ROV RZRITLET,

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident/\'wZ T> R#ERL (TBC) NEEICIERCINI-C =R LE 9,

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP K S -1 /XD ¥

RDKRZAN%ZERL T, Trident& Amazon FSx for NetApp ONTAPZ( & TE £9,

* ontap-san : ZOEY 3 Z VI IN3EPVIE. EN&NDAmazon FSx for NetApp ONTAPR ) 2 — LK
DLUNTY, JOVIRAML—JICHRINET,

* ontap-nas . ZOEY 3 Z2J TN 3EPVIE. TE%4Amazon FSx for NetApp ONTAP/R!) 2 — LT
9o NFSESMBTH#REINE T,

* ontap-san-economy : JOE Y 3=V J ENEPVIE. Amazon FSx for NetApp ONTAPR ) 2 —LC
CICERERBERLUNE ZHFDLUNT 9,

* ontap-nas-economy . JAEY 3 Z YT EN3EPVIdqtree TH D . Amazon FSx for NetApp ONTAP7R
)a—LZCilqtree = RETIT £,

* ontap-nas-flexgroup : ZOEY 3 Z VT IN3EPVIE. TE% Amazon FSx for NetApp ONTAP
FlexGroup’h!) 2 —ALTY,

R4 NDFMICOVWTIE. BELUVZBEBLTNASE T /N"SANE Z 4 /"< 230,

BT 7 AIILHMER S N5 RO Y RZ2EITL TEKSHICIER L £ 9,

kubectl create -f configuration file

ATF—RAERRTRICIE. kOO REEFTLET,
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kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas 7a551921-997¢c-4c37-aldl-
f2f4c87fa629 Bound Success

Ny I Ty EOFELBRE LA

NYIITYREBEATSIVICDOVWTIE, KOREZBEBLTLLEIL,

INTX—H B amEn e ¢l
version B
storageDriverName AL = RS NDEHI ontap-nas ontap-nas-

economy. « ontap-nas-
flexgroup. « ontap-san
ontap-san-economy

backendName ARBALBFEEIERA ML= Ny RSA/\%+" "+ datalIF
JIVR
managementLIF U2 AR ETIFISVMEIELIFDIPF "10.0.0.1 ","[2001 : 1234 : abcd :

KL ZZ2EH R X1 >% (FQDN : fe]"
) ZIBETET XTI, IPV6T7 59 %
fEA L CTridenth' 1 Y X k=)L T
NTW3i5EIE. IPV67 RL X%
FRTALSICRETEE

9, IPv677 KL RX|&. [28e8 : d9fb
. a825 : b7bf : 69a8 . dO2f : 9e7b
: 3555]R L DAN > TEERT S
MBHRHDET, aws 71 —ILR
TZIBET 35%581F
‘fsxFilesystemID. %38E T D
WMEIFHD £ managementLIF"
Ao Tridentldawsh 5 svMiBiR%E
B9 37HTY,
‘managementLIF €D7=&. svM
DOFDOI—Y (vsadmin¥) D
JLTFoovIILERREL. T
—HFICO—LAEOHETShTW
BRUEHLNHD “vsadmin £9,
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NTA—=H

datalLlIF

autoExportPolicy

autoExportCIDRs

labels

clientCertificate

clientPrivateKey

R 1

ORJILLIFDIP7RL R, *
ONTAP NAS K 51 /\* : NetAppT
|ddataLIFDISELZHRE L TULVE
o IBELABWIBE. Trident
[FSVMO 5 TF—XRLIFE 7z vFL
9, NFSOT T > NLIBIZfER
9 % Fully Qualified Domain Name

(FQDN ; T2k X1 > %) %
IBEJTHE. 7T ROE>DNS
ZER L TEROT—ZLIFETa&
HEDEMTET X, PHIRERIC
ZETETET, 2B8RLTLIEE
Lo *ONTAP SANK Z 1 /\*
iISCSIZIFIEBELBRWTL LS
U\Tridentld. ONTAPEIRAILUNY
w T ERALT. JILFNREY
> 3 Y DEEIMLICWHETRISCI LIFZ 1%
HLET, T—HLIFHBATHICE
BEINTVLWIERIIESHERE
nEkd, P67 >0 %FERL
TTridenth' 1 > X k—=JLE N TL
35Eld. IPv67 RLX%Z{ERT
BEIOICHRETEEY, IP67 R
L X &, [28e8 : d9fb : a825 : b7bf
: 69a8 : d02f : 9e7b : 3555]%
DA TEERITIHENDHD
£9,

IVRR—rRUS—DBEEEMR false
CEHZAMMCLEI[T—UT Y

lo 773>k

“autoExportCIDRs' & 7> 3 V% ff

B9 % “autoExportPolicy’

. TridentTI Y A R—kRUD
—ZBEMICEIETET X,

HEWRIHEICKubernetes® ./ —  "['0.0.0.0/0". ":

RIPZZ 1 I)L&) >4 ¢ 3CIDRD
1) 2 b autoExportPolicyo A/
<3 > ¥ “autoExportCIDRs A 7
3 > % {#F$ % autoExportPolicy’
. TridentTIT Y R R— kKU
—ZBEMICEIETET X7,

RUa—-LICERY2EED
JSON e D SANILDE Y +

547> NiEFAZ®D Base64 T ™
> d— R, SEBAEXR—IXDERE
ICERENET

D547 B HED Base64 T "
> d— R, SEBAEXR—IXDERE
ICERENET

L0

131



NTA—=H

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

limitVolumeSize

lunsPerFlexvol

debugTraceFlags
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HonanEA

SN - CAEIBBZ® Baseb4 T
v— R, #F>3>, ifFAE
N—2DFEFICERAINE T,

IS5 R F1IFSVMICIERT T B 1=
HDA—HH, VLTI vILR
—2ADPEEICFERAINE T, &
ZIE. vsadminD LS ICIEEL £
3-0

ISR FTIZSVMICIERE T 57
HDINAT—R, JLT7>IvI
N—ZXDFEEICERATINE T,

£ 9 % Storage Virtual Machine

SVM THLWARY a—L%FOE
Dz I TBRRICERTBZSL
T1v I AZEBELEFT. EHE
ICEETBHRCIETEFHA C
DINTA—RZBHITBICIE. #
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

ARL=COF5RENTA—BRABEELUVNTA—REDEEIZK B TridentiC & DR a—LD7OE 3 =2
HEDFEMICDOWTIE PersistentVolumeClaime ZZBB L TL 7T W Kubernetes 772 £ b ¥ Trident
IO

AbL=U 05 REERT %o

FIE
1. THhidKubernetes4 720 DT, %R L T kubect'Kubernetes TIER L £ 9

kubectl create -f storage-class-ontapnas.yaml

2. Kubernetes & Trident®®@A T lbasic-csiy A L —J 05 ADRREIN. TridenthAN\w I TV RTT—)L
ERELTVWB xR LE T,

kubectl get sc basic-csi

NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h
PVCD1EEL

https://kubernetes.io/docs/concepts/storage/persistent-
volumes ["PersistentVolumeClaim "~] (PVC) IF. ¥ 5 XHX EDPersistentvVolume DT
TERERTY,

PVCIZ. BEDH A XFIFTIVEAE—RDANL—CEBERTZLSICRETETET, 75 R4EEE
&, BEfTIF 5N T LB StorageClass# A L T. PersistentVolumeD 1 X 7 XE—RK (N7 #+—<
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VAR —EZLANILRY) ULEZFIETEEXT,

PVCEIER L5, R a—LEZRYRICNTIVNTEET,

Y=Z7xXRDf

PersistentVolume > FILY =7 X +

CDTFUFILIYZT T X ME. StorageClassiCBIEM T 5 NT-10GIDEARPVZRL TWET basic-

csio

apiVersion: vl
kind: PersistentVolume
metadata:
name: pv-storage
labels:
type: local
spec:
storageClassName: ontap-gold
capacity:
storage: 10Gi
accessModes:
- ReadWriteMany
hostPath:
path: "/my/host/path"
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PersistentVolumeClaimt > /ILY =7t X ~

RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWX7 7+t X %&{wX 7<PVC
CDAE. WS %ETDStorageClassiCBET T S5 NT-RWXT7 72 XA & FOEAXMNABPVCEZ/RLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

NVMe / TCPXIGPVC

C DA, WS 51D StorageClass i BE(T 1T 5 7=NVMe/TCPOE AR ZPVC L RWX 7 Ut X % /R
L TWET protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteMany
resources:

requests:

storage: 300Mi

storageClassName: protection-gold

PVH & U'PVCDERL

FlE
1. PVC% {ERK

kubectl create -f pvc.yaml
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2. PVCRT—RRAZHERLF T,

kubectl get pvc

NAME STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE
RWO S5m

ARL=—C0FRENTA—BELUVNTA—REDEEICL B TridentiC & 2R a—LDpFOEY 3=y
HEDFEMICDOUWTIE PersistentVolumeClaime 2B L TL 7ET W Kubernetes 772 =7 k¥ Trident
7.1'7“/“17 l\"o

TridentE M

CNBDNIFA—=RIF FEDZATDR) 2a—LDTAOED 3 =V JITERAT S Trident TEEINTWVS
A== RELET,

B XA & 1eftt IRk THER—rEH
3
XT4T7 M XF75 HDD. N1 71 ZF=J)LICIZCD XFa 7247 ONTAPNAS .
w k. SSD RATDAT«4 HHEEINZEL ONTAPNAS =1
THEENTW T =
F9, N1TTV ONTAP-NAS-
v RIEFZR flexgroup «
kL X9 ONTAPSAN .
solidfire-san-
SAN . solidfire-
san-SAN DL\ g’
nMCHIGL T
WX
7O 3=y XFF| D Z2NAVEY/ 7=l TOEYI=> Ty o A
TRATS A a=Z>yd JAHEDEEZT ONTAP ; thin
HiEzEYR—F NFELE : All ONTAP &
LET solidfire-san-

SAN
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B%

backendType

Snapshot

IOPS

kv

X775

7 —IL&E

7—IUE

7—IUE

fig

ONTAPNAS. O
NTAPNAST O
J =

—. ONTAP-
NAS-flexgroup
. ONTAPSAN.
solidfire-san-
SAN. solidfire-
san-SAN. GCP-
cvs. azure-
NetApp-files

. ONTAP-SAN-
b/ =—

true false

true false

true false

EDEH

refit

T=ILIEZ DR
A1 T7DONY I
YRICELTWL
Er

T—=ILIE.
Snapshot # 5T
A a—L%zt
R—rLEY

T=ILIER a
—LOyvO0—=
VO mYR— bk
Lfxd

T—IL T3S
ftenfcka
—LZEYR—F

=)L, D
EHANT IOPS
RIS B H&RE
ERATWET

M A ONTAP Select ¥ AT LTIFHR— TN TULWFEEA

YOTNT IV r—a3>o7r7aA

ARL—=S OS5 REPVCHERRE N6, EOPVERY RICYNDOVMTEXYT, T
l&. PVZERY RICIEHRTD7HOIT Y RERERE=TRLET,

FIE

1L RUa—LZERY ROV ELETD,

kubectl create -f pv-pod.yaml

142

DJITR b

NYIITYRD
IBEINT

Snapshot BB %
RR) 2— LA

I0—>hE#HM
BARY a—L4

ESthEWE
R a—L

RY)a—LT

IOPS HYRIEE 1
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RIC. PVCZRY RICERT 21.HODEANGRERNZRLE T, BARE !

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage
@ EHIRRIEZ R L TERTE “kubectl get pod --watch™ £ 9,
2. R a—LHICYI TN TVWAR e ZRLEY /my/mount /patho
kubectl exec -it pv-pod -- df -h /my/mount/path
Filesystem Size

Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G

320K 1.0G 1% /my/mount/path

Ry FZHIBRTES L DICABD E LT Pod7 TV —2 aVidFEELBLLBD EFIH RUa—LIFFED &
ER

kubectl delete pod pv-pod

EKSZY S5 XX TDTrident EKS7 R A > D{RTE

NetApp Tridentld. Kubernetes TAmazon FSx for NetApp ONTAPX k L —UEIR%Z &2
ItL. ARBCEEEN T VT —2a > DBAICERTESELIICLET, NetApp
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Trident EKST7 RA VICIE. RFIDEFa )70 /NvF. NTEENSTENTED.,
AWSIZ & > TAmazon EKSE BT A M RIEESNTWVWE T, EKST RA V= FERT
3. Amazon EKSY S RZDNREMCLZEMZ—EB L THERL. 7RA>D1> Xk
—JL. . BHICHBREXEZHIRTEED,

lE=E 36
AWS EKSH®DTrident” R4 > ZZKET BAIIC. ROFHZH L TWVWB e ZHERLTIEEL,
c P RAVEFER T B1ERZIFDAMazon EKSY S A2 T7HU > ko ZBBL T TV "Amazon EKST
KA >m
* AWS Marketplace NDAWSHEFR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - = : Amazon Linux 2 (AL2_x86_64) ZF7-i$Amazon Linux 2 ARM (AL2_Linux_64 ARM)
* J—R&AT AMDZE7=I3ARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls

FIE

1. EKS7Rw RHBAWSD Y —RICT7 IR TESRELSICTB7=0HIC. IAMO—ILEAWS>—2 Lw EERLL
TLEEEW, FBICDOWTIE. ZBBLTLETVWIAMO—)L EAWS SecretZERL T %"

2. EKS Kubernetes7 5 X2 T. [7 RA R TICBEIL £,

tri-env-eks @ ( Delete cluster ) ( Upgrade version ) ‘I View dashboar 7:

(@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [7.

¥ Cluster info i

Status Kubernetes version  Info Support period Provider
@ Active 1.30 @ §(;nd_ard_ support un;.it Ju_ly 2_?. 2“0.2.5 EKS
Cluster health issues Upgrade insights

@0 @0

Overview Resources Compute Networking Add-ons n Access Observability Update history Tags

[ (@ New versions are available for 1 add-on.

Add-ons (3) ine View details Edit Remove

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches 1

3. [AWS Marketplace add-ons]*IZ 772t X L. _storage_categoryziER L £
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q  Find add-on ]

Filtering options

(J\ny category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ ) ( Clear filters )

NetApp, Inc, X < 1 >
n NetApp NetApp Triden_t _ O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for organizati king efficient containerized ge workflows. Product details [?
—_—
Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23

4. NetApp Trident Z3EL. Trident7 RA>DF T v IRy I XZBIRL T Next* 2w I LET,
S MBRTRAVON—Ia>vaFRLET,

MNetApp Trident Remove add-an
Listed by Category Status
I NetApp: storage {Z) Ready to install
You're subscribed to this software View subscription X
You can view the terms and pricing details for this product or choose
anather offer if one is available.
Versian
Select the verson for this add-on,
| v24.10.0-eksbuild.1 v |
Select 1AM role
Select an |AM role to use with this add-on. To create a new custom role, follow the instructions in the Amazon EKS User Guide [,
Not set M | l C |

¥ Optional configuration settings

Cancel Previous -
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6. /— RO SMETIAMO—ILF T3>z BRLET,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

| Q Find add-on 1
Add-on name A Type v Status
netapp_trident-operator storage & Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y Version v IAM role for service account (IRSA)

netapp_trident-operator v24.10.0-eksbuild.1 Mot set

EKS Pod Identity (0)

Add-on name A 1AM role [& v Service account v

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel Previous |_‘- y ;m i

7. 7 RA VR E—<* L. * Configuration Values *+z 2 < 3 > M Configuration Values/\5 X —3X —%
AIDOFIETHER L ferole-arnlCREL 9 (FIE1) o EIPROERICTZIHENRHD £,

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'"

[Conflict resolution method] T[Override]Z#EiRT 2 & BIED T KA > D1DULDERE

ZAmazon EKS7 RA VERETLEEZTTEET, COF T avaEMMILABEWVGE. B
@ BEORELHET DL BIFIFKMLEFT,. RRINEIS—XvtE—J%FRALT 5

BDORZITNDa—Ta 7 %TFS52ENTEEXT, COA TS a3 EERTBHI

IC. Amazon EKS7 R4 VA ECEBERICKELREZEEL TLWAVLWI ez LT

e A
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¥ Optional configuration settings

Add-on configuration schema

Refer to the JSON schema below. The configuration values entered in the code editor will be validated against this schema.

(VL TRV IV U St ¥

"examples": [
{
"cloudIdentity": ""
1
15

"properties”: {
"cloudIdentity": {
"defoult": "",
"examples": [

1,
"title": "The cloudIdentity Schema",
"type": "string"

1

Configuration values  Info
Specify any additional JSON or YAML configurations that should be applied to the add-on.

iv {
"cloudIdentity”: "'eks.omazonaws.com/role-arn: arn:aws:iam
: 1186785786363 : role/tri-env-eks—trident-controller-rolel' "

8. Tl*Create* ] ZZEIRL XY,
9. 7 RAVDIAT—R2 AN Active THB xR LE T,

Add-ons (1) View details Edit Remove

LO. netapp X } L Any categ... ¥ J [Any status ¥ | 1 match 1

NNetapp  NetApp Trident o
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let yaur pers and administrators focus on application FSx for
ONTAF flexibility, ity, and integrat ilities make it the ideal chaice for organizations seeking efficient containerized starage warkflows. Product details [
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24.10.0-eksbuild.1 - (IRSA)
Not set
Listed by

NetApp, Inc. [3

View subscription

10. DAY Y RERITLT. Tridenth IV SRZICEELL A YA P—=ILTNTWVWBRZ e #ERELET,

kubectl get pods -n trident

M 2y b7y TEETL. AFL—UNY I IV RERELET, BHAICOVTIR. 2BBLTI TV
ZRL—U Ny O TV ROBE"
CLIZ{EM L7 Trident EKS7 KA > DA Y X b= L 7oA VX b=l

CLI% {3 L TNetApp Trident EKS7 RA > %1 > X h—ILL T
ROIATY REITIE. Trident EKST RA > Z AV X b—JLLET EAN—I 3 % EA) o

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.02.1-eksbuild.1l

CLIZfEF L TNetApp Trident EKS7 RA V% 7>V A VX b—=ILLE T,
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KOAY Y RiE. TridentEKS7 RA > %74V —ILLET,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl #EFRH L TNV I IV RZERLET

INY O IYRIE TridentE A ML= X7 LORBOBEFREEEREL £, Tridentld. %
DAL= AT LEDBEARZER. TridenthP ED X T LW SAR) a—L%x7OE
DaAZvI9RAEERHELES, Tridentze 1 > XA h—ILLTcH. ROFIEBTNYIT
Y R%Z{ERLE 9, TridentBackendConfig Custom Resource Definition

(CRD) =T B Y. KubernetesfI VX —TJ T4 ADSEHETrident/ Ny I IR
HIERBLUVUBETEEY, cNnld. F7ldkubernetesTs ANV E2— 3 VEHD
BFEDCLIY — L ZFERALTERITTEEXT kubectlo

TridentBackendConfig

TridentBackendConfig(tbc, tbconfig, tbackendconfig)ld. ZMEAL TTrident/\w oI TV RZEET
FZ70YMIYROBEIZEMBCRDTY, “kubect KubernetesEIEE X X b L —UEEEI|L. Kubernetes
CLIZERLTEZENYIIY REER. BETITZL5I2AD £ L(tridentctl’ oo EROOATYY RS>0
— T4 )TAIIREHDFEA) -

ATV bEERT S . TridentBackendConfig X DILIENEITETNE T,

Ny IIYVRIE IBELEEREICEDIWVWTTridentiC & > TEBIRICIER SN E T, CHUSAEBAYICIE
(tbe. tridentbackend) CR¥ L TE&REMN TridentBackend £ 9,

* |& TridentBackendConfig. TridentiC&k 2 TER S NIIC—RICNAI Y RENET
TridentBackendo

ZNnenh TridentBackendConfig' £ DIXF1D Y v E > Z R L "TridentBackend £ 9, gi&ld/\wv oI >
RERSFEIVRET Z7DICI—H—|CRHEINZ IV Z—T 21 XTI, EBEILTridenthRED/Nv I T
VRATS UM ERTHETT,

(D “TridentBackend CRSI3 TridentiC & > TEFMICERINE T, CNHBIF*ZBELAEWVWTL TS
TV NYIIVREEHRTZICIE. AT b%EZEL TridentBackendConfig' £ 9

CROFICDODWVWTIE. RDFIZEE L T "TridentBackendConfig' < 72 & LYo
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

MBRANL—=JTSY T A—=LIT—EXDERERICOVWTIE. T LT MIICHZH%EEBL "Trident
A VA R—=5"TLIEEL,

|& specs NI IV RBEBEDHRE/NTIXA—RZBFLET, COFITIE. NwIIVRTRAML—=DRSA
N%ZEAL ontap-san. KORICKRIHRENTA—2EZFALTVWET, CEADANL—JRSANDE
EATa>D)IMIDWVWTIE, #ZBBLTLKIETW RN L= RSANDONY I Iy REEEIER"

D spec U3Vl CRTHTIICEATNTI=T + —JL K & “deletionPolicy 7 + —JL K
‘TridentBackendConfig'H & &1 T L) “credentials’ & 7,

* credentials : CONTA—RIIHBET4—ILRT. ANL=USOXFT LMY —ERCDFREEICERT 3
ILTFYIvILAEENET T, I—HER L 7= Kubernetes Secret ICSREINE T, LT vil%E
TL—=—2TFFAMTEITZCIFTERW D, To5—ICBEDFET,

* deletionPolicy: CD 7 a4 —JLRIE. DEHIBRINI-EETOFEEEERELET
TridentBackendConfigo KD 2 DDEDOWVWITNHOEIBETCIT X,

° delete:ZNICED. CREBHET 3N\ I T ROMAHHIFRST N TridentBackendConfig' £,
NHBTF7#ILMMETTY,

° retain ! CROEIFREIMNTH. TridentBackendConfig /NI IV RERIFSIZSHEIEEL. T

BIETEFEY, tridentctl HIBRARUS—%IZRET D “retain &, A—HIIUFIOV ) —X

(21.04&DEIDVI—R) ICHTVTIL—RLT. FERRSNTENY I IV RZFIFITELET, D
T14—ILRDEIE. DIERRICEHF TEFEXY "TridentBackendConfigo

Ny I RD&ANTZE(ER L TERESIN spec.backendName £, IEELARWVEES. Nv
(D IV ROEHENEA TS TV bD%ET (metadata.name) IZERTE S 1 TridentBackendConfig®

9. ZFEAL TNV IV RLAZHERHICKRET 5 & Z2E88 L “spec.backendName’ %
ER

TER SN\ O IV RIZ tridentetl &, BEEMITENA T I MMIHD FHA
‘TridentBackendConfige CDLDIBNYI IV RZTEEYSICIE. kubectl CRZ{E

B L “TridentBackendConfig £9, B—DHRE/NTAXA—F (( .
‘spec.storagePrefix spec.storageDriverName R¥) ZIBEITDLSICETETIHNE
WHD EXF “spec.backendNameo, Tridentid. FTL <IERSNIZBIEZDON Y I TV RICH
MY /N > B L “TridentBackendConfig' £ 9
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FIEDHE
EEALTHLLAY T REMERT BIC1E kubectl. ROFIEERTLET,

1. Z1ERL L "Kubernetes Secret"® 9, >—2U L w bICIE. TridenthA R bL—S 0S5 AR —EREBET
BIEDICHBERILTFOOVILDAEENTUVET,

2. #72xU b EER L TridentBackendConfig £9o AL —JUF 2B [ H—EXDFMEIREL. #I
DFIBTIER LI=>—I Ly b EBRBLET,

Ny IITYRZERLTIES. ZFEALTEDRT—2 X ZzMER L. EMOFMBERZINETET T kubectl

get tbc <tbc-name> -n <trident-namespace>o

F)E1 : Kubernetes Secret Z{Ef L £ 9

NYIIVRDTIECRILT YOV EEGLY—U Ly b EERLET. AML—SH—EX/ TSV kT
F—LTUICEBZEBEOMETY, RIHZRLET.

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

RDORICC BANL—CTFS5w T H— LD Secret ICEHBRINENRDHDZ T4 —ILRZFEHET,

AL=UTFSy b Tx—LDY  WE Field iZ DB

—JLy 71 —ILFE

Azure NetApp Files ClientID TN r—=o 3 FFHE5DU S
147>kKID

Cloud Volumes Service for GCP  private_key id T WEED ID, CVS EEBEEO—IL
ZFDOGCPH—EXT7HDOY D
API % —D—F

Cloud Volumes Service for GCP  private key # AL £ 7 MWEHECVS EBEEO—ILEHD
GCPH—EXRT7AHU> D API F
—D—8p
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https://kubernetes.io/docs/concepts/configuration/secret/

AbL=UTF 5y T x—LDY
—JLy T —ILFBE

Element ( NetApp HCI/ SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

i

IVRARAVE
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NZT—F

clientPrivateKey

chapUsername O OY >

chaplnitiatorSecret

chapTargetUsername O Y > K

chapTargetinitiatorSecret

Field #1Z DR

TR L T ILEER
9 3 SolidFire 75 XX ®D MVIP

ISR SVM ICEHRT R0
A—H%%, LTI vILR—2X
DFEEICFERAINET

TR SYM ICEHE T 37D
NZAT—=R, JLTUIvILR—
ADFEEICERENEY

5472 SHE#ED Base64 T
> d— R, FERREN—XDFREE
ICERENET

A4 YINTY RI—H4, useCHAP
=true DIFHIFWNE, BLU
ontap-san-economy DIFE
‘ontap-san

CHAP 1 Z> I —&R>—JLvy
ko useCHAP = true DHE IS
B, LUV ontap-san-

economy  MIFE “ontap-san

B—7y hA—H%, useCHAP =
true DG IEWHE, KXV
ontap-san-economy DIHE
‘ontap-san

CHAP &=y b Zo T =R
—2 LW ko useCHAP = true D15
BldwB, & U ontap-san-
economy  MIZFH “ontap-san

CORTYTTER LIS —I Ly bME RORTY TTHER LA TSI FDT 1 —ILR
"TridentBackendConfig' TEER I 1 “spec.credentials’ £ 9

27w 2 CRZ{ER 9 % TridentBackendConfig

CNTCRZIEM T 2ZEEN TE TridentBackendConfig £ L7co CDHITIE. FTANZFERBTZ/\Y
IV RN “ontap-san. RDATI ¥ bz EAL TER TN TridentBackendConfig' & 9

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FlE3 : CRODRXT—H X %= W89 % TridentBackendConfig

04

CRZ{ER L 7= T TridentBackendConfig. AT —RXAZHRTETXT, RDFIZESEBL T,

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID

PHASE STATUS

backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699%e6abs Bound Success

Ny I TV RBPEEICERIN. CRIC/NT > RE N E L TridentBackendConfig 7z,
T7—XITIFROVWTNDDEZIBETETET,

* Bound: TridentBackendConfig CRIZ/NY I T RICEEMITENTED. FD/Nv I I RIZIECR
Duidh' v k T TridentBackendConfig” T L\ “configRef £,

* Unbound:Z AL TREINZET ", TridentBackendConfig # 7 = U MINY I TV RICNA VR T
NTWEHEA. 774 ETIE FIL LRI NI RTOD "TridentBackendConfig CRSHC D7 = —X
ICBDFET, 7z —INEETNE. BE Unbound ICRT CEIETETFHA.

* Deleting : CRdeletionPolicy l& "TridentBackendConfig HIBRT D ELSICERESNTULE
9o CROHIFREND & "TridentBackendConfig. CRIFHEIBRA T— MICBITLE T,

e Ny I T RITKHEHNRY 2—LEK (PVC) HEFEELBRVIGE. ZHIFRT S
TridentBackendConfig  &. Tridentl&/\w I I RECRZHIBRLET
"TridentBackendConfigo

e NI ITYRIZA DULE®D PVC B EFET 25HEIE. BIFRREICHRD £,
TridentBackendConfig €MD, CRIFHIFTZ T —XICADF T, Ny II > RLiE
‘TridentBackendConfig. IRTDPVCHHIBRENIRICOAHEIREINE T,

* Lost : CRICEGEMITSENTWVWS/NW I T RH TridentBackendConfig 2> TEIFWEICHIBRT
fl. “TridentBackendConfig CRICIFHIBRININY VIV RAOERHIZ->TULET,
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‘TridentBackendConfig CRI&. BICRARACHIPRTET XY “deletionPolicye

* Unknown : TridentidCRICEEEFITSNTcNY I IV ROREELIFEFEZRETCT FEA
TridentBackendConfige 7=¥ ZIE. APIT—/N\DIEE L TLARWEEPCRDAR DO SR WVEE
‘tridentbackends.trident.netapp.ioc 72 ¥ TY o CHUTIENMADRBERIBENHD £

COEETIE. Ny IIYRFARERBICEREINE T, B, EBMTUETEZ0NENVNCODHBDET" /Y
JIVROBEFHENY I I RORIFR

(#7>aYr) FlE4  FRZREELET
Ny Ty RICEY BMBEHRERRT 51013 ROV RERTLET,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

TS, Dyamlljson? > 7B T2 H TEF XY TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRICIHE L TERIN//NY I IV R®D “TridentBackendConfig  &hH

‘backendUUID MM TIMN “backendName ' F¥9o —®D “lastOperationStatus 7+ —JLRIZIE. CRD
REDBEDRAT—RANKRREINE T, CDXT—AHRX “TridentBackendConfig ik, I—H—hH'k1)
H—L7HmE (A—H—DTEAIZEELIEERY) « £FlldTridentiC& > TR A—CNHE
“spec (TridentOBIEEFHRL) T MINFIFEKBROVWT NN TY, phase CRE/NY I I REDRE
BORAT—2 AKX LEXT 'TridentBackendConfigo LDHITIE. D phase EHANA VY RETATVE
To DED. CROINY I IV RICEEEMITONTVWEZCZEKL XY "TridentBackendConfigo

ARY FOYOFEMEZEIS T 5113, O REZFETTL kubectl -n trident describe tbc <tbc-cr-name> % 97,

ZERA LT, BEMITeoNTA TV TV b% tridentctl BUONYIIY RZEHFEISH)
(D FRIBCIETEXHA “TridentBackendConfige &% TridentBackendConfig HJD
BRBFIBICOWTEHHLEXY “tridentctl"CHELZERLTIEEL,
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NV IITY ROEE
kubectl Z{ERHL TNV I IV REEBZERTLET
HERAL TNV I IV REBIREEZEITI B HEICDOVWTEHAL XY, kubectl

Ny IITYRZHIBRLET

#HIPR T D Z & T TridentBackendConfig (ICEDWT) Ny I IV RZHIREXEIIFRFTIDLS
ICTridentlC#87R L deletionPolicy & 9o NV I IV RZHIFRT BICIE. Dldeletell@ESINTWVE L
SR L XY ‘deletionPolicyo DHZHIBRY 3IC1d TridentBackendConfig. HiretainlZi%E SN T

WB &z L £9 deletionPolicye UKD NI IV RMG|EHEIFEEL. ZHFEHELTEET
F XTI tridentctlo

ROOARV RZERITLET,
kubectl delete tbc <tbc-name> -n trident

TridentTl&. TEHATIN T\ /=Kubernetes>—2 L w MIBIBRENEFH A TridentBackendConfig
o Kubernetes 1—#(3. >—2U Ly bDIU—27 v T2 BHELET, >—JL v bZHIBRT 2 T IEER
DPRETT, =Ly I NwIIYRTHERINTULWAWEEICOAHIBRL T /T L,

BEONY VIV RZRRLET
RDIAR Y F2RITLET,

kubectl get tbc -n trident

F7-1F tridentctl get backend -o yaml -n trident ZFE{TLT. BEITBIRTDONYIIVR
DIVALZEEIETSCHTEEXY “tridentctl get backend -n tridento D R MICIE. TIERL
NNV I IV RBHFEN tridentctl’ £,

NYIITVRZEHLET
NI Iy REBHITIERIIV DD HDZFT,
CAML=UYRATLDILTIUIVILDEEEINTWVWD, JLTUIVILEBHTRICIE. ATV 0 -
TER T $Kubernetes Secret “TridentBackendConfig' B3¢ 2 KM EBHLH D £ 9, Tridentid. IBEIN

TeBRFDILT YOV ILTNY I RZEHMICEFRHLE T, DT> REEITLT. Kubernetes
Secret #EFL £,

kubectl apply -f <updated-secret-file.yaml> -n trident

* NS AXA—& (EAT 3 ONTAP SVM DEHI%RY) ZBHITINELHD £,
o DAY Y REFEAL T, KuberneteshSEEA TS TV 2 EHTEIET
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TridentBackendConfigo

kubectl apply -f <updated-backend-file.yaml>

° Fleld. ROARY RZFERAL TEHFOCRICEEZMA B CEHTEEY
TridentBackendConfige

kubectl edit tbc <tbc-name> -n trident

cNYIIYVROEFICKBLIZGE. NV IIY RIZREROBHOEREDF FED FT,
OJ%KRnRLTCREREAZRET BICIE. F7ld% kubectl describe tbc <tbc-name> -n trident’
@ 317 L kubectl get tbc <tbc-name> -0 yaml -n trident' & 9

BT 7ML THREERSEL TBELMS. update IV REBRERTTETXT,

tridentctl ZEFRA L TNV I IV REEEZERITLET
HERALTNYIIY REBIREZERITI B AEICDOVWTEHBLE Y, tridentctl

NIV RZEERLET
EERLTES" N T RIER 7 7L ROOAI VY REZETLE T,

tridentctl create backend -f <backend-file> -n trident

Ny TV ROERICKBLISZEIE. Ny I I FOREICANMEEN DD £, ROAVY FZ2ERITIT S
& OJZRTLTREZHETET XY,

tridentctl logs -n trident

BE7 7 MILOMEZRELTEELES. ARV FZH53—ERITTEXT createo

NI IV RZHIBRLET
Tridenth 5NNy I T RZHIBRT B ICIE. XDFIEZRITLET,

1L NIV REERISLEY,

tridentctl get backend -n trident

2 Ny IV RZHIBRLET,
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tridentctl delete backend <backend-name> -n trident

Tridentc7OEY 3= J3NizAR) a—LE ZD/N\y T I RH5Snapshoth'Fk > T35
() & NYvITVREHRTSL. 2OAYSIYVETHLLWRY 2 —LATOES 3205 S
NE<HBDET, NvIIVRIFFIEHE Deletingl KREIZHD £7,

BEONYIIVRERRLET
Trident B8 L TVWABNY I IV RERTTBICIE. XOFIEEZERTLET,

*BEEERBTIICE. XOOTYY RZETLET,
tridentctl get backend -n trident
* IRTOFMZHEE T BICIF. XROAT Y REERITLED,
tridentctl get backend -o json -n trident
NYIIVRZEHLET
HLWOWNY IV RERT 7ML ZERLc5. ROOAY Y RZRITLED,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T ROEHRIRBLIGE. Nv I I FOREICHED HBH. ENLEHHTLE L. RD
ARV PFZ2R[TIBE. OV 2RRLTRERRZRETEET,

tridentctl logs -n trident

W7 7MIILOBEZFEL TEBELKLS. OV FZH53—EXRITTET XY update,

NYIIYVRZFERATZIRANL U RER/ELET
hid. NwOIYRATS T CBICHITBISONTEIETEZERDA tridentct’ TFo ZHlE. 1>
A=ILTBIRENHZI—T1s VT ZFERBL X9,

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]’

ChuE. ZERLTERSININY I IV RICHEA SN TridentBackendConfig' £ 9
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NYIIYREEBA T g EEBRHLET
TridentCNY I IV RZEBEB IR T EIEFLAZEICOVWTHALE T,

NYIIYRZEBIBZHDAF T ay

DEAIZKD TridentBackendConfig. BIEEZIEINYIIY RZ2DOMBDALETEETERLSICAD
FLl7o CNICIE. MOKSBERNHBD £,

s ZMERAL TER L7/N\y 7 T RIETERE TridentBackendConfig' TF “tridentctl & 97 h%

s FEALTERLIENY I TV RIZEFEHAL TER tridentctl’ TF “TridentBackendConfig® & 3 h%

REFERLT/NY I IV R% TridentBackendConfig BIE “tridentctl

DU arTlE. 772U EIER L TKubernetes > 2 — 7 1 AH 5 BEHE "TridentBackendConfig’
ERSNIENY VIV R ZEIRT 2 TcOICHERFIRICDOWVWTERAL tridentctl 7

U RO FIUAICEELF T,

* ZfERA L TER SN tridentctl ' BIEDNY I TV RIZIFHH D FH A
"TridentBackendConfig

MDA T U FHEFEET DL FIC. TridentBackendConfig TYERINIZFLWLWANYII VR
“tridentctlo

EE5DFVATEH. Ny TIT Y RIFEIEHMSHFEL. TridentiZ R 2a—LZz X7 a—1) 2T L TURIEL
F9, BEEICIIRD 2 DOFIRENHD I,

s HERALTIERININY I I ROBIBICS| SHIEM L tridentctl £ 9,

s BERLTIERLIENY IV REFHFLWA TP T2 MI TridentBackendConfig /N1 R L
‘tridentctl F¥T, CHUF. NV I IVRATIRBLKEZFERLTEEINSCZzEKRLET
“kubectl tridentctlo

ZEALTBEONY VI RZEET 3ICIE kubectl. BIEONY I IV RICNA Y RT3ZER T 24
BHHDFT TridentBackendConfigo EDHHEADBEX LU TFICRLET,

1. Kubernetes Secret ZERL F£3., >—2U L w bICIE. Tridenth® A AL —S 0 SRR —ERE@BET S
TeOICRHBLRILTUOVILAEENRTVWES,

2. #7910 bEAVEBL TridentBackendConfig £$89o A ML—U95X4 / H—EXDEMEIEE
L. BIOFIETIER L= —2o Ly bZ2BRLEFT, A—OHRE/NTX—F (( .
‘spec.storagePrefix spec.storageDriverName ' R¥) ZIRETDLIIEETIHNENHD
g ‘spec.backendName, spec.backendName BEZD/\w I LY ROLARICRET DHEIHD £

FIEo : NvIIVREERELET

BEONYIIYRICNA Y RTB%E1EM T 5IC1E TridentBackendConfig, /NI LY REEZEIST
BDRENRHDET, CDFITIE. Ny I RHAXD ISON EEZFHAL TERINTVWBRELET,

158



tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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FlE1 : Kubernetes Secret Z{ER L 9

ROBNSTRT LS. NI IV RDILToIv I 2BTCo—ILy htELE T,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:

name: ontap-nas-backend-secret
type: Opaque
stringData:

username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

FlE2 : CRZ{ER$ % TridentBackendConfig

ROFIETIE. (COFIDLSIC) BIEFEDICBEMIC/NA > K BCR% "ontap-nas-backend {ERL L
"TridentBackendConfig' & 3o ROBHIEILENTVWE I EZ2HRLE T,

I RNy I Ty REDER SN TL ‘spec.backendName’ &9,
BENS A— ROy I T R EALTT.

/B T—I)L (FETZHE) . TONYI IV REELIEBFETHZIHELHD £9,
c LTI ¥IFE. TL—2FF X FTIFA <. Kubernetes Secret @ L TIREINE 9,

CDIFA. & TridentBackendConfig KD K S ICHD £,

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FlE3 : CRDAT—R R %ZMs89 % TridentBackendConfig

HMERL SN 75 TridentBackendConfig, €D T T —XIEICTBHRENHD £9 Bounds F£7z. BEFD/N
wOTIVRERBILENYIIYRAE UUID BARMESNTULWBRHRELRHD £,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

CNT. NwIIVRIEFATO U bZERALTELRICEEIN tbe-ontap-nas-backend
“TridentBackendConfig' £ 97

KaE@FERALTNYIIYR%Z tridentctl "B "TridentBackendConfig

‘tridentctl ZHEHALTERINENYIIY RO—ERRICHERTE
‘TridentBackendConfig &9, IHIC. BIEEIF. ZHIFRL T, HICREINTWVS
‘retain  C X ZHMEERT D “spec.deletionPolicy’ C & T.
‘TridentBackendConfig ' COKDIBNYI IV RERLICEBEIZ_CHTETET
“tridentctl o

FIEO : Ny I IV RZHELFRT

e ZIE RNy I IV RHZER L TER SNz & L "TridentBackendConfig & 9
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HANSIE. DEBICERSIN. NV IIVRIZNAYREINTWVWS Z A DD D "TridentBackendConfig' &
3 ([Observe the backend’s UUUID]) o

FE1 : ConfirmMITERESN TS retain' CE %S “deletionPolicy

DEEZR THEL &5 deletionPolicyo CHUSICERE T BIHELHD ‘retain £, NICLD. CRH
HIBRESNTHONY I I Y REBRNEEL. TEETE S K5I TridentBackendConfig 72 D “tridentctl’ £ 97

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5£f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'"{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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FlE2 : CRZHIFRS % TridentBackendConfig

=EDA T FIFCRZHIBRYT 5 Z ¥ TY TridentBackendConfigo MICREIMNTULS retain' &%k
FESRL7c5 “deletionPolicy. HIBRZEHITTET XTI,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

o o
Rttt bt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

e o

e +—————— o +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 | online | 33 |

o -

Rt bt e - +————— +

FIS U FHHEIBREND . TridentBackendConfig TridentidEMEICIZ/Nw VT RB&FZHIBRE S ICA T
PV hZHIBRLE T,
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