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%7 L 7cKubernetes StorageClassz £ L TPVAD 7 IV X Z2EKT

% PersistentVolumeClaim (PVC) Z{EKL £9., €D&. PVZRY RICNTV R TE
7,

BE

https://kubernetes.io/docs/concepts/storage/persistent-
volumes ["PersistentVolumeClaim "~] (PVC) IF. ¥ 5 XHX EDPersistentVolume DT
JEAERTY,

PVCIE. REDH A XZXIETIVELAE—RDA ML —CZERTBLSICKRETEET, VS RAIBEEE
&, BETIF 5N T LS StorageClass# A L T. PersistentVolumeD 1 X 79X E—RK (N7 #+—<
VAR —ERLRILAY) UEEFIETEED,

PVCEIERLT7=5. R a—LERYRICRDVETEET,

PVCD1ERL

FiE
1. PVC%={ERK

kubectl create -f pvc.yaml

2. PVCRT—RR%=ERLF T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE

pvc-storage Bound pv-name 1G1i RWO 5m

1. RYa—LERYRIZIXIYELETD,

kubectl create -f pv-pod.yaml

(D EHIRRIEZ R L TERTE “kubectl get pod --watch™ £ 9,



2. R) a—LHICI I INTVWBRZ e ZESEL £ 9 /my/mount /patho

kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. Ry FZHIRTETEZLSICADE LT Pod7 TV —2 3V BBEELELEDEIH. AU a—LIFHK
D&Y,

kubectl delete pod pv-pod
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PersistentVolumeClaimt > /ILY =7t X ~

RiC. BANBPVCREA F¥ 3> nflermLExzd,

RWO7 7t X% 1{E A 7=PVC
CDAE. WS 51D StorageClassiCBET T 5NT-RWO7 7 XA FOEAXMNABPVCZ/RLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe / TCPXIGPVC

DA, WS 51D StorageClassiC BE(T 1T 5 7=NVMe/TCPOE AR ZPVCERWO 7 U X % /R~
L TWZETY protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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RDOBF. PVCZRY RICER T 37D DEANLBREZRL TVET,
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

NVMe/TCPDEAER

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

ARL=—C0FRENTA—BELUVNTA—REDEEIZL B TridentiC & 2R a—LDpTFOEY 3=y
FHEDEFMICDOWTIE PersistentVolumeClaim. BB L TLET W Kubernetes A7 =7 k& Trident
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FT2TI k"

RU2—LERELET

TridentZzfEH 9 % & . Kubernetes 1—H S{ERRICA) 2 —LEZIFRTEEXEd, CZT
I, iSCSI. NFS. BXUFCOR) 12— L%ZIIET B 7-DICHBAREICDOWVWTHAL
F9,

iSCSI R a—LZzREBELET

CSI ZOE 3= > o %{EB L T, iSCSI Persistent Volume (PV) ZiBRCTE X7,

@ iISCSIZR ) 2 —LDILARIE. « ontap-san-economy ‘solidfire-san” R 54 /N THHR—rETh
‘ontap-san' T#H D . Kubernetes 1.16 AN NRE T,

FIE1 (R 2a—LOHERZEYR— b TBLIICAML—DISREHRET S

StorageClassE&E%MREL T. 7+ —JL K %IC true 5% L “allowVolumeExpansion % ¢

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

BIfFDStorageClassDIFEIE. NIA—RZZHB3LDICHREL XT allowvolumeExpansions

FIE 2 : EFL L 7= StorageClass = fFH L T PVC #ERL £

PVCEZZIREL. ZF#H L T. “spec.resources.requests.storage L < FL 31X (TOH 1 XLD
HARELARITFNIEAD FHEA) ERMETEET,

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentld kIR ) 2 —L (PV) ZfER L. CDKKERRY 2—LER (PVC) ICEAEMITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC =i 2Ry REERLET
YA XEZEETZRY RICPVEIESL £, iISCSIPV DY A XZEEICIE. XD2DODO>FIVARHD F9,

* PVAYRY RICEHRINTWVWBIES, Tridentid R L= Ny I IV REDRY) a—L%xILERL. T/N1
2HBIAX VY LT F7MIWRTLOY A X EZEELF T,

CHEEINTULARVLWPVOY A X ZZTELLSETRE. Tridentid XA L —S NI IV REDRY 22— LA
EZIELET, PVCHRY RICNT Y RENB &, Trident 3T N1 XZ2BBAF*v> L. Z71ILRT
LOYAX%=BELET, BRBENEEICKET 5. Kubernetes (X PVC 1 XZ=E#HL T,

CDRBITIE. ZFEATZRY FAERINT 'san-pve’ WLWE T,



kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

25w 4. PVEILERT B
ERENTPVOY 1 XEAIGIH 52GICEE T BICIE. PVCEEZREL TE2GICEHLEY

spec.resources.requests.storageo

kubectl edit pvc san-pvc



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIES : $isRZ RS B
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

FCRUa—LZIELET

csIoera=Z>IV—ILzERL T, FCKfR) a—L (PV) ZHERTET XTI,

@ FCARY 2 —LDIEEIF RS /N THR— kTN “ontap-san' TH D . Kubernetes 1.16LABEH %
ETY,

FIE1 R a—LDIEREYR— b ITBLIICAML—P IS5 Z2RET S

StorageClassE&E%MREL T. 7+ —JL R %EIC true 5% L “allowVolumeExpansion % 9

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True



BEfZDStorageClassDIFEIF. NTIAXA—RZEHDESITHREL £ allowvolumeExpansions

FIE 2 : ¥ERL L 7= StorageClass 1R L T PVC #{ERiL 9

PVCEZEZIREL. #F#H L T. “spec.resources.requests.storage LK FL T 31X (GTOH 1 XLD
HARILRITNUEIED FHA) ERIRTEE T,

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentl37k#HIAR ) 2— L (PV) ZERR L. COKKHRY 2 —LEK (PVC) ICEAEMITERT,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC 2RI AR Y REERLET

YA XZEETZRY RICPVZERLE I, FCPVOY A IZEETZHBIE. RD2DDIFIVFANEZS
nxI,

s PVAVRY RICEF SN TUVWBIFES. Tridentid AL =Ny I IV REDRY a—L%EIRL. T/81
REBIX v LT, 774N RATLOYA X %ZEBLET,

*ERINTOLWAVPVOY A XZEELLSETBE. TridentiEA L =Ny I IT VR EDRY 2— L4
ZIHRL FT, PVCHRY RICNA Y RENB &, Trident 3T N1 RZBEIXFv> L. T71ILI T
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LOYAX%=BELET, BRIBENEEICKET 5. Kubernetes | PVC 1 X=E#HLE£9,

COBTIE. ZFEBRET IRy RHBMERINT san-pvc WX T,

kubectl get pod
NAME READY STATUS RESTARTS AGE

ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

2Tw 4 PVEHERT 3
ER NPV A1 X EAGIH 52GICEE T BICIF. PVCERZREL TE22GICEFHLET

spec.resources.requests.storageo

kubectl edit pvc san-pvc



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIES : $isRZ RS B

PVC. PV. & UTrident’h) 2 —LDY A X %R T D Ty IRV IERBICHEEEL /- CZIREETE X
ER
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

fmmmmmmaaaa e fmmmmmaae fommmemeae +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

NFS R 2 —LZEIFRLET

TridentTld&. . ontap-nas-economy ontap-nas-flexgroup. .« « gCp-CvVs azure-netapp-files’

BLUNyIIYRTFOEY 3=y FanNdnrs pvsDR ) a— LIRS R—MEINET “ontap-

naso

FIE1 (R 2a—LOHERZEYR— b TBLIICAML—DISREHRET S

NFSPVOH A X EZZETZICIE. BEEITET. 74 —ILFZIC true BELTARY 2 —LDIRZEFA] T

BESICAML—CUSRERETHIHENHDXT, “allowvolumeExpansion

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas

allowVolumeExpansion: true

13



COFTLIaVEEELETICA ML -SSR 2fliAHDHZEIE. Z2ERLTEBIEOX ML -0 5 2R
E£I37FTTHR) 2a—LZHEKRTEFETY kubectl edit storageclasse

FIIE 2 : ¥ERY L 7= StorageClass Z{EF L T PVC ZER L £ ¢

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

Tridentld Z DPVCAIZ20MIBONFS PVE{ERK T 3 HELRH D F£7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 20Mi

RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004d£fdb7 20M1i RWO

Delete Bound default/ontapnas20mb ontapnas

2m4d2s

2Tvw 3 PVEILET 3
#FTL <{ERL L 7-20MiB PVDH 1 X% 1GIBICEE T 3 ICld. PVCEREL TIGIBIZREL

‘spec.resources.requests.storage’ £ 9

kubectl edit pvc ontapnas20mb

14



# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

FlE4 : Hi5RZ RS B

PVC. PV. 8&UTrident’R) 2 —LDY A X=HRI BT, YA XEEHNELSHELIDE S HER
AETEET,
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fom o
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

R)a—LxAVHR—F
EALT. IFEORX ML =R ) a—L%Kubernetes PVE L TA VA R— R TEEX T
tridentctl importe

BErZEEHE
TridentiC7R) 2 —L%x A1V R—FZ3EMNIEIRODEHE DT,

7)== avEIAVTHEL. BIEOT -2ty b EBRMETS
c—BRNRT V= avilidT—2ty booO— 2% FEH

* EENRE L fcKubernetesV S XX ZBIBEL XS
CTAHFRRIVANVEHI T IV r—2 a7 — 2 %817
R)a—LzAYR—rF3H1IC. ROEERBEZHEL TIIET L,

* Trident T VR— hTE2DIE. RW GRAED/EFIAH) 241 TOONTAPR) 2 —LDHTT, DP (
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T—R1R:E) XA DR 2a—LiESnapMirrorT A7« %—> 3 >R1) 2a—LTY, K1) a—L%Trident
A YR— b3S ST—BERZTHERTIBVELRHD £7,

CTIOTATRBENEVWR) a—LEAVR—bFRI 2R LET, 7U/T 1 TICFERINTVSR
Ja—L%ZAVR=-bFTBICIE R)a—LDoO—-2ZERLTHSA VY R—FZ2RITLET,

Kubernetes|dAFIDIEF i Z BB E . 70T+ TR ) a—L%ERy RICEBEICERTS
(D 3E®. chid7OvoRUa—LTHICEETT. 2ORR, F—ZNMIAT 5 AN
ha 0 E7,

* PVCTIEE T RAMENDH D £IH. "StorageClass Tridentld 1 > R— FEFHICZ DINTAXA—LEFRALEE
ho ANL—=U0FRUE R a—LDEREFIC. A FL—HFMICEDVWTERTRER 7—ILH 5 FEIR
TREHDICERINE T, R a—LIETTICEET RO 1 VR— MRICT—ILZERT Z2HEIFTH
DFEEBA, EDT=®H. PVCTEEINIEAML =SOSR E—HBLBWNANY I IV REFLIET—ILICARY
A—LWEFEELTHA VAR—MIEKBLEFE A,

c BEFEDOR) 2a—LHY 1 XIEPVCTRESN. RENE T, ARL=URZANICE TR a—LDA
YiR—bh3EN3 L. PVIiXClaimRef ZEH L TPVC ICfERENE T,

° BRIAR > —IE. PVTIERINIICICERE SN T ‘retain" £ 9, Kubernetes H* PVC & PV ZIEEIC
NTYRTBe. BRERARIS—HBRRNL =SS 20BFAR) S —ICE&EhETEHFINE T,

c ARL—=UOSZXOBRAERY S —HDIBE. “delete PVHAHIRRENZ E X L —T R 22— LHH|
BREINEd,

* F7#I)L LTI, TridentidPVCEEIEL. /N I K TFlexVol volume Y LUNDEZ BRI Z#ZE L F3, 7
SO ELTEEBNRADR) 2a—L%EAVR—FTEEXT --no-manage, ZFAT 3HBE --no
-manage. TridentidF 70 DS T7H AU )LH, PVCEIFPVICH L CEMOREERITLEE
Ao PVORIBREINTHRA ML =R a—LARHIREINS., AU a2—L0oO—2RY 2a—LDOHFAX
BEREDZFDOMDINIBHERINET,

DA T avid. AVTFHEINI=T—20O— KIZ Kubernetes ZERT 31
Kubernetes UNTRA ML =R a—LDSA IT7HA I %2 EB T IIHSICERTT,

*PVC EPVICT/T—arvhEMENEd, CO7/T7—23>idk R)a—LhoYR—bEhicC
E. BXUPVC L PYVDEEINTVWE L ZRI _EDBMNZRIELET, COT7/T—2avRBE
BELIFHBRLBRVWTLIEE W,

R)a—LZzAVR—cLET
ZEALTR)2a—L%ZA Y R—bTEEXY tridentctl importo

FIE

1. PVCOERICfEE § % Persistent Volume Claim (PVC ; ;kHIR ) 2 —LER) 771 (BY) =E1EMRK
L&Y pvc.yamlo PVCT 71 JLICIE. . namespace. accessModes H&UY
‘storageClassName DEFEENTWVWIRELHD XY “name. BEIZIGL T PVCEETZIEETT

F* 9 unixPermissionso

R/MEROBIZRICRL E T,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

(D PVERR) 2a— LY A B EDBMDINTX—RIFIBELHRVWTLETWL, CNICEDE
A, 1 YAR—bOTY RO TZR6EEDHD £,

2. O R%EALT tridentctl import. AU a—LALZSETrident/Nw I T ROZHIE, A L —
S EDORY) a—LE—EICHE T 3%81 (ONTAP FlexVol. Element Volume. Cloud Volumes Service/\
2 B#IEELEFT, FPVCT 7AIADNAZIEETBICIE. BIEDHKRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

i
PR=—FSINTVB RST/NUTDNT RORY 2= L1 Y R— FORIERRL TS L,

ONTAP NAS$ & TFONTAP NAS FlexGroup

Tridenti&. K> /\& ‘ontap-nas-flexgroup’ R S NZFBR LA a—L1VR—rZHR—FLTL
‘ontap-nas’ £

* “ontap-nas-economy’ K 5 Nidqtreez 1 > R— b B LUVEEBETET X Ao
(D * “ontap-nas’ K 5 /\ & “ontap-nas-flexgroup” K 4 /N Tld. R 2 —LEBDEEIFFHFAIS
NTLWEHA

RSANEFERLTERTNSEAR) 2—L4 ontap-nas " I&. ONTAPY 5 XA EDFlexvVol volumellZRbD
F9. RIANEZFEALFlexvol R a—LDA VR—F “ontap-nas BHEKICKEEEL £9, ONTAPY
SRAAIICT TICEET BFlexvolR) a—LAld. pvcE LTAYAR—FTEEXT “ontap-nas. [AIFK

IZ. FlexGroup’R) 2 —ALIFPVCE LTA >R— M TEF £ ontap-nas-flexgroupe

ONTAP NASOD
ROFE. BEWNRA) 2a—LEBEBENRANR) 2a—LOAVR—rERLTVLWET,
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BIEWRA) 2— L4

ROFIE. CWSKFD/NY I I RICHS ‘ontap_nas' EWVWSKEIDRY a—LxAVR—ML
‘managed_volume' £ 9,

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm - fom -
fomm o o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fomm fom -
e o fomm - fomm - +

BENRADR) 12— L4
5|8 ER LTSS --no-manage. Tridentld R 2 —LDEZFIEZEEL FH A,

RIS Ny I>RT ontap_nas'z - >»7R— k9 3%]%Z L ‘'unmanaged_volume £,

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

e fomm - e ittt
fomm - o fomm - fomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fom
fomm o fomm fo—m +
| pve-df07d542-afbc-11e9-8d9£-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | false |
o to—m fom -
fomm o fomm - tomm - +

ONTAP SAN

Tridentid. K-/ “ontap-san-economy’ RS A N&ZFERLIAR) a—LT VY R—rEHR—KLTW
‘ontap-san’ £ 9

TridentTld. BE—DOLUNZ ZELONTAP SAN FlexVolrhRY) a—L%Z AV R—bTEET, THUF. FFT1NL

—X LTV ‘ontap-san'£ 9, RS /\I&. PVCZ &ICFlexVol volume% R L. FlexVol volumeMIZLUNZ% £
B L £ 9, TridentidFlexVol volume% -« > R— kL. PVCEZICEEMITE T,
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ONTAP SAN®D
ROFNE. BEWNRA) 2a—LEBENRNR) 2a—LOAVR—rERLTUVLWET,

BIENMRARY 2—L
EIEWNRR) 12— LDHFE. TridentidFlexVol volume D% aiZ I FlexVol volume R DLUND & %
(Z " lun0"ZEE “pve-<uuid> L £ 9,

RIS, Ny I RIZ#H BFlexVol volume “ontap_san_default % -1 > 7R— k9 3% =R L “ontap-san-
managed' & 9,

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

Fommmmmmemsmemrrrrrrrrre e e e e Fommmmo= Fommemmcememoo=s
Fommmmmmm== e Pommmmm== o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsmsseseses s s s e e e it fommmmmmemememe=
Fommmomomme R S e +
| pvc-dbeedf54-4e40-4454-92£fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5cedca’57 | online | true |
e Rt Frommomoms Fommmmmmomoomo=s
Fommemmomo= o memererserererr s eseee s ee e Fommcomo= ommmcemos +

FENRADR) 2— L
RIS, NP I RT ontap_san'% - >»7R— k9 5%% /R L ‘'unmanaged_example_volume' £ 9,

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
T Emattett P o=
Fommmmmmm== e s s s s s s s Fommmmm== S ettt +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o e e mesesese s s s s s e s o= e
Fommmmmomo= B e Fommemmoe S +
| pvc-1£c999¢c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759f555a | online | false |
Fommemmmrmsmerrrrrrrrrre s re e ee e em o e e Fommmemememeoes
Fommmmmmm== ettt fommmmm== o= +

ROFNCRT & SIS Kubernetes/ — FDIQNEIQNZ HE J BigrouplcLUNZ T Y E >3 8, EWS T
S—HRRIINZET, 'LUN already mapped to initiator(s) in this group’ 7/R) 2 —L%Z 1 VR—FF3ICIE. 1
ZOT—R%HIBRT BD LUNDIY Y EV I ERRT D2HENHD £,
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup

mixed linux ign.1994-05.com.redhat:4c2elcf35e0

2R

Tridentid. NetApp ElementY 7 b0 7 & K54 N\NZ{ER L 7=NetApp HCIZR ) 2 — LA VR— b ZHR—k
LTWET solidfire-sano

Element B 54 NTIERY) 2 —LBDEEM K- bINET, 1cEL. R a—LRNEE
(D LTuaHa, TidentidT5—%EL F79. BRHEL L TRYa—LEI/O-Z>F L, —&
DR 2—LBEEELT. V70—V RUa—LEAYER—FLETD,

BRDF
ROFNIE. Ny T I RICKR) 22— L% “element_default' f >7R— k L “element-managed £ 9,

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmomoe Frommmmomos +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmmmomeorrrrrrrrre s re e mm o Frommmmom= Fommmmmcemoomo=s
Pommmmmmms e Fommmmme Fommmmmme= +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmememsseseseses s e s s s s e P fommmmmmememem=
Pommmmmmm== e et Fommmmm== o= +

Google Cloud Platform

Tridentid R A NZFER LR 2 — LA Y R—b%ZEHR—FLTUL ‘gep-cvs £ 9,

NetApp Cloud Volumes Serviceh* 5 ERL S 7=~ 1) 2 — L% Google Cloud Platform|Z - > 7R—
@ g BICIE R a2—LNRATR)2a—LEZRHELEFT. AU a—LNRIE RJa—LDI

JZAR— b NADDICHKEL BRI TY /o TcERIE. TTRKR— ENZIDDIHFE

*10.0.0.1:/adroit-jolly-swift 7R 1) 2 — L /N R &7 D “adroit-jolly-swift' & 3
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Google Cloud Platform Dl

RDFNE. R 2—L/INZHD “adroit-jolly-swift /N 7 T > RIZHKR1) 22— L% “gepevs_YEppr-f ~7R— kL
‘gep-cvs £ 9,

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

Fommemmcemsmerrrrrrrrrrers s re e e em o Fommmmom= Fommemmcemeomoee
Fommmmmmm== et Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmssesesese s s s s e e it fommmmmmmmemem=
e L e e e S e et +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
Fommmmmmmmsmeososorreroememerene oo memmm o Fommomome Fommmmmmomoomo=s
Fommcmmomo= B e Fommcomo= oo +

Azure NetApp Files

Tridentid R 2 A NZER LR 2 — LA >R— b %ZHR— kL TUL "azure-netapp-files’ & 7

Azure NetApp FilesTR) 2a— L% A VR— b3 3I21E. R a—LNZATR) 2a—LEHFELE
(D) %o RUa—LARE. KUa—LOTH K~ bSRADDIHEEBATY +/0 LERIE. 7
> hENZBDIZE. "10.0.0.2:/importvol1’ 7R 1) 2 —L/NRIEIC7AD “importvol1” £ 976

Azure NetApp FilesDl

ROBIE. R 2—L/INZA%ZFFD “importvol1’ /N Z T RDAR) 22— L “azurenetappfiles_40517" % - 7R
— k L “azure-netapp-files" £ 9,

tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

R e Fommmememesemos
Pommmmmmm== ettt P o= +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

BTttt P o=
Fommmmmmm== L et Fommmmm== o= +
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

o e e mesesese s s s s s e s ettt e
Fommmmmomo= B e Fommmomoe S +
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Google Cloud NetAppR!) 2 — L
TridentiZ R A NZFERA LR 2— LA VR— b%ZH7HR— kL TUL "google-cloud-netapp-volumes' £ ¢

Google Cloud NetApp Volume Dl

ROBIE. R 2—LE—HEIC testvoleasiaeast1 /N ¥ T RIZAR ) 22— L% “backend-tbc-genv1™ 1 >R —
k L “google-cloud-netapp-volumes™ X 9o

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

e L L Fommmmomos
o Fomm o
Pommmmm== ettt +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s Fommmmme==
Fommmmmmmcemeoeoeoeoom= Frommmmomom= Fommmmmmrmesrrrrrrrre e meme s e emm o
Fommmmm=e Fommmmmme= +

| pvc-a69cdal9-218c-4ca%9-a%41-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8cl8cdfl-0770-4bcO-bcc5-c6295fe6d837 | online | true
|

e e ERETEtatt bt Fommmmmm==
Fommmmmmmmmmesoeoeosoom= Frommmmomom= Fommmmmmmmeorrrrrrr e reme s e mmm o
P o= +

RDFNE. RLCD =23 222D R) a—LHHBHBEICR) 2— L%+ >R— kL "google-cloud-netapp-
volumes £ 9,
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4caf%-a9%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

R a—LOARE IR ZHAREIA TS

TridentTlE. ER LR 2a—LICODD P TVRBIE SNILZEDHE TR LN TE
x9, NICEKD. R a—LZHEEL. ENENDKubernetes!)Y —X (PVC) (CfE
BHIITyE T TEXT, £Fleo NwIIVRIRILTTVYTIL—rE2EERELTHRA
LR a—LBEDRABZLSGRIVEZERT DI EHTEERT, E. 1R —b. £
Fo0—2%4E 95 R) a—LlE. 7L —MIEAMLET,

Fta 9 SAE1IC

NRABZTA XEEERR) 2a—LBETRNILDYR—F @

1. R a—LDER. 1 >AR—b. 70—Z=2J DOEUNIE,

2. ontap-nas-economy K 51 NDIBE. qtree R ) 2 —LDEABIFEITHT U FL— MAICEML £7,

3. ontap-san-economy R 4 /NDIZFE. LEIT> TL— MIEHTZDIFLUNZDAH T,

HIPREIE

1. H R BT A XAJRER AR 2 —L%IE. ONTAPZ Y LI A RSANEDHERELHD £,

2. HAZIA XAERAR) 2a—L%E. BEEOR) a—LICIFERINEE A

HDARIA XAIRERAR) 2 — LBDERENE

1 ZHFoTL— FOENEEXHABRETI S — D RELIBE. Ny I Iy ROERIFERLET. 772
L. 7Y 7L— 77U —2a oML EBAIE. BEOHRRAICHE > TR 2 — AICREFHMSH
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bNET,

2. Ny I TV RIEROSLRTT Y7L — b EERALTRY a—LOERMEESNTVSIHFSE. X L=

L7y I RIBAINEEA FEOT LT v I RMEZT > TL— MIEEEMTEX Y,

ZEiT L= b IRILEFERBLIE/NY I RIBEOH
HRELZTYTFL—RE. L—FLALERET—ILLALTESETEE T

L=k LAXILOA

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"defaults": {

"nameTemplate":

"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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T=ILLARILDF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

BRITVTL—Rofl
1"

"nameTemplate”: "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

*ﬁjz * .
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

ZEBINTRAIVE
1. R)a—LaYR—bDHE. BEORY 2 —LICBEDOHRDSNILLAHZBEICDIHITNILHEHS
NEd, Hl: {"provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o

2. BEWRA) 2a—LDA VR—bDHFE. A a—LBIENYIIYREEDIL—MLARILTERINT
BRITVTL—FORIKREET,

3. TridentTld. storage 7L 74 v I REEBELLR T BEFOFERITTR—FEThTOEE A

4. FTFL—MICE2TRY a—LEDR—ZEICHSHBWVEE. TridentTIZWL DD DT VA LR FEHNEN
INT—BORY 2a—LEDPERINE T,

5. NASTI/X—RUa—LDARZLZDRENCANFZEBZ 355, TridentiSEIFD LRI ->T
R a—LICRFIZ[TET. MOITRXTDONTAP R SANTIE. R a—LBh4aD LRZEZ 3
v R a—LDERTOEADKEL ET,

FZ—LAR—ZABTNFSHR) a—LEaHBLET

TridentZfEAT2 . TS3AI)R—LAR—RIZKRY 2a—L%EERL. 12U LEDEH
AN X—=LAR—ATHETEZE T,

i S2Es

TridentVolumeReference CRZ{ER T % £ 1D EDKubernetes % — s X R — X il CReadWriteMany (RWX
) NFSTRU 2 —LZZLICHBETEE T, TDKubernetesA T+ TERE ICIF. ROLS B XUy A B
D%,

XAV T ERRITBEHIC. BEROLANILDT 7€ G RIEETS
* IARTDTrident NFS7R) 2 —L RS /NTENE
* tridentcti®> Z DD IER 1 T« 7 DKubernetestREICHKTZEL FHA

CDEIFE. 2DDKubernetesr—LAR—IABTONFSHRY) 2 —LOHEFXRLTWVWET,
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1
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1
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2
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TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

T4V I ARA— K~

NFSRY 2 —LHEBIFVWK DD DFIETHRETET X I,

o R)a—LEHETBELSICEETPVCERTET 3
V—=RARZ—LAR—ZADFEEIEZ. V—APVCOTF—RICT IR TR3EREZHELET,

e 5B RRIZERICCRZEAN Y 1ERZ (Y59 %

DS AAEBEN., TRTF 4 FZ—> 3 R%—LAR—IADFAEEICTridentVolumeReference CR%= {Ef 3 218
[RE[ELX,

e FRTF A4 %—> 3 > x%— L AR— R |ZTridentVolumeReference % {ERX;
BB AIEEOFREEIZ. XETPVCEEBRB Y 3 - TridentVolumeReference CRZ1ERL L £ 9

o IR —LAR—X|TTFIPVCEIER L £9.
WHELBIZERDFAEEIZ. EETPVCHS5DT—3RY —X%FERT 2 FIPVCEZEM L £,

28



V=R —=LAR—RAETRATAX—= I VR LAR—REZHBELET

XAV TAHZHBRITDDIC. T—LAR—ABHEETIF. V—XRZ—LAR—IADFREE. V7 RA4EE
E. BLUBER—LAR—RAOFABHEICLZASKRL—2a> e 7o a>yhRmETY, 2—HO—I)LIEE
FIETHEEL XTI,

FlE
1.V —=XX—=—LAR—ZADFAEE . pvclpvel ZEELEXT) (‘namespace2, FREMFEALT. TXT 1
F—=2 3V R—LAR—RALDOHEERZMS5 L XY, shareToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentid. PVEZD/NY I IV RNFSR ML —SRY a—LEERLE T,

cAVIEYID R b ZERL T, BROBRZERICPVCZHBETEER T, Ttz
“trident.netapp.io/shareToNamespace: namespace2,namespace3,namespaced4 T 9,

@ cZFERALT. IRNTDR—LAR—IAEHBTEET ~, HlZIIE.
trident.netapp.io/shareToNamespace: *
cPVCIEWDTHEFHL T/ T—2a>ZzE80H3ENTEXRT

shareToNamespaceo

2. 2P S 2ARXEBE *H XX LO—)L LkubeconfigZ E L T. TAT 14 R—> 3V R—LAR—ADAE
& IZTridentVolumeReference CR% {ER ¢ MR %# (5 L £ 9,

B *FTRTAX—= 3 VR —LAR—ADFFEE | *V —RX—LAR—AEBRBT
3 TridentVolumeReference CRZ 7 X714 #—> 3 VR —LAR—RIEH L £ pvcls
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 FWHRA—LAR—ZIAFABE | (pve2 FBER—LAR—XIZPVCEVER (namespace2) o FRZEFEAL T
XETTPVCZIEE L £95 shareFromPVC

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi
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Usage:
tridentctl get [option]

720
* °-h, --help:RUJa—LDANILT,
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“cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi
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cAVIREYID U b ZEFERL T EROBEIZEMICPVCZHETEF T, LI
“trident.netapp.io/cloneToNamespace: namespace2,namespace3,namespaced4 T 9,

@ o ZERLT. INTDR—LAR—IAEHEEFTEFET », HZIZ.

trident.netapp.io/cloneToNamespace: *

°PVCIEWDTHEHLTT /T3 2803 N TEET

cloneToNamespaceo

2. S 2AXERE *HXRZLO—)LLkubeconfigZ ER L T. TRAT 14 %X—> 3 VR —LAR—IADAE
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 FHR—LAR—ZADFAEE : (pve2 FBELR—LIAR—XIC “cloneFromNamespace  PVCHE {E
BX (*namespace2) o F7cld cloneFromSnapshot 7./ T—> 3 V& FERAL T, XEmTpPvcEisEL X
+

‘cloneFromPVCo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi
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a. NTX—A%EIEFE L TStorageClass7+ 7 2 FZ1EF L trident.netapp.io/replication:
true ¥9,

l

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. LLATICYERY L 7=StorageClassZ £ L TPVCEER L £ 9

ll

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. O—HILIE#R%Z & T MirrorRelationship CREERL L £ 9
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il

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Tridentid. R 2 —LORERIBERE R 2 —LDIBEDT—X1FE (DP) REE T T v F
L. MirrorRelationship®status 7 + —JL RIZEZ AL £ 9

d. TridentMirrorRelationship CRZEXf§ L T. PVCOREPH ESVM=ZERL £75

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c_46a8 4384 bl2b 3c38b313clel"”
localPVCName: csi-nas

observedGeneration: 1

2. ¥ Hh>A)Kubernetes? 5 A A TRDFIE%ERITLE T,
a. trident.netapp.io/replication: true/N> X — X % {FHH L TStorageClassZER L £ 97,
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il

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. X741 %= 3>V —XDIFEHR% Z T MirrorRelationship CRZERL L £,

ll

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

Tridentid. FRE L7BRAR) > —% (ONTAPDIZEIET 7 #JL ) %ER L TSnapMirrorf8{% % {ERL
L CHEfEL £

C. hH>A1) (SnapMirrorT AT« %—>3Y) & L TH#AEY % StorageClass% ER L TPVCZEERL L
9,

l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas
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2. 7S 4 < "')Kubernetes” 5 XX T. Snapshotinfo CR%ZER{ L THRERDFEMEZEIEL £95

l

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ¥ H A ) Kubernetes? 5 X2 T. _TridentMirrorRelationship CR®D _spec.state_ 7« —JL K
% promoted (CEH L. _spec.promotedSnapshotHandle % Snapshot®internalNamelZ L £ 9,

4. & H A 1)Kubernetes” 5 X X T. TridentMirrorRelationship® X 7—4 X (status.state 7+ —JL )
HPromoted(CE > TWA Z E #REERL £ 95
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apiVersion: trident.netapp.io/vl

kind: TridentActionMirrorUpdate

metadata:
name: update-mirror-Db

spec:
snapshotHandle: "pvc-1234/snapshot-1234"
tridentMirrorRelationshipName: mirror-b

status.state TridentActionMirrorUpdate CRDDREEZ RBRL 9, Succeeded. In Progress. _Failed_D
WINHDEZIEETETF T,
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* “VolumeBindingMode' % IZERXE ¢ % "WaitForFirstConsumer' . PVCOXHiR Y 2 —LDERE /N1 VR
& PVCZERATEIRY ROBATPa—LENTERTNZ ETEEINE T, CNUISED. MAROZD
BEHICRLEAT D 2a—IILOFNZRET L SICR) a—LDMERINE T,

(D ‘WaitForFirstConsumer /N1 > 7« Y E— R TIE RO ISRILIIHBEH D FtH A, UL
CSI FRODHRE Y (XERRRICERTET XY,

RERHD
CSI bROSHEFERTBICIE. ROHODRHBRETT,

* #3R{79 DKubernetesy 5 X %" R — k 1D Kubernetes/\—2 3 "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1el1e4a2108024935ecfcb2912226cedeafd99df”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}

* OIS RRARD/ —RIZIE. FARODHIGE topology.kubernetes.io/zone' R g SR E ST 2 HEHLBH
D (‘topology.kubernetes.io/region' £9, N 5D ZARIL* . TridentZ ;RO IKISICT B F &I Trident
ZAVAR=ITBHII. VTRXEZRD/ —RICREL THELBELRHD FT,
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kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{.metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/o0os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname":"nodel", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/master":"", "topology. kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone" :"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

FIE1 . FARASHIG/NY I IV REERT S

TridentA AL =Ny I TV RIE PRASEU TV —VICEDSVWGERNICRY a—Lz7OE 3=
TJEBEIIKATEZE T, ENVIIVREE BR—bINATVWEY -2 =3 DU R NERSA S
a3 7Oy IEEBERZENTEFET supportedTopologies o ANL—J IS AR EDELSHNYIT
YREFHERTZHE. AU a—LlF. YR—rIATWVWBEI =232 V=2 TRTZDa—)LldnTwa 7~/
Jy—2a hbEBREINEBRICOAMERINE T,

NI T REEDHIZRICSRLETD,
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YAML

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

JSON

"version": 1,

"storageDriverName":

io/region: us-eastl
io/zone: us-eastl-a
io/region: us-eastl
io/zone: us-eastl-b

ontap-san",

"backendName": "san-backend-us-eastl",

"managementLIF": "192.

"svm": "iscsi svm",

"username": "admin",

168.27.5",

"password": "password",

"supportedTopologies":
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

‘supportedTopologies' i, /NY I IV RI&ICN =23V =D A MR T 378012

FRINET, 5D -3 —Vld. StorageClass TIEETEZHBMEND IR &
RKLET, NWIIVRTREINZ)—2a> V-0 T2y 288 NL—0035

ADIFE. TridentlE/Nw I TV RIZAR) a—L%EERRLET,

AL=YF=ILTCICHEETT £Y supportedTopologieso, RDFIZBEBL T I LY,

[
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version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall

topology.kubernetes.io/zone: us-centrall-b

CDFITIE regions INILE zone INILUIRA ML= F—ILDGFAERLTUVWETD,
‘topology.kubernetes.io/region ‘topology.kubernetes.io/zone’ R b L —C F— )LDEETTZIEEL

o

FlIEg2 : FAROPERHITZIA N —CITAETEET S

S RRZRD/ — RICIRHETNS bAROPSRILICEDWVWT, MROJERZ S H S &L 51 StorageClasses
ZEERETTFT, CNUISED. RSN PVC BRDBEFHLRD AL —2F =)L LU Trident IC& -
TFOE 3=y enfcAh) a—LZFERATES/ — RO Ty bHNREDEFT,

ROFEBRL TS L,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

gIR D StorageClassEFE Tld. volumeBindingMode DUCREIMNT "WaitForFirstConsumer WE
Jo D StorageClass TERIMNTz pvc & Ry RTBRINZ EFTUEINIFEA. BLUVIC.
‘allowedTopologies TRV —>r ) =3 % RLET, StorageClassld “netapp-san-us-
eastl. ERRTEELANY I IV RICPVCEZ{ER L “san-backend-us-east1’ £ 9,

27v7F3 . PVC ZER L THERTS
StorageClass Z{ER L TNV I TV RICYwvEY T T3, PVCZIEHTERLSICHD F LT

ROFIEEBIRL T spec’ < 72E LY,

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CORZTTRALZERALTPVC ZELT D L. RDKSBHERICED T,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

CDpodSpecid. V=2 avIlEETS/—RTRYRZEZXTDa—)LL. V—2FTld ‘us-eastl-b’/—>
ICEETBEED ./ — RH5EIRT B "us-eastl-a & S ICKubernetes|CHER L “us-east1 F 97,

ROBEAZBRLTLIET L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny IIYRZEFHFLTEFDH S supportedTopologies

BEONy I RZEH LT, FHD tridentctl backend update VA M ZEZHBENTETEXT
‘supportedTopologies, —fUd. T TICTAED I Z>IENTWVWERY a—LICITEEET. UED
PVC ICOHERATNE T,

FHIERR

CAVFFOUY —REEE
" —RELIE"
C"TIAZTA T T4 ZTa"
« "EREE KO

At Foay bhziRELET

KR 2a—L (PV) DKubernetes7h!) 21— ASnapshotz AT 3. R a—LD
RAVMVRZALOAE—ZERTE LT, TridentzfEHE L TER LA 12— LA
MDSnapshotDERL. TridentDAEBTIERL L 7=Snapshot® 1 > 7R— k. EffZDSnapshot
HEDFLWARY 2 —LDEM. Snapshoth'5DR) 2 —LF—2D) AN %ZR(TT
TFEI,

BE

R)a—LXFy T3y MEULTFTHR—FINTWVWET ontap-nas . ontap-nas-flexgroup .
ontap-san. ontap-san-economy. solidfire-san. gcp-cvs. azure-netapp-files. €L
T “google-cloud-netapp-volumes' K 5 /X\—,

il Y

AFwFo gy b EBETRICIE. ATy Foayba>brO—JARXEZL)Y —XEE (CRD) A
WETT, KubermnetesA—7 XL —>3>Y—)L (il : Kubeadm. GKE. OpenShift) D1&E|IZ1E>TLF
ER

Kubernetes7« A FJUE 21— 3 VICX >y 3y bV FO—FECRDAZENTULARWERIF. 25
BLTLETWARY 2—LASnapshotd Y FO—SDEA,
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GKEBIEBTAYFTIY YRR a—LRF v T3y b E2ERTZHEEE. XFyvyFoayvbd
@ hO-ZEEHRLEVWTLIEETV, GKETIX. REDIERTOXF vy Ioay ba>ybO—
SzFERALET,

R1) 12— L Snapshot Z{ER{ L £

FlE
1. Z4ERL L "VolumeSnapshotClass’ £ 9, FICDWVWTId. BB L TLZE VWA 2 — LSnapshoty &
X"O
° |& *driver Trident CSIR 514 /N%ZRLTWE T,

° deletionPolicy ICid. F7cld "Retain ZIBETIT XTI 'Delete, ICFRTET S Retain'&. F
TV bHHIBREINTH., A ML= 05X XOEBE ¥ A ZYESnapshothMRIF S 1
"VolumeSnapshot' £ 9,

il

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BIIZOPVCORFwv T3y b EERLE T,
Gl
° RIC. BREOPVCORF v ay hEERT 202 LET,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o ZOFITIE. EWSPVCODARY a2 —LSnapshotd 7P 0 % 1EF L pvel. SnapshotD %% (5%
E LT ‘pvcl-snap LW E §, VolumeSnapshotidPVCICILTH D EEEDSnapshotzXRTA T TV +
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ICREE (T 5T "VolumeSnapshotContent LW E §,

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° VolumeSnapshot® 74 72 T4 b pvcl-snap AT R CTRECTIT XY
‘VolumeSnapshotContento I& Snapshot Content Name. _ DSnapshot%zifitd
%VolumeSnapshotContent4 77 FE#AIL £, /NTX—&IE. 'Ready ToUse' R+ F> 3
w b EFERALTHLUVWPVCEERTES e ERmLET,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£f660
source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29%Z
Ready To Use: true
Restore Size: 3Gi

A1) 2— LSnapshoth 5PVC % {ERK

ZEALT. LS &ABIDVolumeSnapshotx T —2 DY — X & L TR L TPVCZER <pvc-name>" TF
F¥9 “dataSource., ERi M7= PVC IE. Ry FICEFKL T, 1D PVC CERRICERATET £,

@ PVCIZY — AR a—LEBUNYI IV RIERSNE T, 28BL TSIV KB
I Trident PVCRFw Iy b SPVCEIERR S D CIFRBENY I T RTIETEFAL,

RIS, BT —R2Y =R LTERLTPVCEZER T 361% L "pvcl-snap” £ 9

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

A1) 22— LSnapshotD - > 7R— bk

TridentTld. 75 XX BEEBED % "KubernetesD =g O E Y 3= > F S 7zSnapshot 7Ot 2"EH L T,
AT U bEERLTIED . TridentOANEBTIER S N7zSnapshotz 1 > R— bk L7cDTEXT

VolumeSnapshotContento

FtaS 2aEiIC
Trident CSnapshotDIRAR ) 2 —LADMERF7IF1 VR—FSNTVBIRELRHD XY,

FIE

1. * S 2AREBE */)\'wU L RSnapshotZ BB 24T 10 F21ERLET
VolumeSnapshotContento CAUZ& D, TridentTSnapshot7—2 7 O—hBHIREINE T,

NV I IV RRAFT YT a3y DA% trident.netapp.io/internalSnapshotName:
<"backend-snapshot-name"> " 8E L XY ‘annotationse

° THEEL X7 <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>

snapshotHandle, — DEHIF. FUOH L THERF v I3y MMIK > TTridentiCiREI NS HE—

DIEFHR T ListSnapshotso

@ CROLHIDENIIIC L D, & "<volumeSnapshotContentName> /N\w oV TV RXF v I
Iy hREBICHLEFEA.

#
ROBITIE. N IIVRRFTyFoay h&B8RBI23A4AT2 U %z “snap-011ER L
“VolumeSnapshotContent™ £ 37
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2 2SS AREBE AT 10 F%EBBIBCR VolumeSnapshotContent " ZEREL ¢
*VolumeSnapshoto CHUCK D, IBESNILBIERB TEFERTIHDT7 I/ IANERIN
*VolumeSnapshot' £ 9

l

ROFITIE. EWDS%ET import-snap-content " Z B8R $ 3 "VolumeSnapshotContent &L %
BIDCR%Z import-snap fEL XY "VolumeSnapshote

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3 AEIE (7O a>ARE) ATy T ay bE FLERSINIZRELT
VolumeSnapshotContent " MEUPHL%ZRITLEXY "ListSnapshots. Tridentic &k > THER S
“TridentSnapshot £ 9,

e NEBRFw T3 w M. ZIC readyToUse 8% L+ "VolumeSnapshot' % | “true 8% E L
"VolumeSnapshotContent” £ 97,

° Tridenth R D £9 readyToUse=trueo

4 FEDI—H— *Z{ER L PersistentVolumeClaim T. FILLWEEBBL ¢
‘VolumeSnapshoto spec.dataSource (F7zl& spec.dataSourceRef) DHFIIHBEITY
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VolumeSnapshoto

il
RIS, EWVWSEHID “import-snap % B89 3PVCxE{ER 9 % %% < L "VolumeSnapshot £ 9,

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

Snapshotz R L 7R a—LT7—2D') A/

T 7 #)L b TlE. RZ4/NK “ontap-nas-economy’ RS/ N\ZFERLTFOEY 3 Z I ENR) 2a— LD
Btz R ABRICESH 78, snapshotT 1 L7 ~UIFIERSRICZE>TUL ‘ontap-nas’ £9, 71 L7 LUD
2FwFoay bbb TF—2%EHE ) AN)TESLS5ICL “.snapshot £9,

AR 2—L%ELEIDSnapshotiCEEER TN TWBIRREIZ) X k79 3ICIE. A1) 2—LSnapshot!) X
T7ONTAP CLIZERL £9,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ SnapshotAE—%Z )X r7F 2. BBEDR) 2 —LFRENLEEZTENE T, SnapshotIE—
DYERRICRY) a— LT —RICMREBIFKRDNE T,

Snapshoth5D1 > FL—XRK) a—LDIJR KT

TridentTl&. (TASR) CR%Z{ER L TSnapshoth 5K 2a—L%EZA > FL—XATHRRICV AN TEXT
TridentActionSnapshotRestore, _ DCRIFKubernetesDWNEBET7 V3> LTHEREL. WIBDRTTHE
bEIFINEE A

Tridenti&. . ontap-san-economy ontap-nas. .~ ontap-nas-flexgroup azure-netapp-files. .
T gcp-cvs  DSnapshot U A RFPZHR—ELTWVWET, ‘ontap-san. google-cloud-netapp-
volumes. & “solidfire-san™ K Z 1 /\,
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Fa 9 SaE1IC
N1 > REINTPVCEFERATRELRR 22— LSnapshoth R ET T,

*PVCRT—RABNAVRETNTWVWE =R LE T,
kubectl get pvc
* R 2 —LSnapshotZER T 2% mNT T L TVWBR L ZHRLET,

kubectl get vs

FIE

1. TASRCRZER L £9. CDAITIF. PVCHELUVR) 2 —LRXFy T3y NADCRZIEML pvcl
‘pvci-snapshot' £ 9

@ TASR CRIZ. PVCH &UVSHIFHET 3 RETERICHEET 3REABHD 7,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2. 23y Foayv b5 X NTIBICIFCREERLEFT, CDFITIE. Snapshoth 5 1) X 77 L “pvet
7,

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

ER
Tridentid R+ 73y b6 T7—RZ) X7 LET, Snapshot) A AT DA T—RRAZHEERTET XY,
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kubectl get tasr -o yaml

apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

CIFCALDHZE. BEENRELICEE ICTrident TRUED'BEIRICEEHITINE Z EIEHD
Ftho COBRFZBERITIDHLELNHDXT,

« FIPE T U AEEFF TRV Kubernetes 1—H &, P FUT—> 3V R—LAR—R
ICTASR CRZ1ER S 7=, BEENSHERZMEINRITNIEBRSHBWVGELRHD £
ERS

SnapshotH' EETIF 5N TWVWBPVZHIBRT 5

SnapshothBEFIF 5N TWVWBKETR ) 2 —LZHIBRT S . MILT B Trident/h ) 2 — LAY THIFRA ICE
ianEx 9. R a—LSnapshotZzHIPR L TTrident’R ) 2 —LZHIBRL £,

A1) a—LSnapshotdY FO—SDEA

KubernetesT 4 A R E2—>3VICRAFyFoay O FO—FECRDAZENTULERWGEIZ. XD
FOICEATEXET,

Flg
1. 7R 2 — LD SnapshotERL
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cat snapshot-setup.sh

#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 24wy by rO-S%ERLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ REICIH L T, ZBiZER% B “deploy/kubernetes/snapshot-controller/rbac-snapshot-
controller.yam!" TE# L ‘namespace’ £ 9,

EED >
* "/R1) 22— L\ Snapshot"
* "/R1) 22— /LSnapshoty 5 X"
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