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開始する

Tridentの詳細

Tridentの詳細

Trident は、ネットアップが管理する、完全にサポートされているオープンソースプロジ
ェクトです。Container Storage Interface（CSI）などの業界標準のインターフェイスを
使用して、コンテナ化されたアプリケーションの永続性要求を満たすように設計されて
います。

Tridentとは

NetApp Tridentを使用すると、オンプレミスのONTAPクラスタ（AFF、FAS、ASA）、ONTAP Select、Cloud

Volumes ONTAP、Elementソフトウェア（NetApp HCI、SolidFire）、Azure NetApp Files、Amazon FSx for

NetApp ONTAP、Cloud Volumes Service on Google Cloudなど、パブリッククラウドまたはオンプレミスの一
般的なすべてのNetAppストレージプラットフォームでストレージリソースの消費と管理が可能になります。

Tridentは、コンテナストレージインターフェイス（CSI）に準拠した動的ストレージオーケストレーションツ
ールで、とネイティブに統合され"Kubernetes"ます。Tridentは、単一のコントローラポッドと、クラスタ内の
各ワーカーノード上のノードポッドとして動作します。詳細については、を参照してください "Tridentのアー
キテクチャ" 。

Tridentは、NetAppストレージプラットフォーム向けのDockerエコシステムと直接統合することもできま
す。NetApp Docker Volume Plugin（nDVP）は、ストレージプラットフォームからDockerホストへのストレ
ージリソースのプロビジョニングと管理をサポートします。詳細については、を参照してください "Trident

for Dockerの導入" 。

Kubernetesを初めて使用する場合は、について理解しておく必要があります"Kubernetesの概念
とツール"。

KubernetesとNetApp製品の統合

NetAppのストレージ製品ポートフォリオは、Kubernetesクラスタのさまざまな要素と統合されているため、
高度なデータ管理機能が提供され、Kubernetes環境の機能、機能、パフォーマンス、可用性が強化されま
す。

Amazon FSx for NetApp ONTAP

"Amazon FSx for NetApp ONTAP"は、NetApp ONTAPストレージオペレーティングシステムを基盤とす
るファイルシステムを起動して実行できる、フルマネージドのAWSサービスです。

Azure NetApp Files

"Azure NetApp Files"は、NetAppを基盤とするエンタープライズクラスのAzureファイル共有サービスで
す。要件がきわめて厳しいファイルベースのワークロードも、ネットアップが提供するパフォーマンス
と充実のデータ管理機能を使用して、 Azure でネイティブに実行できます。
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Cloud Volumes ONTAP

"Cloud Volumes ONTAP"は、クラウドでONTAPデータ管理ソフトウェアを実行するソフトウェア型のス
トレージアプライアンスです。

Google Cloud NetAppボリューム

"Google Cloud NetAppボリューム" Google Cloudのフルマネージドファイルストレージサービスで、ハ
イパフォーマンスなエンタープライズクラスのファイルストレージを提供します。

Element ソフトウェア

"要素"ストレージ管理者は、パフォーマンスを保証し、シンプルで合理的なストレージ設置面積を実現す
ることで、ワークロードを統合できます。

NetApp HCI

"NetApp HCI"日常業務を自動化し、インフラ管理者がより重要な業務に集中できるようにすることで、
データセンターの管理と拡張を簡易化します。

Trident では、コンテナ化されたアプリケーション用のストレージデバイスを、基盤となる NetApp HCI

ストレージプラットフォームに直接プロビジョニングして管理できます。

NetApp ONTAP

"NetApp ONTAP"は、NetAppのマルチプロトコルユニファイドストレージオペレーティングシステム
で、あらゆるアプリケーションに高度なデータ管理機能を提供します。

ONTAPシステムは、オールフラッシュ、ハイブリッド、オールHDD構成で構成され、オンプレミス
のFAS、AFA、ASAクラスタ、ONTAP Select、Cloud Volumes ONTAPなど、さまざまな導入モデルを提
供します。Tridentは、次のONTAP導入モデルをサポートしています。

Tridentのアーキテクチャ

Tridentは、単一のコントローラポッドと、クラスタ内の各ワーカーノード上のノードポ
ッドとして動作します。Tridentボリュームをマウントする可能性があるホストでノード
ポッドが実行されている必要があります。

コントローラポッドとノードポッドについて

Tridentは、Kubernetesクラスタに1つ以上の単一または複数Tridentノードポッドとして導入されTridentコント
ローラポッド、標準のKUBSI_CSI Sidecar Containers_を使用してCSIプラグインの導入を簡素化しま
す。"Kubernetes CSIサイドカーコンテナ"Kubernetes Storageコミュニティが管理しています。

Kubernetes"ノードセレクタ"を使用して、"寛容さと汚れ"ポッドを特定のノードまたは優先ノードで実行する
ように制限します。Tridentのインストール時に、コントローラポッドとノードポッドのノードセレクタと許容
範囲を設定できます。
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• コントローラプラグインは、Snapshotやサイズ変更などのボリュームのプロビジョニングと管理を処理し
ます。

• ノードプラグインによって、ノードへのストレージの接続が処理されます。

図 1. Kubernetesクラスタに導入されたTrident

Tridentコントローラポッド

Tridentコントローラポッドは、CSIコントローラプラグインを実行する単一のポッドです。

• NetAppストレージ内のボリュームのプロビジョニングと管理を担当

• Kubernetes環境で管理

• インストールパラメータに応じて、コントロールプレーンノードまたはワーカーノードで実行できます。
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図 2. Tridentコントローラポッドの図

Tridentノードポッド

Tridentノードポッドは、CSIノードプラグインを実行する特権ポッドです。

• ホストで実行されているPodのストレージのマウントとアンマウントを担当します。

• Kubernetesデーモンセットで管理

• NetAppストレージをマウントするすべてのノードで実行する必要がある
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図 3. Tridentノードのポッド図

サポートされる Kubernetes クラスタアーキテクチャ

Tridentは、次のKubernetesアーキテクチャでサポートされます。

Kubernetes クラスタアーキテクチャ サポート対象 デフォルトのインストールです

単一マスター、コンピューティング はい はい

複数のマスター、コンピューティング はい はい

マスター、 `etcd`コンピューティング はい はい

マスター、インフラ、コンピューティング はい はい

概念

プロビジョニング

Tridentでのプロビジョニングには2つのフェーズがあります。最初のフェーズでは、スト
レージクラスを適切なバックエンドストレージプールのセットに関連付け、プロビジョ
ニング前の必要な準備として実行します。2番目のフェーズではボリュームの作成自体が
行われ、保留状態のボリュームのストレージクラスに関連付けられたストレージプール
の中からストレージプールを選択する必要があります。

ストレージクラスの関連付け

バックエンドストレージプールをストレージクラスに関連付けるには、ストレージクラスの要求された属性
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と、 additionalStoragePools`の `excludeStoragePools`リストの両方が `storagePools`必

要です。ストレージクラスを作成すると、 Trident はバックエンドごとに提供される属性とプールを、ス
トレージクラスから要求された属性とプールと比較します。ストレージプールの属性および名前が要求された

すべての属性およびプール名と一致すると、Tridentはそのストレージクラスに適した一連のストレージプ

ールにそのストレージプールを追加します。さらに、Tridentは、リストに表示されているすべてのストレ

ージプールをそのセットに追加します `additionalStoragePools。これは、ストレージクラスの要求さ
れた属性のすべてまたはいずれかを属性が満たさない場合でも同様です。このリストを使用して、ストレージ
クラスでのストレージプールの使用を無効にしたり削除したりする必要があり `excludeStoragePools`ま
す。Tridentでは、新しいバックエンドを追加するたびに同様のプロセスが実行され、そのストレージプールが
既存のストレージクラスのストレージクラスを満たしているかどうかがチェックされ、除外としてマークされ
ているものは削除されます。

ボリュームの作成

Tridentでは、ストレージクラスとストレージプールの関連付けを使用して、ボリュームのプロビジョニング先
を決定します。ボリュームを作成すると、Tridentはまずそのボリュームのストレージクラスに対応する一連の
ストレージプールを取得します。ボリュームにプロトコルを指定すると、要求されたプロトコルを提供できな
いストレージプールはTridentによって削除されます（たとえば、NetApp HCI / SolidFireバックエンドではフ
ァイルベースのボリュームを提供できず、ONTAP NASバックエンドではブロックベースのボリュームを提供
できません）。Tridentは、この結果セットの順序をランダム化してボリュームを均等に分散し、その順序を繰
り返して各ストレージプールでボリュームのプロビジョニングを試みます。成功した場合は正常に返され、プ
ロセスで発生したエラーが記録されます。Tridentは、要求されたストレージクラスとプロトコルで使用可能
な*すべての*ストレージプールでのプロビジョニングに失敗した場合にのみ、エラー*を返します。

ボリューム Snapshot

Tridentがドライバのボリュームスナップショットを作成する方法の詳細については、こ
ちらを参照してください。

ボリュームSnapshotの作成方法について説明します

• 、 ontap-san、、 gcp-cvs `azure-netapp-files`ドライバの場合、 `ontap-nas`各永続ボリューム（PV）
がFlexVol volumeにマッピングされるため、ボリュームSnapshotはNetApp Snapshotとして作成されま
す。NetAppのスナップショット・テクノロジーは’競合するスナップショット・テクノロジーよりも安定
性’拡張性’リカバリ性’パフォーマンスを提供しますSnapshot コピーは、作成時とストレージスペースの両
方で非常に効率的です。

• ドライバの場合 ontap-nas-flexgroup、各永続ボリューム（PV）はFlexGroupにマッピングされま
す。その結果、ボリューム Snapshot は NetApp FlexGroup Snapshot として作成されます。NetAppのス
ナップショット・テクノロジーは’競合するスナップショット・テクノロジーよりも安定性’拡張性’リカバ
リ性’パフォーマンスを提供しますSnapshot コピーは、作成時とストレージスペースの両方で非常に効率
的です。

• ドライバの場合 ontap-san-economy、PVSの共有FlexVolボリューム上に作成されたLUNへのPVSマッ
ピングは、関連付けられたLUNのFlexCloneを実行することで実現されます。ONTAP FlexCloneテクノロ
ジを使用すると、大規模なデータセットのコピーをほぼ瞬時に作成できます。コピーと親でデータブロッ
クが共有されるため、メタデータに必要な分しかストレージは消費されません。

• ドライバの場合 solidfire-san、各PVは、NetApp Elementソフトウェア/ NetApp HCIクラスタ上に作
成されたLUNにマッピングされます。ボリューム Snapshot は、基盤となる LUN の Element Snapshot で
表されます。これらの Snapshot はポイントインタイムコピーであり、消費するシステムリソースとスペ
ースはごくわずかです。

• ドライバと `ontap-san`ドライバを使用する場合、 `ontap-nas`ONTAPスナップショットはFlexVolのポイ
ントインタイムコピーであり、FlexVol自体のスペースを消費します。その結果、ボリューム内の書き込み
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可能なスペースが、 Snapshot の作成やスケジュール設定にかかる時間を短縮できます。この問題に対
処する簡単な方法の 1 つは、 Kubernetes を使用してサイズを変更することでボリュームを拡張すること
です。もう 1 つの方法は、不要になった Snapshot を削除することです。Kubernetesで作成されたボリュ
ームSnapshotを削除すると、Tridentは関連付けられているONTAP Snapshotを削除します。Kubernetes

で作成されていない ONTAP スナップショットも削除できます。

Tridentでは、ボリュームSnapshotを使用して新しいPVSを作成できます。これらの Snapshot から PVS を作
成するには、サポート対象の ONTAP および CVS バックエンドに対して FlexClone テクノロジを使用しま
す。SnapshotからPVを作成する場合、元のボリュームはSnapshotの親ボリュームのFlexCloneになります。
`solidfire-san`ドライバは、Elementソフトウェアのボリュームクローンを使用してSnapshotからPVSを作成し
ます。ここで、 Element Snapshot からクローンを作成します。

仮想プール

仮想プールは、TridentストレージバックエンドとKubernetesの間の抽象化レイヤを提供

します StorageClasses。管理者は、必要な基準を満たすために使用する物理バック
エンド、バックエンドプール、またはバックエンドタイプを指定することなく、バック
エンドに依存しない共通の方法で、各バックエンドの場所、パフォーマンス、保護など
の側面を定義でき `StorageClass`ます。

仮想プールについて説明します

ストレージ管理者は、任意のTridentバックエンド上の仮想プールをJSONまたはYAML定義ファイルで定義で
きます。

仮想プールリストの外部で指定されたすべての要素はバックエンドにグローバルであり、すべての仮想プール
に適用されます。一方、各仮想プールは、 1 つまたは複数の要素を個別に指定できます（バックエンドグロ
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ーバルな要素を上書きします）。

• 仮想プールを定義する場合は、バックエンド定義内の既存の仮想プールの順序を変更しな
いでください。

• 既存の仮想プールの属性を変更しないことをお勧めします。変更を行うには、新しい仮想
プールを定義する必要があります。

ほとんどの項目はバックエンド固有の用語で指定されます。重要なことに、アスペクト値はバックエンドのド

ライバの外部に公開されず、での照合に使用できません StorageClasses。代わりに、管理者は仮想プール
ごとに1つ以上のラベルを定義します。各ラベルはキー：値のペアで、ラベルは一意のバックエンド間で共通
です。側面と同様に、ラベルはプールごとに指定することも、バックエンドに対してグローバルに指定するこ
ともできます。名前と値があらかじめ定義されている側面とは異なり、管理者は必要に応じてラベルキーと値
を定義する完全な裁量を持っています。ストレージ管理者は、仮想プールごとにラベルを定義したり、ボリュ
ームをラベルでグループ化したりできます。

は StorageClass、セレクタパラメータ内のラベルを参照して、使用する仮想プールを識別します。仮想プ
ールセレクタでは、次の演算子がサポートされます。

運用者 例 プールのラベル値は次のとおりです。

= パフォーマンス = プレミアム 一致

!= パフォーマンス！ = 非常に優れてい
ます

一致しません

in 場所（東部、西部） 値のセットに含まれています

notin パフォーマンス記名（シルバー、ブ
ロンズ）

値のセットに含まれていません

<key> 保護 任意の値で存在します

!<key> !保護 存在しません

ボリュームアクセスグループ

Tridentの使用方法の詳細については、こちらをご覧 "ボリュームアクセスグループ"くだ
さい。

CHAP を使用する場合は、このセクションを無視してください。 CHAP では、管理を簡易化
し、以下に説明する拡張の制限を回避することが推奨されます。また、TridentをCSIモードで
使用している場合は、このセクションを無視してかまいません。Tridentは、拡張CSIプロビジ
ョニングツールとしてインストールされている場合にCHAPを使用します。

ボリュームアクセスグループについて学習する

Tridentでは、ボリュームアクセスグループを使用して、プロビジョニングするボリュームへのアクセスを制御
できます。CHAPが無効な場合は、構成で1つ以上のアクセスグループIDを指定しないかぎり、というアクセ
スグループが検索され `trident`ます。

Tridentは、新しいボリュームを設定済みのアクセスグループに関連付けますが、アクセスグループ自体の作成
や管理は行いません。アクセスグループは、ストレージバックエンドをTridentに追加する前に存在している必
要があります。また、そのバックエンドでプロビジョニングされるボリュームをマウントできる可能性があ
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るKubernetesクラスタ内のすべてのノードのiSCSI IQNが含まれている必要があります。ほとんどのインス
トール環境では、クラスタ内のすべてのワーカーノードがこれに含まれます。

Kubernetes クラスタに 64 個を超えるノードがある場合は、複数のアクセスグループを使用する必要がありま
す。各アクセスグループには最大 64 個の IQN を含めることができ、各ボリュームは 4 つのアクセスグルー
プに属することができます。最大 4 つのアクセスグループを設定すると、クラスタ内の任意のノードから最
大 256 ノードのサイズのすべてのボリュームにアクセスできるようになります。ボリュームアクセスグルー
プの最新の制限については、を参照してください "ここをクリック"。

デフォルトのアクセスグループを使用しているアクセスグループから他のアクセスグループを使用しているア
クセスグループに設定を変更する場合 `trident`は、リストにアクセスグループのIDを含め `trident`ます。

クイックスタートガイド（Trident）

Tridentをインストールしてストレージリソースの管理を開始するには、いくつかの手順
を実行します。作業を開始する前に、を参照してください"Tridentの要件"。

Dockerについては、を参照して"Trident for Docker"ください。

ワーカーノードの準備

Kubernetesクラスタ内のすべてのワーカーノードが、ポッド用にプロビジョニングしたボリュームをマウン
トできる必要があります。

"ワーカーノードを準備します"

Tridentのインストール

Tridentには、さまざまな環境や組織に最適化されたいくつかのインストール方法とモードが用意されていま
す。

"Trident をインストール"

バックエンドの作成

バックエンドは、Tridentとストレージシステムの間の関係を定義します。Tridentは、そのストレージシステ
ムとの通信方法や、Tridentがそのシステムからボリュームをプロビジョニングする方法を解説します。

"バックエンドの設定"ストレージシステム

Kubernetesストレージクラスの作成

Kubernetes StorageClassオブジェクトでは、プロビジョニングツールとしてTridentが指定されており、カス
タマイズ可能な属性を使用してボリュームをプロビジョニングするためのストレージクラスを作成できま
す。Tridentは、Tridentプロビジョニングツールを指定するKubernetesオブジェクト用に一致するストレージ
クラスを作成します。

"ストレージクラスを作成する。"
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ボリュームをプロビジョニングする

A_PersistentVolume_（PV）は、Kubernetesクラスタ上のクラスタ管理者がプロビジョニングする物理ストレ
ージリソースです。PersistentVolumeClaim（PVC）は、クラスタ上のPersistentVolumeへのアクセス要求で
す。

設定したKubernetes StorageClassを使用してPVへのアクセスを要求するPersistentVolume（PV）
とPersistentVolumeClaim（PVC）を作成します。その後、PVをポッドにマウントできます。

"ボリュームをプロビジョニングする"

次の手順

バックエンドの追加、ストレージクラスの管理、バックエンドの管理、ボリューム処理の実行が可能になりま
した。

要件

Tridentをインストールする前に、これらの一般的なシステム要件を確認してください。
個 々 のバックエンドには追加の要件がある場合があり

Tridentに関する重要な情報

• Tridentに関する次の重要な情報をお読みください。*

Trident </strong>に関する<strong>の重要な情報

• TridentでKubernetes 1.32がサポートされるようになりました。Kubernetesをアップグレードす
る前にTridentをアップグレード

• Tridentでは、SAN環境でのマルチパス構成の使用が厳密に適用されます。multipath.confファイ

ルの推奨値はです find_multipaths: no。

マルチパス以外の構成を使用するか、multipath.confファイルにまたは `find_multipaths: smart`

の値を使用する `find_multipaths: yes`と、マウントが失敗します。Tridentでは、21.07リリース
以降での使用を推奨してい `find_multipaths: no`ます。

サポートされるフロントエンド（オーケストレーションツール）

Tridentは、次のような複数のコンテナエンジンとオーケストレーションツールをサポートしています。

• Anthosオンプレミス（VMware）とAnthos（ベアメタル1.16）

• Kubernetes 1.26~1.32

• オープンシフト 4.13 - 4.18

• Rancher Kubernetes Engine 2（RKE2）v1.26.7+rke2r1、v1.28.5+rke2r1
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Trident オペレータは、次のリリースでサポートされています。

• Anthosオンプレミス（VMware）とAnthos（ベアメタル1.16）

• Kubernetes 1.26~1.32

• オープンシフト 4.13-4.18

• Rancher Kubernetes Engine 2（RKE2）v1.26.7+rke2r1、v1.28.5+rke2r1

Tridentは、Google Kubernetes Engine（GKE）、Amazon Elastic Kubernetes Services（EKS）、Azure

Kubernetes Service（AKS）、Mirantis Kubernetes Engine（MKE）、VMware Tanzu Portfolioなど、他のフル
マネージド/自己管理型Kubernetesソリューションとも連携します。

TridentとONTAPは、のストレージプロバイダとして使用できます"KubeVirt"。

TridentがインストールされているKubernetesクラスタを1.25から1.26以降にアップグレードす
る前に、を参照してください"Helmインストールのアップグレード"。

サポートされるバックエンド（ストレージ）

Tridentを使用するには、次のサポートされているバックエンドが1つ以上必要です。

• Amazon FSx for NetApp ONTAP

• Azure NetApp Files

• Cloud Volumes ONTAP

• Google Cloud NetAppボリューム

• ネットアップオール SAN アレイ（ ASA ）

• オンプレミスのFAS、AFF、またはASA R2クラスタのバージョン（NetAppの限定サポート対象）を参照
して "ソフトウェア バージョンのサポート"

• NetApp HCI / Elementソフトウェア11以降

TridentによるKubeVirtとOpenShiftによる仮想化のサポート

サポートされるストレージドライバ：

Tridentは、KubeVirtおよびOpenShift仮想化用に次のONTAPドライバをサポートしています。

• ONTAP - NAS

• ONTAP - NAS -エコノミー

• SAN-SAN（iSCSI、FCP、ONTAP over TCP）

• ONTAP SANエコノミー（iSCSIのみ）

考慮すべきポイント：

• OpenShift仮想化環境でストレージクラスを更新し、パラメータ（例： fsType: "ext4"）を使用
`fsType`します。必要に応じて、のパラメータを `dataVolumeTemplates`使用してブロックデータボリュ
ームの作成をCDIに通知し、ボリュームモードを明示的にブロックするように設定し
`volumeMode=Block`ます。
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• ブロックストレージドライバの_rwxアクセスモード_：ONTAP SAN（iSCSI、NVMe/TCP、FC）およ
びONTAP SANエコノミー（iSCSI）ドライバは、「volumeMode：Block」（rawデバイス）でのみサポー

トされます。これらのドライバでは fstype、ボリュームはrawデバイスモードで提供されるため、パラ
メータは使用できません。

• RWXアクセスモードが必要なライブマイグレーションワークフローでは、次の組み合わせがサポートされ
ます。

◦ NFS + volumeMode=Filesystem

◦ iSCSI+ volumeMode=Block（rawデバイス）

◦ NVMe/TCP+ volumeMode=Block（rawデバイス）

◦ FC+ volumeMode=Block（rawデバイス）

機能の要件

次の表は、このリリースのTridentで使用できる機能と、このリリースでサポートされるKubernetesのバージ
ョンをまとめたものです。

機能 Kubernetes のバージョン フィーチャーゲートが必要ですか
？

Trident 1.26 - 1.32 いいえ

ボリューム Snapshot 1.26 - 1.32 いいえ

ボリューム Snapshot からの PVC 1.26 - 1.32 いいえ

iSCSI PV のサイズ変更 1.26 - 1.32 いいえ

ONTAP 双方向 CHAP 1.26 - 1.32 いいえ

動的エクスポートポリシー 1.26 - 1.32 いいえ

Trident のオペレータ 1.26 - 1.32 いいえ

CSI トポロジ 1.26 - 1.32 いいえ

テスト済みのホストオペレーティングシステム

Tridentは特定のオペレーティングシステムを正式にサポートしていませんが、次の機能が動作することがわか
っています。

• OpenShift Container Platform（AMD64およびARM64）でサポートされるRed Hat Enterprise Linux

CoreOS（RHCOS）のバージョン

• RHEL 8+（AMD64およびARM64）

12



NVMe/TCPにはRHEL 9以降が必要です。

• Ubuntu 22.04以降（AMD64およびARM64）

• Windows Server 2022

デフォルトでは、Tridentはコンテナ内で実行されるため、どのLinuxワーカーでも実行されます。ただし、使
用しているバックエンドに応じて、Tridentが提供するボリュームを、標準のNFSクライアントまたはiSCSIイ
ニシエータを使用してマウントできる必要があります。

この `tridentctl`ユーティリティは、これらのLinuxディストリビューションのいずれでも実行できます。

ホストの設定

Kubernetesクラスタ内のすべてのワーカーノードが、ポッド用にプロビジョニングしたボリュームをマウン
トできる必要があります。ワーカーノードを準備するには、ドライバの選択に基づいてNFS、iSCSI、また
はNVMeのツールをインストールする必要があります。

"ワーカーノードを準備します"

ストレージシステムの構成：

バックエンド構成でTridentを使用するには、ストレージシステムの変更が必要になる場合があります。

"バックエンドを設定"

Tridentポート

Tridentでは、通信のために特定のポートにアクセスする必要があります。

"Tridentポート"

コンテナイメージと対応する Kubernetes バージョン

エアギャップを使用したインストールでは、Tridentのインストールに必要なコンテナイメージの参照先を以下
に示します。コマンドを使用し `tridentctl images`て、必要なコンテナイメージのリストを確認します。
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Kubernetesのバージョン コンテナイメージ

v1.26.0、v1.27.0、v1.28.0、v1.29.0、v1.30.0、
v1.31.0、v1.32.0

• Docker .io / NetApp / Trident：25.02.0

• docker.io / netapp/trident-autosupport：25.02

• registry.k8s.io/sig-storage/csi-provisioner：v5.2.0

• registry.k8s.io/sig-storage/csi-attacher：v4.8.0

• registry.k8s.io/sig-storage/csi-resizer：v1.13.1

• registry.k8s.io/sig-storage/csi-snapshotter：v8.2.0

• registry.k8s.io/sig-storage/csi-node-driver-registrar

：v2.13.0

• docker.io/netapp/trident-operator：25.02.0（オプ
ション）
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