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kubectl create ns engineering-ns
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kubectl create ns marketing-ns
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apiVersion: vl
kind: ServiceAccount
metadata:

name: eng-user

namespace: engineering-ns

2. X=UTaVT IN—TDF—EXTHI Y bZERLEFT,

apiVersion: vl
kind: ServiceAccount
metadata:

name: mkt-user

namespace: marketing-ns
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apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service—-account.name: eng-user

name: eng-user-secret
namespace: engineering-ns

type: kubernetes.io/service-account-token
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apiVersion: vl

kind: Secret

metadata:
annotations:

kubernetes.io/service—account.name: mkt-user

name: mkt-user-secret
namespace: marketing-ns

type: kubernetes.io/service-account-token

A7 w J4: ClusterRole 7 72 U FEZEFHLWH—EXT7HT Y MINA Y RTS8 DRoleBinding+ 7
U hEERT D

Trident Protect 1 > A h—=JLF B . T 7 #J)L +D ClusterRole 7 7> =¥ FHER T X §, RoleBinding
TIPSV b EERL TGEBREYT 3T, ZD ClusterRole 2 —EX 7ADTY MINA Y RTEET,

FliE
1. ClusterRole LV =7V VT H—EX 7HOY MINA Y RLET,

apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: engineering-ns-tenant-rolebinding
namespace: engineering-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: marketing-ns-tenant-rolebinding
namespace: marketing-ns
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-protect-tenant-cluster-role
subjects:
- kind: ServiceAccount
name: mkt-user

namespace: marketing-ns
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n engineering-ns
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user

get applications.protect.trident.netapp.io -n marketing-ns
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apiVersion: vl
data:
accessKeyID: <ID value>
secretAccessKey: <key value>
kind: Secret
metadata:
name: appvault-for-eng-user-only-secret
namespace: trident-protect
type: Opaque
apiVersion: protect.trident.netapp.io/vl
kind: AppVault
metadata:
name: appvault-for-eng-user-only
namespace: trident-protect # Trident Protect system namespace
spec:
providerConfig:
azure:
accountName: ""
bucketName: ""
endpoint: ""
gcp:
bucketName: ""
projectID: ""
s3:
bucketName: testbucket
endpoint: 192.168.0.1:30000
secure: "false"
skipCertValidation: "true"
providerCredentials:
accessKeyID:
valueFromSecret:
key: accessKeyID
name: appvault-for-eng-user-only-secret
secretAccessKey:
valueFromSecret:
key: secretAccessKey
name: appvault-for-eng-user-only-secret

providerType: GenericS3

2. O—J)LCRZEHLTERL. V52— BEENGREMNDBED)Y —IANDT VL XZHATE
BESICLET, FIRIF:



apiVersion: rbac.authorization.k8s.io/vl
kind: Role
metadata:
name: eng-user-appvault-reader
namespace: trident-protect
rules:
- apiGroups:
- protect.trident.netapp.io
resourceNames:
- appvault-for-enguser-only
resources:
- appvaults
verbs:

- get
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apiVersion: rbac.authorization.k8s.io/vl
kind: RoleBinding
metadata:
name: eng-user-read-appvault-binding
namespace: trident-protect
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: eng-user-appvault-reader
subjects:
- kind: ServiceAccount
name: eng-user

namespace: engineering-ns
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kubectl get appvaults -n trident-protect
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Error from server (Forbidden): appvaults.protect.trident.netapp.io is
forbidden: User "system:serviceaccount:engineering-ns:eng-user"
cannot list resource "appvaults" in API group

"protect.trident.netapp.io" in the namespace "trident-protect"
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kubectl auth can-i --as=system:serviceaccount:engineering-ns:eng-user
get appvaults.protect.trident.netapp.io/appvault-for-eng-user-only -n
trident-protect
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helm repo add prometheus-community https://prometheus-
community.github.io/helm-charts

helm repo update

2. Prometheus ServiceMonitor CRD #4905 XX —ICEAL 9,

kubectl apply -f https://raw.githubusercontent.com/prometheus-
operator/prometheus-operator/main/example/prometheus—-operator-

crd/monitoring.coreos.com servicemonitors.yaml
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metrics-config.yaml: kube-state-metrics Helm F v — 57

extraArgs:
# Collect only custom metrics

- —-custom-resource-state-only=true

customResourceState:
enabled: true
config:
kind: CustomResourceStateMetrics
spec:
resources:
- groupVersionKind:
group: protect.trident.netapp.io
kind: "Backup"
version: "v1"
labelsFromPath:
backup uid: [metadata, uid]
backup name: [metadata, name]
creation time: [metadata, creationTimestamp]
metrics:
- name: backup info
help: "Exposes details about the Backup state"
each:
type: Info
info:
labelsFromPath:
appVaultReference: ["spec", "appVaultRef"]
appReference: ["spec", "applicationRef"]
rbac:
extraRules:
- apiGroups: ["protect.trident.netapp.io"]
resources: ["backups"]
verbs: ["1list", "watch"]

# Collect metrics from all namespaces

namespaces: ""
# Ensure that the metrics are collected by Prometheus
prometheus:
monitor:
enabled: true
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helm install custom-resource -f metrics-config.yaml prometheus-

community/kube-state-metrics --version 5.21.0
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ATy T2 BERY - EBEETELSICKET S
By —ILEA YR M—ILLEE. ENSHEET S LS ICHRT ZLENHBD £,

FIE

1. kube-state-metrics % Prometheus £ i L £ 9, PrometheusiRE7 7T ILZRET S
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prometheus.yaml: kube-state-metrics 4 —E X ¥ Prometheus D&

apiVersion: vl
kind: ConfigMap
metadata:
name: prometheus-config
namespace: trident-protect
data:
prometheus.yaml: |
global:
scrape interval: 15s
scrape configs:
- Jjob name: 'kube-state-metrics'
static configs:
- targets: ['kube-state-metrics.trident-protect.svc:8080"]

2. 75— % Alertmanager (Z)L—T7 « > 7§ 3 & 51C Prometheus R L £ 9. Prometheusi&E 7 7 1
ILEHRET B (prometheus.yaml) ICRDE I3 > &EMLET,
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https://prometheus.io/docs/prometheus/latest/installation/
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https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install
https://github.com/prometheus/alertmanager?tab=readme-ov-file#install

prometheus.yaml: Alertmanager|C7 5 — b ZIX{59 3

alerting:
alertmanagers:
- static configs:
- targets:

- alertmanager.trident-protect.svc:9093

R

Prometheus (& kube-state-metrics "5 X b 1) 7 XZUNE L. Alertmanager IC7 7 — FZXETEDLSICH
DELFe INT. 77— b2 b)A—F23FHET7 57— bOXEHRZERT IERB’EBEVE LTS

ATV T TI—bT I bDXELRZRET D

V—IHEE T B L SICEBRLIES. 7o — b2 M) A—JB3BMROBEL. 75— beXET2HFZEENK
TRUEDRDHDET,

7Z— DBl Ny Ty TRE

RDBITIE NI TV TAREL)Y —ZADAT—RADICRESNTEIICMNIA—SNBZEERT S —
FEEELEFT. Error 58U L, CORIERBICEHDETHRAEZIIIL. TOYAMLR=RY &
‘prometheus.yaml 58 E 7 7 1 JL:

rules.yaml: KL 7z/\wv 07w FIZxF % Prometheus 75— b ZE& T %

rules.yaml: |
groups:
- name: fail-backup
rules:
- alert: BackupFailed
expr: kube customresource backup info{status="Error"}
for: 5s
labels:
severity: critical
annotations:
summary: "Backup failed"

description: "A backup has failed."

Alertmanager % sRE L THIOF v RILICT S — b EXET S

Alertmanagerid. TF X —JL. PagerDuty. Microsoft Teams. ZDMD@EEH Y —E X R EDMDF v RILISE
Mz XEFETDELDICHKRETET XY, “alertmanager.yaml' 7 7 JLo

RDOFTIE. Slack F ¥ RILICEH % ZXET B &SI Alertmanager 18 L £9. COBZBRDEREICE

HDETHRAEZIYAXT3ICIE. “api_url BEVDRETHER SN TS Slack Webhook URL I F—%5&RE L
£9,
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alertmanager.yaml: SlackF ¥ > R JLICT7 5 — b ZXET 3

data:
alertmanager.yaml: |

global:
resolve timeout: 5m

route:
receiver: 'slack-notifications'

receivers:
- name: 'slack-notifications'

slack configs:
- api url: '<your-slack-webhook-url>'
channel: '#failed-backups-channel’

send resolved: false

Trident Protect 7 R— N\ RILESERKT 3

Trident Protect ZffH 9 3 £. BEEIZ. BENRODISARETIUr—3>ICE
507, XkUwo, FROJIERABE. NetAppHiR— MMIBIDEHRESE/NVR
WZERTEERT, 12—y MIEGELTWEREEIF. AXAZL )Y —X(CR) 7
7AW ZERBLT. B R—F N2 RILZNetApptHR—k a0~ (NSS) ICF7vyFO—FK
TEET,
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CREFEALTHR— NV RILZIERT D

FIE

1. ARBZLI)Y—R (CR) 774N %ZERL. &rEiZEFITET (fl . trident-protect-
support—bundle.yaml) o

2. ROBMEBRL XY,

° metadata.name: (%7B) CDOHRARZ L )Y —ZADEHL, REBICEHE T—EH DEYRER % &
IRLTLIEELN,

° spec.triggerType: (W7B) HR— b N RILESTSICERTED. AT a—ILICRE>TERT
BPHERELET, AT TVa—ILEnf/N\Y RILERIZ. UTC OFFEI 12 KICTThNE T, B%
BRIEIZRDEHDTY,

* AT a—ILiEH
" FE

° spec.uploadEnabled: (# 7> 3 V) HR— k N2 RILZERZICNetApp T R— bk 1 MMIT v
TO—RIB3NESHZEFIELE T, IBELARWVGEIE. T7 I MIE falseo BIIRMEIFRD
EHHTT,

= true
" false (F7 AL K)

° spec.dataWindowStart: (7> 3 >) HR— bk NV RILICEEFNZ T —E2DU 1 > RUHFRIA
T3 HEZIEE Y % RFC 3339 LR DO HMAXFF, EE LABWSEIF. T7 #)L b T 24 KA
ICBEDET, IBETCETZIRHBEVI s Y RUBEMIZ 7 BEITY,

YAML DA

apiVersion: protect.trident.netapp.io/vl
kind: AutoSupportBundle
metadata:

name: trident-protect-support-bundle
spec:

triggerType: Manual

uploadEnabled: true

dataWindowStart: 2024-05-05T12:30:00%

3. A#1L7=5 “trident-protect-support-bundle.yaml'ITE L \MEZ D7 71 JLICIZ. CRZEAL T,

kubectl apply -f trident-protect-support-bundle.yaml -n trident-
protect

CLIZERLTHYR— NV RILZERT S
FE
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1. FINAROEEZRIBOBRICEIHRZA T, YR—F NURILEERLET, D trigger-type /\
YRILDTCICEREINE D BRI R T 2a—ILICLK>TRESNZIDERELE T,
‘Manual  ¥7cl& “Scheduledo T 7 #JL FEREIX Manuals

Bz I

tridentctl-protect create autosupportbundle <my-bundle-name>
--trigger-type <trigger-type> -n trident-protect

YR—ENVRILZERLTEIRT S

WINHDDBEEZFERAL THR—b N RILEZER LR ZOEROETRRAEERL. O—HIL > X7
LICEBE TR N TEERT,
Flig

1. %D “status.generationState E5Z 9 % "Completed Mo RO AT > R TERDETRRZEHRTETET,

kubectl get autosupportbundle trident-protect-support-bundle -n trident-
protect

2. HR—b NYRLEO—AIN SXRTLICBIELEY, £T L7AutoSupport/A> KL IE— OAT Y
FREEIELEX T,

kubectl describe autosupportbundle trident-protect-support-bundle -n
trident-protect

RDI73 kubectl cp B 5OV REEIS L TEITL. ZBESIEZzHFLEoO0—-HIL T4 LI MUICE
I ET,

Trident7O727 D7y oL —FK

FLWEEE P N TEEEZFIB T ZIClE. Trident Protect Z&RF/N—a vIc 7w TSI L
—RTEEY,

N=23> 2410057 v TIL—RTBE. 7y TJL—FRIZEITENBZAF v T ay
EHRET BRIREMD DD T, COERFICED. FERIEXLEZRAT D a—ILENTREKDIF
w73y bOERDIHITFONE ZEIZHDEEA. VYT L—FRICAFy T3y b
KBLIBRIE. 7TV =2 avMRESNBESICFHTHLLWA Sy o3y b zfEl

() 3T

BENLBEEEZRLRETZOHIC. 7Y TIL—REICIRTORFTy Ty ks XyTa—)L
HEMILT, Py TSI L—RRBICBEBWNICTBAIENTEZXY, 7=7°L. CNICED. 7
v L—REERICATDa—IlINRAFyFoay bR NZ 2 CIZHED £,

14



Trident Protect # 7w 745 L — R §3ICIE. ROFIEEETLE T,

FIE
1. TridentHelm YRS U ZEHLE I,

helm repo update

2. Trident Protect CRD # 7w 4 L— KL £ 9,

@ 25.06 KOEION—2 3o 67y T L— R 3558IE. CRD H'Trident Protect Helm F
Yy—HMIEENDLSICH ST, COFIEIZHETT,

a ZOOVYRERTIBE. CRDDEE% trident-protect-crds IC “trident-protect:

kubectl get crd | grep protect.trident.netapp.io | awk '{print $1}' |
xargs —-I {} kubectl patch crd {} --type merge -p '{"metadata":
{"annotations":{"meta.helm.sh/release-name": "trident-protect"}}}"

b. 2T > R%ERITLTHeim>—2o L w bZHIBRL £9 “trident-protect-crds’F ¥ — b :

@ 7oA YA R=)LLAEWVWTL 72E W trident-protect-crds'Helm ZfER L TF ¥ — & 1E
B L7BWTL TV, CRD LEET— 2D HIBRSN B aREMN B D F7,

kubectl delete secret -n trident-protect -1 name=trident-protect-

crds, owner=helm
3. TridentZOF 2 D7 v FJL—R:

helm upgrade trident-protect netapp-trident-protect/trident-protect
--version 100.2506.0 --namespace trident-protect
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