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kubectl get event -A --field-selector involvedObject.name=<Kubernetes node
name>
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Trident (&, Trident/ — K CR D&/ — RIS LTEMICHE>TWVWAH—EXZHALFT, wHEINY
—EXRERRTBICIE. ROOAYYREZRITLET,

tridentctl get node -o wide -n <Trident namespace>
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RHEL 8LAf%

sudo yum install -y nfs-utils

Ubuntu

sudo apt-get install -y nfs-common
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* /—RZX®igroup (23.04 UETEA) DAMNER TN TULSIHEE. iISCSI BEEEICED SCSI/NZA
DITRTDT/NAAD SCSIBRF v UHFBINE T,
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sudo sed -i 's/”\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf
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1. ROSATL N T—SA VA N—ILLETD,

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils M/N\—<3 U h 6.2.0.874-2.el7 UIETHZ e =R L T,
rpom -gq iscsi-initiator-utils
3. X v UEFEIERELET:

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. TILFINR=BHICT 3:

sudo mpathconf --enable --with multipathd y --find multipaths n

@ H{R9 % /etc/multipath.conf &L "find multipaths no' F
“defaultso

5. FEE(C iscsid' £ L T “multipathd 247H:
sudo systemctl enable --now iscsid multipathd
6. Bt L CEEH iscsi:

sudo systemctl enable --now iscsi

Ubuntu
1L RO AT LN T—2%4 R M=)ILLET,

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. open-iscsi D/N— 3 U 2.0.874-5ubuntu2.10 LAB% (bionic MIHE) £7=1% 2.0.874-7.1ubuntu6.1 L4
B% (focal DIFE) THB L =R LE T,



dpkg -1 open-iscsi

3 AF¥ v UEFHICRELEY:

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. TILFINREZBMCT S:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D FE{R9 % /etc/multipath.conf &Y “find multipaths no T
“defaultso

5. 321 “open-iscsi % L T “multipath-tools BIIC R > TWTEITRTH 3!

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

Ubuntu 18.04Tld. #—4'Y FR—FEZRD L SICIRHTIHRELHD £,
(D ‘iscsiadm 888 B HijIC “open-iscsiiSCSI T—E > ZREE L £9, HBD LML, Ciscsi
—EX%RIRT B “iscsid BEIRIIC

iSCSI HOERZ B T ISFENICT B
Wty 3 Y EBIETZICIE. RDTrident iSCSI BEEERREZEBRTIE T,

* iSCSI B2 E1ERMR: iSCSI BEEENTFUHENZEEZRELET (T 74 b:573) NEVWKEZ
RET B ECRITEEDN T B REVHEZRET 3 LRITHREMECBELSICKRETET T,

iISCSI HCEERIRZ 0 ICERETY % L. iISCSI Bof&EldERICfFIEL £T, iSCSI BOfEE
()  =®hicsscridssmlELA. ISCSI BSEENERLE L HDICHELTUAVES
PF Ny T BHOBERL . HEDSF U A TOAENIC LTS,



* iSCSI HOB1EFKERE: EF Aty arhesO0J 70 L TBEOV A U %EEITI S ETICISCSI B
SEENFE T IEMEZRELET (T IAILM 7)) ASVWHBEBICERETS . EETHVCHEEIN
Tty axidOd 7o SN2 ETOFEREIARCARD, Z08BEOJ 1 UHARITEINET, £
oo NEVWBMEICERET D . O 7T L THEBEOVM VT3 ETORRBNRLSAED £,

fie
iISCSIECBERTE LB EIFEE T 3IClF. iscsiSelfHealingInterval & L T
“iscsiSelfHealingWaitTime ' Helm D > X b —JL & 7=l& Helm OEFHHD/INZ X —Z,

RDFTIE. iISCSI BEEERRZ 377, BEBEHFHEKREZ 6 2ICREL X,

helm install trident trident-operator-100.2506.0.tgz --set
iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

AT ket

iISCSIECIBERTE XM EIEEE T 5ICIF. iscsi-self-healing-interval' Z L T “iscsi-self-healing-
wait-time'tridentctl D1 > X k=L X T2 IEEFHHD/NT X —Z,

ROBITIE. iISCSI BEEERRZ 3 9. BEBEFRRREZ 6 2ICRELE T,

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP/R) 2 — L

ARL=FT4 2T AT LDARY FZEALTNMe V—ILZA VA F—ILLET,

* NVMe IZt% RHEL 9 WENHKBETT,

@ * Kubernetes / —RDA—RJL N—2 3 YA ETEFBREE. £E3H—FRIL N—23>T
NVMe /Ny —JHFIATE A WESIZ. /—ROA—RIL NN—23>% NVMe /Nw i —
CSHEEBON—U I VICEH T ARENDBEEHHD FT,



RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

1R =)L DIREE

AR M=)l XOOAT Y REFEBL T, Kubernetes 75 X2 —ARDE ./ —RIC—ED NQN AH B &
HHESRLET,

cat /etc/nvme/hostngn

@ Tridentid “ctrl_device_tmo /NAD R T > LTHZEIC NVMe BN ZHELBWVWEL SICT B8
DfE. COFREIFEELBRZVTLIZTU,

SCSlover FC/R ) 2 — L

TridentCZ 71 /N F ¥ %JL (FC) 7O R JLEFEHALT. ONTAPY ZFLEDR RL—Y UY—2%&FOE
SAZVIBLUVBIEBETESLSICADE LT

ClE=E 36
FCICWMMEBRRY N T—0 8/ —ROREEZEBHLET,
v hD—UHE

1. 2=y b A2 —T x4 XD WWPN ZEE L £9, &8 "network interface show"s#IC DWW TIEZ B
5 BTV,

2 AZVI—B— (KRAR) LOA>E2—T72—ZD WWPN #EEL £ 9
WHTBRANARL—FT 42T AT L A—TFTa4 VT4 ZBRBLTLIZEL,

3. RA LB —47v FDWWPN ZERALTFC RAYFDY—ZVJ %R LET,
FHICOVWTIE. ENZNDORA Y FARIYIA—DRF XY b ZBRLTLLEETL,

FRICDOWTIE. ROONTAPRF a XY b EBEBLTLIEEL,


https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html

° "Fibre Channel& K U'FCoEDY — =>4 - {E&"
° "FCH & U'FC-NVMe SANR R k D#ERL A E"

FCY—IlZzA>A—=ILT D
ARL—=FT 427 PRATFLOAR Y REFERBLTFCY =)Lz YA M—ILLE T,
* FC PVTRHEL/Red Hat Enterprise Linux CoreOS (RHCOS) 2 E179¢ 37 —h—/—R%2FEHEIT 355

I&. ‘discard 1 VT 1 Y AR—XBFIF%ZREITY SICIF. StorageClass M mountOption ZHEHA L £9,
BB "Red Hat RF¥a X2 k"
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RHEL 8LAf%
1. ROSATL N T—SA VA N—ILLETD,

sudo yum install -y lsscsi device-mapper-multipath

2. TILFNNR =BT B:

sudo mpathconf --enable --with multipathd y --find multipaths n

(:) FE{R9 % /etc/multipath.conf &Y “find multipaths no F
“defaultso

3. FESE(C ‘multipathd  £1TH:

sudo systemctl enable --now multipathd

Ubuntu
1L RO AT LN T—2%4 A M=)ILLET,

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. TILFINA=BMICT3:

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ fR9 % /etc/multipath.conf L “find multipaths no' F
“defaultse

3. HERIC “multipath-tools' B A > TWLWTRITH:

sudo systemctl status multipath-tools



NV I ITY RDOEREER
NV ITLIYREEBRTS

NI ITYRIE. Tridente A L — S ZFLRBOBREEELET T, Ch
. Trident ICEFEDRA L= S RATLEBESTDALEE. FCHhHBAR)a—L%ZOE
oAz IR ALEEERLE T,

Trident (3. AL —2 IS RCK > TEBSNICBHIC—HI BNV IIVRNSIA ML= T-ILZBEE
MICIRELET, ALY S RTFLONYI IV RZERT 2 HEEFELED,

* "Azure NetApp Files/\wv 7 T > RZHEHT 3"

* "Google Cloud NetApp Volumes/\'w o T R&E#T 3"

* "Google Cloud Platform /\'v 2 T > K ®Cloud Volumes Servicex 1&m 9 3"

* "NetApp HCI £ 7=1&SolidFire/\w 7 T R %=1 $ %"

* "ONTAP % 7z(ZCloud Volumes ONTAP NAS RS+ N—Z AL TNV I I RZIEKT 3"

* "ONTAP & 7z(ZCloud Volumes ONTAP SAN RS+ N—ZFERAL TNV I IY RZEBKT 3"

* "Amazon FSx for NetApp ONTAP CTrident Z{#H 9 3"

Azure NetApp Files

Azure NetApp Files/\'v VT R%ZBKT S

Azure NetApp Files ZTrident® /N T R L THTE£9, Azure NetApp Files
Ny ITVREFERALT. NFSEXUSMBRY a—L%ZFEHTITXI, Trident (.
Azure Kubernetes Services (AKS) 7 5 XA X —DY%— R ID #FER L -BRIBHROE
BHHAR—rFLTVET,

Azure NetApp Files R 5 1 /\— D%

Trident 3. 75 XX —@EET B7=0HITKDAzure NetApp FilesX hL— RS N—%BMHLF T, YR
—rEINTWVWB 771X E— FRIE. ReadWriteOnce (RWO). ReadOnlyMany (ROX). ReadWriteMany
(RWX). ReadWriteOncePod (RWOP) T3,

RSN ZO0R3) ARUa—L HER-—FIATWET7Y HER—-—FZTNhTW3ET7
E—F TRXE—F TV RAT I
azure-netapp-files NFSSMB  Filesystem RwO, ROX. RWX. RW nfs. smb
OoP

* Azure NetApp Filesth —E X (&, 50 GIB RiFDR) 2 —LZHR—FLTVWEEA. KD/NTVWERY 12—
LHBRINIIFE. Trident (SBEEBIIC 50 GiB DR 2a—L%EZEHRLE T,

* Trident I&. Windows / — R CETEINTWVWBRY RICYT Y hENT=SMB R a—LDHEHR—F
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L&,

AKS DN *—2 K ID

Trident®H7R— k"< % —< RID"Azure Kubernetes Services 75 XX —FH, ¥Y*—C R IDIC&K > TiRMEE
2R INI-ERBREEZEATSICIE. ROBHLDOHUVETT,

* AKS Z{FEARA L TTF70O4 /= Kubernetes 75 XX —
* AKS Kubernetes 7 2 X2 — TR INIIYX—T R ID

* Tridenth'" 1 > X b—JLENTED. cloudProvider 3 8ET S “"Azure",

TridentA XL —% —
TridentA XL —4%#{FH L TTridentZz 1 > X b—JLT BTl

tridentorchestrator cr.yaml SE TS “cloudProvider IC “"Azure", FIZIT :

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"
fie
IROFHTIE. Tridentty b4 VA R—I)LLZX T cloudProvider IRIBEMEZFER L TazureN
T SCP:

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code> k T 7 kctl</code>

IROFTIE. TridentZ=1 > XA b—JLL. cloudProvider 7354 % “Azure:

tridentctl install --cloud-provider="Azure" -n trident

AKS 7> K ID

257K ID AT 3 . Kubernetes 7R Ri&. BAREYA Azure BRRIBIRZ IR T 20 DIC. 7—2o 0O
—RIDELTEEEFT A TCAzure DY —RICTIEATEDLSICHED F9,
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Azure T ZU R ID ZERT 3ICIE. XDBHDHHBETT,

* AKS Z{EAH L TTF 7O+ &7 Kubernetes 7 5 XX —
* AKS Kubernetes 7 5 A2 —THBREN/=7—20—FK ID & oidc-issuer

* Tridenth’f Y X b—I)LETNTED. “cloudProvider 189 % "Azure" % L T “cloudldentity’ 7 —2 O—
FIDDIEE
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TridentA XL — % —
TridentA R L —2%ZERA L TTridentz 1 > X b—JL§ 3ICId. )

tridentorchestrator cr.yaml #EJ D “cloudProvider |l “"Azure" &L TEHRE
‘cloudIdentity ' IC “azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX-—
XXXX~XXXXXXXXXKXo

Bz I

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXXXxxx' # Edit

i
ROBIBEH % FEA L T, cloud-provider (CP) & & U cloud-identity (Cl) 7 5 DEZREL £
ERS

export CP="Azure"
export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XXXXXXXXXXX""

ROFHTIE. Tridentz=1 > XA b—JL L. cloudProvider RIEBZ#H%*HEHL CTazureN “$CP %
LT. ‘cloudIdentity IREZHEMHEHETS "scI:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code> kT 1 7 kcti</code>

ROBRBZH 2ERALT. 7778 7ONAE—BLV IR ID 757 DEZRELE T,

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—XXXX=
XXXXXXXXRXXX"

ROFITIE. TridentZ1 > X b—JLL. cloud-provider' 7354 % *scp. €L T cloud-
identity | $CI:
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tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Azure NetApp Files/\w I T R%= BT 2% HEZ T3

Azure NetApp Files/\'w 7 T> RZEBR T DHEIIC. ROBHIE-INTWS C & ZHERR
TRIUNELRHD XY,

NFSHE LK USMBRY 21— LOHIREM

Azure NetApp Files Z#& TERT 3D $TLWFFATHERY 555, Azure NetApp Files Ztzw 7w/
LTNFS R a—LZERTBRHIC. WS OO DFHIBRDNBE TS, BB "Azure: Azure NetApp Files
Yy b7y FLTNFS R a—L%EERT "

E L TEERT BICIE "Azure NetApp Files"/N\w I TV R Tld. ROHDHRETT,
* subscriptionID. tenantID. clientID. location. < LT ‘clientSecret'AKS
@ VS AR—TYX—TY R IDZERAT35R8EA4 T3 >TY,
* tenantID. clientID. €L T ‘clientSecretAKS V5 XXZ—T2U >R IDZFEATS
BRIEA T3 >TY,
* RET— L, BE"Microsoft: Azure NetApp FilesDBE 7 — L Z1EHK T 3"

* Azure NetApp FilesIiCEEI NI TR w ko BIR"Microsoft: Azure NetApp Files|CH T %y =TT
3"

* “subscriptionID"Azure NetApp Filesh*BMICHE>TW3 Azure T T X7 ) T3 oh 5,

* tenantID. clientID. ¥ L T ‘clientSecret h5"7)” 7' 1) &k "Azure Active Directory T. Azure
NetApp Filestt —E R IC T3+ RIERZIF->TVWBR I o 7 XUERTIIROWT MO EFERT I H
ENHDET,

° FREE EIFEMEDRE" AzurelC & > TEBIEZEA"

e B"HARZLEMEOD—IL"YTRU1) T3> LRI T(assignableScopes) IC. TridentiC N BN
FROAICHIBEINIEATOMERNMIEINE T, A XAZLO—-IZER LIS, "Azure R—F )Lz
BLTO-ILZEDOHTS",
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* 7X—)L location V< £ H12EFL "EFESNI=T T xw k" Trident22.01DEFES T, “location /N
AX—RlF. NIIVRER T 71ILORLEMILARILONET 1 —)LRTY, RETS—ILTIREINE
FROMEIFEREINE T,

* TSIl cloud Identity. BUE client IDHB "IAI—H—Z|DHTIYR—IF 1D"FLTE
MDID%Z ‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-
XXXXKKKXXXKXKXKo

SMB7R U 21— LDEBMEH

SMB 7R 2 —LZERT BICIE. RDBHDHHBETT,
* Active Directory h'#&a T 11. Azure NetApp Files|ZIEFI SN TLWE T, B "Microsoft: Azure NetApp
Files® Active Directory 3EHtDIERL & BIE",

* Linux O bO—5— /—R¥. Windows Server 2022 #2179 23D7%< &H 1 DD Windows 7—H—
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kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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DNy ITYRBHTIE. subscriptionID. tenantID.
F—CRIDZFERTIFFIEA T3 >TT,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet

clientID.

Z L T “clientSecret' ¥
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tenantID.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1

storageDriverName: azure-netapp-files

capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID:

RET—INTIINE2—%2FERALIEEEDOHY—E XL ANILIER

clientID.

Z L T ‘clientSecret 72 K ID 2R %%

9f£87c765-4774-fake-ae98-a721ladd45451

DNy I I R TIE. Azure® eastus 35T "Ultra  B= 7 —JL, Trident I&. & DIHFTTAzure
NetApp FilesICEEINIARTOH TRy b ZBEMICKRE L. ED55D 1 DICHLWERY 2 —L4

ZSVHALICERELE Y,

version: 1

storageDriverName: azure-netapp-files
9f87c765-4774-fake-ae98-a721ladd45451
68e4f836-edcl-fake-bff9-b2d865eebb6ct

subscriptionID:
tenantID:

clientID: dd043f63-bf8e-fake-8076-8de9%9le5713aa

clientSecret: SECRET
location: eastus
servicelevel: Ultra

capacityPools:

- application-group-1/account-1/ultra-1

- application—-group-1/account-1/ultra-2
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version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anft
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"
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CONYIIYRBETIE. B—DT7 7ML TEROA N - T—ILZEELET, Chid. ELD
P—EX LRIV ZYR—FTIEROBET—ILHEHD. TNHEZRITANL—C IR %
Kubernetes TER T 215 & ICEFI T, RET—ILSANILIF. U TOBEICESVWTT—ILEZRXRTS
Te®ICERINE LT performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2
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E#f “parameter.selector &
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB/RY 2 — LDEZH

{#H nasType. node-stage-secret-name. < L T node-stage-secret-namespace. SMB R 2
—L%EIEE L. HEA Active Directory BIRIFHmREIRETET X7,
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77 4L b DREZERETOEARRE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

LRIEECCICELSEY—I Ly AT

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LITCICERDMEBEZERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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@ ‘nasType: smb’'SMB /R) 2a—LZHR—brFTB23T—ILDT 1 J)LZ—, ‘nasType: nfs’ F7=id
‘nasType: nul’NFS 7—ILD 7 1 JILZ—,

Ny I TV RZERYT %

NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T FOERICKBLISZE. Ny I I FOBRICEEDHD T, ROIVY FZRITTH L. O
TR L TRERZRETET XY,

tridentctl logs

BER7 71 ILOBBEREL TBIEL/5. create AV REBERITTEET,
Google Cloud NetApp Volumes

Google Cloud NetApp Volumes/\'v o T RZ#EKT 3

Google Cloud NetApp Volumes % Trident® /N w7 TV R LT TS 3L SICHRD F
L 7. Google Cloud NetApp Volumes/\wv VT R%Z{ERAL T NFSARUa—LK
SMBRY a—LZEHRTETET,

Google Cloud NetApp Volumes R 5 -1 /D5l
Tridentid "google-cloud-netapp-volumes' 7 5 XA X — CBE T BTcHDD R A /N—s HR—bEINTWVWE TV

X £— K&, ReadWriteOnce (RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX)
. ReadWriteOncePod (RWOP) T9,

RN O3 ARUa—L HR—FINTWETY HR—bFTHhTWET7

E—F TRXRE—F TIL AT L
google-cloud- NFS SMB Filesystem RWO. ROX. RWX. RW nfs. smb
netapp-volumes OP

GKE 7> K ID

Cloud Identity ZfEF 9 % . Kubernetes 7R Fid. BERBIZ: Google Cloud 5R:EIEHRZ IR I 20 D 1.
J—2J0—RID L TEEET A & T Google Cloud VY —RICT7IVERATEBRLSICHEDET,

Google Cloud TV 27 R ID Z;EAT3ICIE. RDHDHHBETT,

* GKE ZfEA L T7 70O+ &7z Kubernetes 7 5 XX —,
*GKE V5 RRICEBREINIT7—20O0—RID &, /—RT7=LIZBRINT GKE XZT—48 H—/\—,
* Google Cloud NetApp VolumesEI2#& (roles/netapp.admin) O—JLEX7ldH XX LO—I)L%$FD GCP H—
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EXT7HTO2k,

TGCPJ %#18%E 9 % cloudProvider &. # LWL GCP H—E X 7hHD > %3IEFE T % cloudldentity 5
CTrident 1 VA b—=ILETNTVWET, UTFICHIZRLET,
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TridentA XL — % —

TridentA R L —&ZfERA L TTridentz 1 > X =)L g 31

tridentorchestrator cr.yaml #EJI D cloudProvider |l “"GCP" &L THRE
‘cloudIdentity lC “iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.come

Bz I

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

i
ROBIBEH % FEA L T, cloud-provider (CP) & & U cloud-identity (Cl) 7 5 DEZREL £
ERS

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-

T

sal@mygcpproject.iam.gserviceaccount.com

ROBITlIE. TridentZz1 > X b;—J)LL. cloudProvider BEZHZ{FERL TccpA “scp %L
T. ‘“cloudIdentity IRBEZHZFERTS " SANNOTATION:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code> kT 1 7 kcti</code>

ROBRBZH 2ERALT. 7778 7ONAE—BLV IR ID 757 DEZRELE T,

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

ROFITIE. TridentZ1 > X b—JLL. cloud-provider' 7354 % *scp. €L T cloud-
identity IC ~SANNOTATION:



tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Google Cloud NetApp Volumes/\w o T R%=EBR T 2EHEE TS

Google Cloud NetApp Volumes/\w 7 T > Rz T DHIIC. ROEHIFELZINTWL
BRI IVENHBD XY,

NFSR U 21— LDRIIRE M

Google Cloud NetApp Volumes Z#1H THERT 250 FL WG TERT %% 51d. Google Cloud NetApp
Volumes Ztw k7Y FLTNFS R a—LZERT 3 T-ODHHARENVETT ., BR'FEIKLT DEIIC"

Google Cloud NetApp Volumes/\w 2 T RZ BT BHIIC. XOBDZHABL TLEEIL,

* Google Cloud NetApp Volumestf —E X TH#ERL & 717z Google Cloud 7717 > k. BB&"Google Cloud
NetApp Volumes",

* Google Cloud 7A7U > b 7O bES, BR' 7OV TV FOREES

* NetApp Volumes BIEEMEFRZ 5D Google Cloud H—E X 717> b(roles/netapp.admin) 1&E),
BR'T7ATUVTA T T IVEAEEBOO—)L EHER"

GCNV 7HhI Y RDAPI F— T 7)o BRY—EXT7HTY b —Z1FT 3"
* AL =2 TF=lle BR'A LU T—)LOEE"

Google Cloud NetApp Volumes\D 7Vt A ZHE T D HEDFMICOVWTIE. UTZBRBL TS
LYo "Google Cloud NetApp Volumes\D 7 IV XA Z&ET 3" o

Google Cloud NetApp Volumes D/\w I T R A T 3> e fl

Google Cloud NetApp VolumesD/\w I T RIBEA 7> a VICDWTEZE L. #Ef
ZHERLET,

NV I IV RERA T3>

BNV I IV RIE. B—OD Google Cloud )= 3 IR a—L%E O3 =>F LET, o —23
SR a—LZERT BICIE. BIMDONY I IV RZERTETF Y,

INTA—& B TI7#Ik
version B
storageDriverName AL —=2 RSAN—D%H DOfffE

storageDriverName g
oogle-cloud-netapp-
volumes] £ LTIERET S
WHEHRHD T,
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projectNumber

location

apiKey

nfsMountOptions

limitVolumeSize
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network

debugTraceFlags

nasType
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supportedTopologies

B T7#I b

CONYIIYRTHR—bEIATVWER) -3k
V—2DURERLET, FMICDOVLTIE, "CSIk
ROPZERT2". HIRIE:
supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

R)a—LpFOESaz=Z>gd 73>

FIAI DR a—LTFOES 3 Z>F1E. defaults T 71 IILDE I 3>,

INTA—H

exportRule

snapshotDir

snapshotReserve

unixPermissions
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RDOBNE NFEAEDNTRA=F 2T T AN MDEXRICTEEFRERERLTVET, CNINYIIVRE
EHRIIROBEBLHTETI,
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&/ N\RDIERY

CHUTERIICR/IRD/NY VT RBRTY . CDE TIE. Trident IFHER S NIHBFRICH

% Google Cloud NetApp VolumesICEFE SN IARTDA ML= T—)LEEHL. FNhE5DT—ILD
1 DL WR) 2 —LZ S VR LICEEL X9, BtE%A5 nasType BEEINIHZE. nfssT7 4L
FHAERAIN. Ny IIVRIENFS A a—LZzFOES 3 Z VI LEY,

C DHERIL. Google Cloud NetApp Volumes%x FWVMED Tl L TABIBEICRBETI D, ERICIF. 7
OES3azZ>J92R)a—LORAA—T%ZE5|ICIBEITIVENH BN E<RD £,
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jJK3b1l/gqp8B4Kws8zX507Y9m\n
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX50])Y9m\n
XsYgogyxy4zg701lwWgLwGa==\n

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



RAE T — L DI

CONYIIYREBRTIE. BE—DT7 71 L TERORET—ILEZEEZLE T, RET—ILIE.
‘storage’ ZU a3, BRBUV—EX LRILEYR—FTI3EHOANL— T—ILHDH

D. Kubernetes TENHLZRI AL — IFRZERT RHBICRIBE T, RET—IL IR
. 7= ZXTROICFERTNE T, FIRIE. LTFDEITIE performance’ ZNJL &
“serviceLevel 21 FI3MRET— )L 2 XB T2 -DICFERINE T,

—EDT TN MMEEZEITARTORET—IILISERATESELSICKREL. BLDRET—ILDT T 4L+
Ex FEZITZHTETET, XDFHITIE. “snapshotReserve’ % L T “exportRule’ 3§ R TDIRE S —
IWDTFT7HIL b LTHEBEL F TS

FHHICOVTIE, "REET =L

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406fc700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3b1l/qp8B4Kws82zX507)Y9m
XsYgbgyxy4zq701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westb
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-—
project.iam.gserviceaccount.com
client id: "103346282737811234567"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%$40my—
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKE D7 >R ID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelevel: Premium

storagePool: pool-premiuml
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Trident (. V=23 Y e AARY —VICEDOWTT—20—ROARY 2a—LOTOES 3 =V I %85
ICLE T, £ supportedTopologies CD/N\y I Iy RO IOy Zid. Ny IIVRZCIC)—2
IV RN ERBETIEHIERAINE T, CCTEETIZIV—CaveV—2ofEld. &
Kubernetes 7 5 X2 — /—RDIRILD) =230V —VDEE—HTIHELRHDEFT, ChHD
=232V =2k, ANL=—C VS ATRHBETEZIHFAREDOD VAN ERLET, NYIIVRTR
HINZ)—=3>0eV—20Y Ty bZ2ECANL—Y 5 ADBE. Trident IFIEESNTZ —
2arveV = IZR) a—LZERLET. FHICOVWTIE. "CSINROYZFERT 25",

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: asia-eastl
servicelevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

ROFIE
Ny OTYRE7 7V ZER LIS, ROAYY RERTLET,

kubectl create -f <backend-file>

Ny I ITY RHEBICEREINcC EZ2BR T 3ICIFE. ROOARX Y RZERITLET,

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-b234-477e-88£d-713913294£65
Bound Success

Ny T T EOERICKRELIGE. Ny I TV ROBRICRER DD T, Ny I T Y FZElhd 3ICi3.
“kubectl get tridentbackendconfig <backend-name>" XD Y > RZETLT. OAXVRZETT5H. OJ%
ERLTRERZRELF T,
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tridentctl logs

BRI 7AIILOREZSELTEBELES. NvIIYRZHIBRL T, create AN RZHEEETTETET,

AbL—=UUSRDEE

LUTFIFEARZ% "StorageClass’ EFED/N\Y I TV RZzBRT 3 ER,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

EZ | “parameter.selector 955 :

/A “parameter.selector Z NZNIEE TE £ "StorageClass €D RET—IL"R) 2a—L%EKRANT 370
ICEAINE T, R a—LAllidF. BRRLET—ILTERINAEISENE T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=extreme

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: premium-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

ALL—=U0 3 Z0FMICOVTIE. UATFZ2BRL TSV, "ARL—U 0 XZFHT 2"

SMBR U 2 —LDEZEH
{8 nasType. node-stage-secret-name. < L T node-stage-secret-namespace. SMB7R!J

—L%EIBE L. BEA Active Directory BERERETIRETET I, EEDMER £ 72IFMER DA LVERED Active
Directory A—H'—/NZXAT—R%Z /—R XA7— =Ly MIERATEEXY,
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T 7 A4 b DOREEF TOERRE

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

LRIEECCICELSEY—I Ly AT

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LITCICERDMEBEZERTS

46

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



(D ‘nasType: smb’'SMB /R) 2a—LZHR—brFTB23T—ILDT 1 J)LZ—, ‘nasType: nfs’ F7=id
‘nasType: nul’NFS 7—ILD 7 1 JILZ—,

PVCEZDHI

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVCHINA Y RENTVBDES DRI BICIF. ROIVY FZRTLET,

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

gecnv-nfs-pve Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi
RWX gcnv-—nfs-sc 1m

Google Cloud /\'v 2 T > R H®DCloud Volumes Servicez 189 %

RSN TVWBH Y TILERZFEBL T, Tridentf YA F—ILDONY I IV REL
TNetApp Cloud Volumes Service for Google Cloud #1893 A& FE L £,

Google Cloud R 5 -1 /\—DEHH
Tridentld "gep-cvs V T AR —CBETRODRIAN—s HR—FINTWVWBET7IER E—R

l&. ReadWriteOnce (RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX). ReadWriteOncePod (RWOP)
T9Y,

RSN ORI  KRUa—LE HR—FINATWVWBET7IER HR—FINATWVWBE T 71l
—R £—R S RT L
gcp-cvs NFS Filesystem RWO. ROX. RWX. RWOP nfs
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Google Cloud M Cloud Volumes ServicelZXf 3 2 Trident D 7R— ~ZDWVWTER

Tridentlid. 22D 3 B5DLVFNH TCloud Volumes ServicerR) 2 —LZERTET X T, "H—E ZDFELE":

* CVS-Performance: 77 #JL kDTridentth —EX 247, CONT#—IVAmBILEINI-H—ERX &
A7 NTA—I VA EERITZERT—I7O0—RICRETY, CVS-Performance H—EX #1047
& RN100GB HAXDAR) 2a—LZEZHR—bFBZN—RITT7 773> TT, ROVWTNH%EE
RTEFT"3IDDH—EZLAL"

° standard
° premium

° extreme

*CVS:CVS H—E X &1 FiE. REMHSHEBED/NT #—I VX LRILT, VW — A fANziRM
LEY, CVSH—EXR ZATIF. AL —2 TF—ILZFRALT1GB EWS/INEBRARY a—LZzHR—
bF2YITRIIT AT 3>TT, AL—2 T—ILICIEFRAR S0 HDR) 2 —LZZHBENT
EIRTOR) 2a—LDT—ILDBBENT =RV AZ2HBLET, ROVWTNHZBEIRTETEI"2
D2OHF—EXLANIL"

° standardsw

° zoneredundantstandardsw

Es
E L THERAT 3IC1E "Cloud Volumes Service for Google Cloud"/N\'w 2 T RTld. KOHLDHUBETT,

* NetApp Cloud Volumes Serviceh'5%E & 117z Google Cloud 7 h7 > +
* Google Cloud 7A7o > rO7FOP TV +ES

* Google Cloudtt—E X777 > bk “netappcloudvolumes.admin{& !

* Cloud Volumes Service 7 1> D APl +— T 71 )L

NI TV REHA T3>

ENYIIVRIE. B—D Google Cloud V=23 VIZARY a—L%x7OEY 3=V LEYT, o) —2 3
VISR a—LZER T BICIE. BMONY I IV R ZERTEE I,

INTA—H =EA Tk

version EIC1

storageDriverName A= RSIAN—D%HE] fgcp-cvs)

backendName ARABZLBELIERA L= Ny I T VR RSAN—%+" " +API
F—n—B

storageClass CVSH—EXR RATZIBETDDICFERAINSD A

T3y NS A—R—, M software cvs H—
EX 24 7Z2E8RLET, ENUANDHZE.
TridentldCvs-Performancetf—E XX+ 7% 18
ELZX9d, (‘hardware) o
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projectNumber
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apiRegion

apiKey

proxyURL

nfsMountOptions

limitVolumeSize

servicelLevel

network

debugTraceFlags
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allowedTopologies

B T7#I b

=3 EOT7 72 AZ2BMICT BICIE.
allowedTopologies IR TDHIFEH Z s ZHNEH
HOET, FIZIE:

‘- key: topology.kubernetes.io/region
values:

- us-eastl

- europe-westl

RUa—LoFOESa=>d 73>

FTIAIL DR 2a—LT7OESa=>Jld, defaults 7 71 ILOEo >3,

INTA—H

exportRule

snapshotDir

snapshotReserve

size
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CVS-Performance % —E X% 1 7D

XDFIE. CVS-Performance —E X X1 7Y > FILERZTRL TWLWET,
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B1: R/NROIEM

I, TIHILED THEE] H—E X LARILTT 7 #J)L D CVS-Performance —E X 2414 T % &
BI32&/)DNYIITYRIERTY,

version: 1

storageDriverName: gcp-cvs

projectNumber: "012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: <id value>
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: "123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
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Fl2: H—E X L NILIER

DY TG H—ERX LRILPRYY 2a—LDT T A EBEDNY IV RIBRA T a>ERL
TWET,

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com
proxyURL: http://proxy-server-hostname/
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 10Ti
servicelevel: premium
defaults:

snapshotDir: 'true'

snapshotReserve: '5'

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

size: 5Ti
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BI3: (AT — L DFERL

CDY > FILTIS storage R T — )L %= L. “StorageClasses #N5%E BB L £9, B[Nl —
TUZADERIA ML= I ADEDKISICERINTLABH ERERLE T,

CCTlE. IRTORBT—IIICHEDT 7 4L EHREIN. snapshotReserve 5% T

exportRule'0.0.0.0/0 ICEBEL XY, IRETF—ILIE. ‘“storage o> 3>, FRET—/LIFHH
B®D ‘servicelevel —EfDF—ILTIET 74 MEDX EEZTINE T, (RET—=ILIANILIZ. LT
DERECEDVWTT—IILEZRXFTB7DICHERINE LT performance LT ‘protections

version: 1

storageDriverName: gcp-cvs

projectNumber: '012345678901"

apiRegion: us-west2

apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sa@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/ocauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/v1/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%40my—-gcp-project.iam.gserviceaccount.com
nfsMountOptions: vers=3,proto=tcp,timeo=600
defaults:

snapshotReserve: '5'

exportRule: 0.0.0.0/0
labels:

cloud: gcp
region: us-west2
storage:
- labels:

performance: extreme
protection: extra
servicelevel: extreme
defaults:
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snapshotDir: 'true'

snapshotReserve: '10'
exportRule: 10.0.0.0/24
- labels:

performance: extreme
protection: standard
servicelevel: extreme
- labels:
performance: premium
protection: extra
servicelevel: premium
defaults:
snapshotDir: 'true'
snapshotReserve: '10'
- labels:
performance: premium
protection: standard
servicelevel: premium
- labels:
performance: standard
servicelevel: standard

AL —=CUSADESE

XD StorageClass E& & RIET—ILOBHAFICERINE I, A parameters.selector. Kl a—
L%ERANTB-DICERINZRIETS—)L% StorageClass CEICIEETIT X T, R a—LAlliE. FBIRL
le7— I TEEINTAEIZENT T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-extreme-standard-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium-extra-protection
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=extra
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs-premium
provisioner: csi.trident.netapp.io
parameters:
selector: performance=premium; protection=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: cvs—-standard
provisioner: csi.trident.netapp.io

parameters:
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selector: performance=standard
allowVolumeExpansion: true
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: cvs—-extra-protection
provisioner: csi.trident.netapp.io
parameters:

selector: protection=extra

allowVolumeExpansion: true

* &x#]DStorageClass(cvs-extreme-extra-protection ) IFRAIDET—ILICY Y TENET, Th
i3 RF v T3y EFHD 10% THOTENIN T+ —I Y X2 Rjft T 28— T—IL T,

* X8 DStorageClass(cvs-extra-protection ) (& 10% DA+ v F 3w b FHERME TSI NL —
O T=IEFUOHLET, Tridentld. CDREBT—ILHBIRINZINRAEL. XFv TP a3y FFHE
HEHBEINTWVWB I ZzERLET,

CVS H—EX &A1 7Dl
RDBNE. CVS H—ER ZATDH > FILiEHZTRLTVWE T,
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CNUE. storageClass CVSH—ERXRAFE T 7 #)L b%EIBET S ‘standardsw H—E XL AL,

version: 1
storageDriverName: gcp-cvs
projectNumber: '012345678901"
storageClass: software
apiRegion: us-eastd
apiKey:
type: service account
project id: my-gcp-project
private key id: "<id value>"
private key: |

client email: cloudvolumes-admin-sal@my-gcp-
project.iam.gserviceaccount.com

client id: '123456789012345678901"

auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://oauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40my-gcp-project.iam.gserviceaccount.com

servicelevel: standardsw



fl2: A AL —STF—I)LDKER

CDYVTILDNY I I RERTIE. “storagePools’ A kL — F—LZ#EBRL £,

version: 1
storageDriverName: gcp-cvs
backendName: gcp-std-so-with-pool
projectNumber: '531265380079'
apiRegion: europe-westl
apiKey:
type: service account
project id: cloud-native-data
private key id: "<id value>"

private key: |-

client email: cloudvolumes-admin-sa@cloud-native-
data.iam.gserviceaccount.com
client id: '107071413297115343396'
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/cloudvolumes—admin-
sa%$40cloud-native-data.iam.gserviceaccount.com
storageClass: software
zone: europe-westl-b
network: default
storagePools:
- 1bc7£380-3314-6005-45e9-c7dc8c2d7509
servicelLevel: Standardsw
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NYITU BRI 7ML EERLTcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T FOERICKBLISZE. Ny I T2 FOBRICEEDHD T, ROV FZRITTH L. O
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58



tridentctl logs
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* IARTD Kubernetes 7—H—_/ — RISEYR iISCSI Y =LA YA R=ILENTVWBIRELRHD £,
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INTA—% Bz T7HIE

version - el

storageDriverName A=Y RZAN—D%H] W2 lsolidfire Al

backendName HRARZLAFRIEZA ML=\ l'solidfire_|] + X L — (iSCSI
JIVER ) IP7RLZR
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Fl2: Nv I IV RER ML= 5 XD, solidfire-san kBT — )L &2 @A - K S 1/\—

CDBITIE. REET—ILe. ENB5EBE TS StorageClasses BB INI-NY I IV REERT 7T ILETR
L,

Trident (&, 7OEDIZVTRICA ML —2 T=ILICH B INILZNYy I TV F A ML= LUNICOE—
LFEd, BELE ANL—UBEBEIMREBT-ILTEICIRNILEERL. INILILICRY a—LZzTdIL—T
fETEEI,

LFICRTH Y FINDNYIIVRERT 7AILTIE. IRTORAML = T=ILIFEDT 7 )L FHERE
TNTHED. type VILN—T, RET—ILIZ. ‘storage o> 3>, COFITIE. —BDAML—2 T—
B R T%#RBEL. — SO T—ILIF LR TRESNIT 74 MEEZ LESTLET,

version: 1

storageDriverName: solidfire-san

Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260

TenantName: <tenant>
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UseCHAP:
Types:
Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
Type: Gold
Qos:
minIOPS:
maxIOPS:
burstIOPS:
type: Silver
labels:
store:

true

Bronze

100
200
4

Silver

400
600
8

600
800
1

solidfire
k8scluster: dev-
region: us-east-1
storage:

- labels:

performance:

ngn
zone: us-—-east-
type: Gold
labels:

performance:
n3w
us—east-

cost:

cost:
zone:
type:
labels:

performance:
non

us-east-

Silver

cost:
zone:
type: Bronze
labels:

performance:
nm

us—-east-

cost:

zone:

0
0
000

0
0
000

0
0
0000

l-cluster

gold

la

silver

1b

bronze

1lc

silver

1d

XD StorageClass T EFERDRET—ILZBBL £J. AL T parameters.selector 7+ —JL R T
I&. & StorageClass |37R) a—LERA T ZDICERATEZRET—ILEFVOHELET, AU a—LAIC
i BIRLIEEER - TERSNAEIRESNE T,
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D StorageClass(solidfire-gold-four ) IIRFVIDFET—ILICT Y TENFET, ChEId—ILR/NT
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold; cost=4

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=3
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze; cost=2

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver; cost=1
fsType: ext4
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4d
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Tctxal) a0 >0—- I 2ERTZAcab#HLET, admin’ X7zl "'vsadmin" ONTAP/\—
JSa e DERABROEHE*HERT D-HTT,

* SFBAEAR—X: Trident (&, NY I IV RICA VA M—ILENT-EEBAE%FERA L TONTAPY S XX — @S
FTBRECHTEFET, CZC. NYIIVRERICIE. 7547 MERE, *—. BLUEEINE
CAIEHE ([FHTIIBE. #IE) D Basebd TV I— RENIEIAEZTENTVIRERDHD 7,

BEONYIIVRZEHFLT. BRIBEBN—XADFELAER-XOFEBZIDEZX SN TERX
To L. —EICHR—FENBERELAEIIE 1 DREITTY . BIDREEAEICTIDERBICIF. Ny IITY
RBRD SBIEFEDHEZHIRT 2HEN DD T,

C) BERBIRECAFFAZEDmMA ZIRELES T L. BT 71 ILICEROREAENREINT
WBREWSIS—hHEEL. NvIIY ROEMRHIERELET,

ﬁ*ﬁ'l%i&’\\ —AD EIIUDE% ﬁ)‘b ‘-.. ?' %

Trident. ONTAP/NwW O ITY RYEBETBR7=®HIC. SYVM XOA— S/ 5 RK A A—TOEBEDTIHERHI %
EBTY, ROLSBIZEEDFRIERNICO—IIZFATAI 2O L XTI, admin £l
‘vsadmine CAUIKD. FEDTrident!) ) — X THEHE SN 3 HEE APl Z /NB T 2 AIREM D & B K
DONTAPU ) —R E DRIAEBRMEHIBREINE T, hAXLEXaUTo OJ1> O—ILEERL
TTrident CERA T3 Z EIXRIEETI A, HEO L FH A,

HOTLDNY TV RERISRDESICHED X,

YL

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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NYIIYRERIF. BRBERATIL—TFINTREINIHE—DIFFATH S ZCICEELTLETL,
NYIITVRMMEREIND . A—H—FE/NAT—R(X Base64 TT > 1— R I, Kubernetes >—7 L
v hELTHREINE T, NvIIYROERFLISERIE. ERBRICETINBDIURELLBIHME—DIT
wITY, Lieh>Te L Kubernetes/ X b L —JEBEICK > TRITSNZIBEEESEHDIRETY,

SERAENR— X OFREED BRI
RS LVEEFEONY I T RIFSIBAZ2FERA L CONTAPANY VIV REBETEET, NVvIIVRESR
ICIE 3 DDINTAX—=EHURETT,

* clientCertificate: 7 5 77> FEEBAZE D Base64 T 11— R SN 7=1E,

* clientPrivateKey: BEhET I 5N 7-MEF+ — D Base64 T> 11— K EN/=fE,

* trustedCACertificate: (S8 I 117- CASIFHE (D Base64 T 11— REN/-{E, ST S CAZFERT 315
BlE3. CONSTA—REIRETIHNENHBDEFT, EETETS CANMEAINTLARWVEEIE. ThEzE
B|TEE,

— BT — o 70— ICIFRDFIENAZS ENET T,

FIE

1. OSAT7 YV NERZE X —%EM L £9, £REFIC. F85E9 2ONTAP—H — |84 (CN) Z#5REL £
ER

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. EfETE % CAIFFAZEZONTAPY S X RICEBML Fd, CHIEFRAML—UBEBHICK>TITICMIEET N
TWAEBEENRHD Fd, EFEETETD CAHMERINTULWARWVWESIZERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. USAT Y REBECF— (FIE1H5) ZONTAPY S RARICA VA R—=ILLET,

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPEF a2V T OJ4>O—ILHYR—FLTWSE I EHEERT S cert 585 A %o
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security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

O AR INIERAEZFHA L (RS2 T A ML X9, < ONTAP Management LIF> ¥ <vserver name> % &

BLIFIPE SUMAICBEZTHZET,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. AIAAE. F—. BLVEESNT CAGIHSE% Basebd TTYI—RL%T,

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. BIDFIETER LIEZERBLTNY I T FZERLE T,
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

L EZEH T Bh. BRIEREZO—T—>3> 93

BEONYIIYRZEHL T MORREEAEZFERALIED. BRERZO—T—>3 > LD TEIENT
TEXJ, cNIEmAMEICKEELEY, 22— —RB/INXAT—RZERITZINVIITVRIE GAEZERTS
KOICEFHTEIEXY, £/, SIAZEZFERATAINVIIVRIE. A—HF—R/INIXAT—R R—XICEHTETX
o cNZITOICIE. BIEDFREAEZHIFRL. FTLWVWEREEAEZENM T 3HELRHD £, KIS, BEGN
FXR—BEFUEHFTSNIbackend.jsonT7 71 JLZFEHA L TETL XTI, tridentctl backend update

o
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

INAT—REO—FT—23>9358. AL—UBEBEIFEFITONTAPLOI—F—D/NRD
@ —REEFHITIMNELDD T, HLWTNYIIY ROBEFMNTHONE T, SAEZEO—FT—

2avd3iEae. A——ICEROIBEEZEBMTEET, 20B. Ny IIYVRIEFHRLWE

BE%*FHAIILSICEFRFRIN. D%, HVIIBHEEONTAPY S X XD SHIBRTE X9,

Ny IITVRZEFHLTH, TTIERINTWVBE R 2 —LADT 7 AEHEHINT . £DRICITTONE
R a—LERICODEZEBREIHD TR A. NYITIVFOEHRHMKINT B L. Trident H'ONTAPNY I TV R &
BEL. FROR) 2 - LIRFUETES 2R LET,

TridentEBDH X2 LONTAPO— L Z{ERR T B
R/\RDIER%IFDOONTAPY S XX O—IL%=ERR T B . TridentTi2{EE EI1T9 27-HICONTAPEEEDO

— I ZERTIBENBRLBEDFT, Trdent/ N\ I IV REBRICI—F—%ZZ0H3 L. Trident [I1ERLL
fcONTAPY S X4 O— )Lz R L TRFezRITLE T,

SR Tridenth AX LO— )L T L —2—"Tridenth 2 L O—I)LOERDFERICOWVWTIE. 556728
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ONTAP CLIDfEH
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY—D1—%—Z%EHML E I,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 O—-ILE2A—H—ICIYTLET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager’ &£/
ONTAP System Manager TXDFIE%=RITL £,

1. AZRZLO—ILZERTY %:
a JS2AX—= LRITHRRZL O—IVZERTBICIE. T A2—>RE ZFRLET,

(F7218) SVMLARIILTHRZLO—ILZERT BICIE. A ML= > A FL—VM > Z23ER
L*9J. required svM> {RE > 1—H—rO—)L,
b. I—H—rO—JL*ORICHDIKRENT7A A () ZFIRLE T,
C. REFOTO+HEM ZERLET,
d O—-ILDIL—ILEEEL. RE 29Uy ILET,
2. %E| = Trident 1 —H'— (XY FLET: + A—H - RE R—JSTROFIEERITLET,
a A—H—*DTDEM7AI+ZEIRLET,
b. REARI—H—FZEERL. “REFOROY FH I XZ2—TREIZBIRLET,
C MRz o )v I LET,

I OVTIE. ROR=SEBRBLTEET L,

* "ONTAPOBERDARZ L O— V"X AR E L O—IILDOER"
*"RBNE - —ZIRETB"

WIS EICHAPIZ &k 23T DERE

Tridentid. XWAMCHAPZER L TiSCSItzw > a Vv %FRAETCE £9, “ontap-san’# L T “ontap-san-

economy’ R 54 /N\—; THUCIE. ‘useCHAP'NW I IV REEDA TS a >, ICRET S L “true Trident
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A—H—REI—TILy b ZRELFET. NetApp. EHDFREEICNGME CHAP ZEB T2 C 2R LT
WET, ROY U FILIERZERL T LT L,

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ Z®D useCHAP' NS X —RIF—ERIITRETEZT—IATS>3>Td, 774 FTIX
false ICERESNTWET, true ICEREL7RIE. false ICRET B CIFTET EFH A

[CH0A T useCHAP=true. chapInitiatorSecret . chapTargetInitiatorSecret .
chapTargetUsername . € LT chapUsername 74 —/LRIENYVY I IV RERICEOHZIVELNHD £
To NV IIYRZEMRLIEE. ROOATY YV RZRTITZETI—IL Y hZ2EBTEET,
“tridentctl updateo

fHiE A

SREICKD 'useCHAP'true ICERET D . A L —UFBE(ETrident ICXA ML —2 Nw I I RT CHAP
EBRTAESICERLET, CNIZIEIXROBDOAEENE T,

* SVM T CHAP %#RE 9 3:

cSVMDT 7 AN EDAZSIT—RtEFa T4 24 ThHnone (77 4JL NTEHRE) THDH. DR
21— LRICEEFEOLUNDEZELRWVES. TridentidT 7 AIIL bDEXF 2T 21 TEZRDKLSICER
ELEXzFYo CHAPCHAP A Z I —XR—A2—45vy hDA—HY—REe>—T Ly FOEBRICEAE
ER

° SVM IC LUN B"EENTWVBIHE. Trident [FSVM £ T CHAP ZB#MICLFHEA. THUICLD. SVM
FICTTICFET S LUNANDT 7 ZXDFIREN AL BD FT,

*CHAP A Z>I—4—t =7y bDA-—H—-2>—IL vy b2iBRLET, CNS5DF T arid
Ny TIYRBRTIEEI 2HENDHD XY (LiILZEH),

NV IITYRHBEREINB . Tridentld X9 3 “tridentbackend CRD (&, CHAP >—Z L v b 1—H—

%% Kubernetes >— 2 Lw b LTREFELEF T, CONYIITY RTTridentiC & > TERINZTARTOD
PV . CHAP BTN 7Y rELUERINE T,

MBS EO—T—>a Y L TNV I IV REEHRTS
CHAPERIEIBEH R = B9 BICIE. CHAPNS X—X%EH L X9, “backend.json' 7 71 /Lo ZHLZIZCHAP
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o—2oLv hEEHL. tridentctl update CNSDEEEZKRMRT S IV R,

Ny I TV RDCHAPY—J Ly b ZE#FH T BHEIE. “tridentctl Ny I TV REEFHFLET,
(D Trident BTh5OEERIRETE A8, ONTAP CLI 7<IZONTAP System Manager % f&
FALTRML—2Y 95 R2—DERBHRZEFHF LABVTIETL,

cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

T e i+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

fosssmmmsema=ae=s fremememessess==== fessmssee s se s o s s s e e
f======= fememe===s 4

| ontap san chap | ontap-san | aa458f3b-ad2d-4378-8a33-1ad72ffbebbc |
online | 7

foss=ss========== fomsmsesasas===== fes=ss=ssssscscscssossssssssssssssssa=s
e fro— e +

BEOERIIFEZZITEE A SYM LODTridentiC & > TERIBIRNEF NS L. BIFOERIFSIEHS
TOTATRERICHEDET, HLWER TREFRSNICERBRNMEA SN, BIFEOERIZSISHRETIT
1 TRBRFFICHBDET, GUVPV ZUL THERT 2 L. ERECNLERBRIMEAINSLSICHEDF
ER

ONTAP SAN &4 72 3 > tfl

Tridentf > X b —JL TONTAP SAN RSAN—Z1ER L TERT I3 A EEEZE L FT,
Dt a>TIE. Ny I R%Z StorageClasses ICX v E>YTTBRHOHD/NY I T
> REROB CEFHICDOWVWTEREAL £ 9,

"ASAT2 V2T L"A ML —VBOREIMDONTAPS X7 L (ASA. AFF. FAS) YIFBADFT, TNH5D
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NYI—>avid, BHINTULAEREDODNTA—ZDFEARICHELF T, "ASAR2 VAT LMD
ONTAPS X T LDEWICDOWVWTEHLLIFZ. TBEH5ETELIET L.

@ D& “ontap-san’ K 51 /\— (iSCSI &V NVMe/TCP 7O b JJLFEF) IE. ASAr2 > X7 L
THR—FEINTVLET,

Trident/\w VT R TIE. S XTLDASAR THZ L ZIBETIHEIEHD FCA. BERTZ L
‘ontap-san' & L T “storageDriverName Trident I&. ASA 2 F7-IEEFKDONTAPS X7 L% BEIMIICHRH L
FTo UTDORICHT LIS, —BDNY I IV RIER/NS X—FIFASA2 > AT LICIFBERINEHE A

Ny OV REBRA Ty

NYIIYROBRA TS avIcOWTIE. XOREZEBB LTIV,

INFX—=% Btz Tk

version =

storageDrive X hFL—Y RSA/N—0D%H] ontap-san’ £7l¥ “ontap-
rName san-economy

backendName HRARLZFLIFASL—INYIITUR KZA/\—% +" "+ dataLIF
managementLI XX FXIFSVMEBEELFOIP 7KL X, "10.0.0.1". "[2001:1234:abcd::fefe]
r "

TR R X1 > % (FQDN) ZHEETET X,

Trident D'IPv6 7 57 Z AL TA VA =ILENT
WBIEEIE. IPV6 PR L AZFEHTALIICHKET
XY, IPV67 RLRISAIENMTEHATERT D0
BERHDET, F:
[28e8:d9fb:a825:b7bf:69a8:d02f:9%9e7b:355
5] o

> — L L X% MetroCluster R 1 v FA—/N—IZDWT
% MetroCluster®fl

f'vsadminl OEKBFRZERAL TV
3% 8lE. managementLIF SVM®D
@ SRELIRIR CHAIMENDH D F
Yo Tladmin) EREHERZ(ERT 515
&l&. “managementLIF' U 5 XX —D
HOTHZIHENDHD £,
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version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: trident svm
username: admin
password: <password>
labels:
k8scluster: dev2
backend: dev2-sanbackend
storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'
snapshotPolicy: default
snapshotReserve: '10'
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Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

| Tridenth'FlexVollZ BN 2 10%DABE T Yo D78 snapshotReserve= 5%. PVC &K =5 GiB D5
By A a—LOEFT 1 X3 5.79 GiB. FERARAIEEAGT 1 XIE5.5GB ICAD FT, €0 volume show OY
YRERITIBZE. RDFDKSBHERARIEINE T,

Aggregate State i Available Used%

_pvc_B89f1c156_3801_4ded4_979d_034d54c395f4

online RW 18GB
_pvc_ed42ecbfe_3baa_4afb6_996d_134adbbbB8ebd

online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba

online RW 1GB 511.8MB

3 entries were displayed.
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&/\BRDIEM I

RDBNE NFEAEDNTRA=EFZ2T T AN FDEIRICTEEFRERERLTVWET, CNIINYIIVRE
EEISIROLBERFAEATT,

@ Trident%Z 8 &) L 7=NetApp ONTAP CTAmazon FSx Z{EH L TWL\3134&. NetApp. LIFIZIP 77
FLXTIE%H< DNSEBZEBET D zHRELTVWET,

ONTAP SANOD

_tuUE. “ontap-san' K1 /\,

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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MetroClusterD |

NYIIVREHRETDBCET. RAVFA—N—CERAYFNYIRBRICNVIIY REEZFEHTE
HIAMELRRLLEDFT, "SYUMDL TUr— 3> )N,

S=LLRBRAYFA—N—ERAYFNYIZITIIIE. SVMZRDELSICIEELF T,
‘managementLIF" & L TEBE TS 'svm /NS X —%, FIZIL :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

ONTAP SANT ./ = —f)

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm _iscsi eco

username: vsadmin

password: <password>
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SERAZEAN— X DFREED A

CDEFIBEAFITIE clientCertificate. clientPrivatekKey. €L T
trustedCACertificate (BB CETB3CAZEEITIERIEA T aYy) PANTNIET
‘backend.json'V 1 77> MEEBAE. WMEF—. [ERETET % CAGIBED baseb4 T> I— R h/fE%Z
TNENBELE T,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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XA ECHAP DA

N5DOFTIE. useCHAP ICERE “trueo

ONTAP SAN CHAP D

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANI ./ = —CHAP®D

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/N'w 2 T RIZ NVMe H'E&E SN iz SYM DR E T, ik, NVMe/TCP OEARM L /NY I T
Y R8T,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) DOl

ONTAP/N\'w 7 T> RIZ FC W'E&RE I NI SVM BRETY, ZHid FC DEAMARNY I LT RIBRT
ER

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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nameTemplate Z{ERA L 72/\wv VT RIER DB

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ontap-san-economy R < -1 /\—0® formatOptions D

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

RET—I)z®xlc/N\v o T RDA

NSDHY VTNV IIVRERT7AILTIE. IRTOR ML= F—=ILICH L TEEDT 7 )L DR
EENTWLWETY, ‘spaceReserve ¥NH. spaceAllocation' ¥4 T. € L T “encryption B T9, IRET—ILIZ
ARL=2 023V TERINET,

Trident i3, TOXY k] Za—I)LRICTFOES 3= IRILZHRELF T, OX > MIFFlexVol volumell

RESHN. Trident IFOED 3=V IRIIREBT—IILICEEIT B3 IRTDINILEX ML= R a— L4l
JE—LZFYT, BELE. AML—JBBEREREBT-IILICICINILZEERZL. INILILIZRY) a—L%Zd
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IW—=TTEET,

N5DHTIE. —BEDRA L= F—)LIFIMBE D spaceReserve. spaceAllocation. €L T
‘encryption fBEA'H D . —EDT—ILIFT 7+ MEZ EEZLF T,
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ONTAP SAN®D
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90

version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"



ONTAP SANT 1./ = —Dfl

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"



zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

N\ I R7%StorageClassesic¥ v E>T T3

AR D StorageClassE& & [(RIET—I)LZzlgAxc/N\v 7T FDA . £ L T parameters.selector’ 7 « —
JLRTId. & StorageClass |$7R) 2 —L%ZRAMTRLHICFERATETZRET—ILZFUOHLET, AU
—LICIE BRLARE T —IIL CEESNAEIRESNE T,

* ZO “protection-gold' X b L—0 5 X, ‘ontap-san’/Nw I IV R, CHIFOd—ILR LRILDRERIR
HeB2HE—DT—ILTY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* Z® protection-not-gold' X b L —2 0 S5 XF. 2BB E3BEHORET—ILICIvEYIESNET,
‘ontap-san'/\W I IV R, TNBIld. d—ILRUNDREL AN ZIRHTEIHE—DTS—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* Z® ‘app-mysqldb’StorageClass|d3FB DIRE 7 —ILICY v E>J ENE T “ontap-san-economy’ /N &7
TR, ThiE. mysqldb 214 FDT7 FVICA ML —2 =)L ZiRET2HE—DTS—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* Z O “protection-silver-creditpoints-20k’ X b L =0 5 XIE2BBH DR T —ILICYvEV T INET
‘ontap-san' /N I IV R, THE. YILN— LARILDOFREL 20,000 7Ly b RA > b Eigtd 5HE—
DT—=ILTY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* Z® “creditpoints-5kStorageClass|&3BEBH DR F—ILICT v E> T EINET ‘ontap-san’/\w I IV R
L 4FB D{RE T —)L “ontap-san-economy /N\w I TV R, TH5I1E5000 7Ly hRA > FTRHESTH
B2HE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* Z®D my-test-app-sc StorageClassld “testAPP R F—JL ‘ontap-san' RS /N—{FEF
‘sanType: nvmeo _AUIHE—DT—ILDEMETY testapps

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident (FEDRET—IILHBERENBZDREL. AL —CBHEDNEREESNTVSR e 2R LE T,

ONTAP NAS K51 /\—

ONTAP NAS RS 1 /\N—DHE

ONTAP$ & UCloud Volumes ONTAP NAS RS+ /N\—%{ER L TONTAP/Nw O TV R
R TRZIHEICOVWTEELET,
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ONTAP NAS RS- /N\—DEEH

Trident (. ONTAPU SRR CBIETBT-HDRDNAS A L —2 RSAN—ZRELET, HR—btEh
TW3 771X £— Rl&E. ReadWriteOnce (RWO). ReadOnlyMany (ROX). ReadWriteMany (RWX)
« ReadWriteOncePod (RWOP) T9,

N2 VA JOr3J) RJa—L HBER—-—FINATWBETY HER—bINTWVWET7
E—F TXE—F TIL R T L
ontap-nas NFS SMB Filesystem RWO. ROX. RWX. RW "™ nfs. smb
OP

ontap-nas—-economy NFS SMB Filesystem RwWO. ROX. RWX. RW " nfs. smb
oP

ontap-nas-flexgroup NFS SMB Filesystem RWO. ROX. RWX. RW "™ nfs. smb
OP

* f£/ “ontap-san-economy kiR J 2 — LDFERHH TR — F TN TLWSONTAPR Y 2 —
LDFIR",

* £/ “ontap-nas-economy kR U 2 — LDERHA TR — F TN TULWSONTAPR 2 —
LDFPR"Z L T “ontap-san-economy’ RS54 N—IIMFEBRTET £ Ao

* FEALAWVLWTL 723 ‘ontap-nas-economy’ 7 — 2 1R#&. KEEIH. EE) T4 OBEMEN
FrINZHE

* NetApp. ontap-san % [& < R TDONTAP K S« /\—T Flexvol autogrow Z RT3 Z &
IFHRESINTUVEHA, EEEE LT, TrdentlZXFv gy bk UF—TJDFERZ YR
— kL. ENICIELC T Flexvol R 2 —L%EIRERL £ 95

a2 —+— 1R

Tridentid. BE. ONTAPX7-IISVMBIEEZE L L TEITIZCZBELTVWET, "admin' Y S RZ—1—
H—F7ld ‘'vsadmin' SVM I —H'—, F£7/IFALAO—/ILZHF IR OEFIOI—H—,

Amazon FSx for NetApp ONTAPDE A Tld. Tridentidy 5 X X%z A L TONTAP X 7zI3SVMEEE L LT
RITINBZEHBEEINTVET, “fsxadmin' T—H—F 7lF 'vsadmin'SVM 2 —H'—, £XlZELCO—IL
ERFOHDEFIDOI—H—, FOD fsxadmin' I—H'—(d, /S X XZ—BEEI—H—DRENLKETT,

#{EH Y 3355 limitAggregateUsage /N T X — R ICId. 75 R 2—EBEDHERIKBETT,

@ Amazon FSx for NetApp ONTAPZ% Trident CfER 9 %355, limitAggregateUsage /N5 X —&
. ‘vsadmin'Z L T ‘fsxadmin' Z—H'—7HT > ke TONTA—EEIEET S . 1EBHIRIE
IFEBL £,

ONTAPA TTrident R S A N—HDMFEETE 3. LOFHIRDOELWVWO—ILEZERT S Z CIXRIEETT A, HEID
LEtHA. TridentDIFEALEDFLWI =TI, ZETINENHZENMD API B'IFUHEINB 78,
Ty TIL—RHAREICED, TS—DRELYPILLEDET,

ONTAPNASRSA N—%FALTNYIIY RE2ERTI3EREZ TS
ONTAP NAS RSA/N\N—%{EAL TONTAPNY I ITY RZERTD-DDEMH. SREEA
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@ ERIBIRCAZEOMA ZIRML IS TH L. BT 71 IILICEROFREE A ENRE TN T
WBEWSIZS—HELEL. NIV FOERDNKBLET,

ié%'l%%ﬁ/\\_ Z@u'L\DE%ﬁ)‘m; 3’ 5

Trident. ONTAPN\WY I LY RE@EETZHIC. SYM XAOA—T/U 5 AR A A—TOEBEDREHRN
BT, RDESRIZEDEFERN-O-IILZFBTZ2 28O LET, adnin F£/-lE
‘vsadmine CAHUZKD. FFRKDTrident) ) — X TEH TN EEEE API = /B9 2 EREM D H 3 fF3K
DONTAPD ) =R OFIAEBREDERINE T, hAZLEFa)Te OJ1> O—ILEERL
TTrident TERA T2 C CIIRIEETIH. HEIOHL FH A

BUTLNDONYIITY RERISRDESICHEDET,
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VLI

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

"

"svm": "svm nfs",

"credentials": {

"name": "secret-backend-creds"

NV I IV RERIE. BRBERDA TL—2TFANTRESNIM—DIGFATHAZEICBEL TS L,
NYIITYRPMERIND . I—H—% /XX T— KX Base64 TIT > 1— KR EIN. Kubernetes >—2 L
v LTHRESNET T, NV I I ROER/EFIZ. BRIEHRICETIFBINEBE BI2HE—DIX TV S
T9Y, LA >T. THid Kubernetes/ XA kL —CEBBEICL > TRITITNIEEEEAHDIRETY,
SEBHEN— X DI Z BRICT S
RS SLUBRFEONY I RIZERAZEZERAL CONTAPNY I REBETETET,. NYIIVRESR
ICIE 3 DDINTA—=EHURETT,

* clientCertificate: 7 5 77 > MEEBBE D Base64 T > J— R I N7fE,

* clientPrivateKey: BE&EfT 1T 5 N7-#MEF+ — D Base64 T> I1— K INTfE,

* trustedCACertificate: (S8 S 7= CASEBBZ D Baseb4 T 1— REN/-fE, EETET 3 CAZFEHT 35
BlE. CONSTA—REIBETIHENHD XTI, EETETZ CANMEATNTLARWVEEIE. ThEE
HTEXET,

—RHRT - 7O—ICIFROFIEBNEENE T,

FIE
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1. 9S4 7 >V NEBE e F—2EmML £, EMEFIC. SRELT 2ONTAP—H —(ZHiE% (CN) Z5&REL
S

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/0=NetApp/CN=vsadmin"

2. (SRETET 2 CAIBAEZONTAPY S X RICEML E Y. CHIFR ML —UBEEICL>TITICUIETH
TWBEREMD B D X, FBETETS CANMERATNTLLRVETIFEGFEL X,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver—-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. USA TV RIBEErT— (FIE1H5) ZONTAPY S ARICA VA M=ILLE T,

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAPE X a2 UFs O >O—IILH 7 R—FLTWVWB Z 2/ T 5 “cert 3R A %o

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

S. EFESNTEIRERFA L CERZ T A ML £ Y, <ONTAP Management LIF> & <vserver name> % &
BLIFIP X SUMBICBEHMZET, LIFODY—EXRI)D—DROLSICHRESNTWVS ZCZHERT
BPIUNENHD EXFT, default-data-management o

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'

6. SEBAE. ¥—. BLVEEINI CAFEHE% Base64 TTYI—RLEY,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. BIDOFIETER LIEZzERLTNY I T FZ2ERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

e —— e Bt it et e
+————— f—————— +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o e Rt bt e
o F—————— +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

o —— o et et et L e PP
- e +

SEL A EEEH Y DN BRBE®REZO-—T—>3>9%

BEONYIIYRZEHL T, ORI EZFERALIED, BRERZO—T—>3 > LD TEENT
TXJ, CNIEmAEICKEELEY, 22— —R/INXATD—RZERITZINVIITVRIE SAEZERTS
KOICEHTEERT, Fiel SIAEZFEAIBZINYIIVRIE. - —RBINZAT—R RXR—XIEBHTETZX
o INZITOICIE. BIEDREAEZHIFRL. FTLVWEEREAEZBMT A3HNENH D £9, XIS, BERI/N
FXA—BEFUCEFTSNIbackend.json7 71 L ZHFEHAL TETL XTI, tridentctl update backend

o

cat cert-backend-updated.json
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{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=m=m=m== fememmesessess==== fes======s=scscsessssossssssss==ss=sa==
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e ittt e ittt b o
T e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R fremememessess==== fessmssee s se s o s s s e e
f======== fmmmmeme=s “F

NAT—REO—FT—>3>F35E8. AFL—UBEEITFZFTONTAPLEOI—H—D/NRD
C) —REBEHITINELHDET, HiLW TNV IIY ROEFMNTHONE T, SRAZEX*O—FT—

2av935a. A—HY—|CEROREEZEMTIT X, 0%, Ny II Y RIEFHLWVE

BEXFEHAITILSICEFRIN. TDHE. HVIIBAEEONTAPY S XA AW SHIRTE X T,

NYIIVRZEHFLTH. T TIERREINTWVWEBRY) a—LADT7 IR IZHINT . FORICTTHhN:
R a—LEGRICHOEEEIHDFEA. NVIIYROEHHLHKING S . Trident H'ONTAP/Nw I TV R &
BEL. FROAR) a—LiREENIBTE3 a2 LEd,

TridentFHD 1 X X LONTAPO— )L Z{ERK T 3

R/N\EDIERZIFDOONTAPY S XX O—ILEER T B . TridentTi2EEEITT D 7-HICONTAPEEEDO
—ILEFERTINERLRLLEDFET, Trdent/Nw I I RERICI—H—2E258H2 L. Trident IX1ERKL L
7=ONTAPZ S 24 O— )L = ERL TgEERITLE T,

BB " Tridenth X LO—)LY =% L —2—"Tridenth 2 L O—I)LOERDOFEMRICOWVWTIE. TE5%C8
<T=duy,
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ONTAP CLIDfEH
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY—D1—%—Z%EHML E I,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 O—-ILE2A—H—ICIYTLET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager’ &£/
ONTAP System Manager TXDFIE%=RITL £,

1. AZRZLO—ILZERTY %:
a JS2AX—= LRITHRRZL O—IVZERTBICIE. T A2—>RE ZFRLET,

(F7218) SVMLARIILTHRZLO—ILZERT BICIE. A ML= > A FL—VM > Z23ER
L*9J. required svM> {RE > 1—H—rO—)L,
b. I—H—rO—JL*ORICHDIKRENT7A A () ZFIRLE T,
C. REFOTO+HEM ZERLET,
d O—-ILoI—IzE&EL. REFEI 20Uy ILET,
2. %E| = Trident 1 —H'— (XY FLET: + A—H - RE R—JSTROFIEERITLET,
a A—H—*DTDEM7AI+ZEIRLET,
b. RELRI—H—ZZBIRL. “REOROY FHETY XZa—TREZERLET,
C MRz o )v I LET,

SEHAICOWTIE. MOR—SHEBBLTLEDIL,

* "ONTAPOBIEBAD AR AL O—)L"FIX"H R4 L O—IILDOEER"
s "RE|r A—H—HIRET D"

NFST O RXRKR—+rRUS—%=EEBTS

Trident I&. NFS TV RR— bk RUS—%FARALT. 7AOED I ZV T T3R) a—LADT It =
LExd,
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Trident, TV XR—bF RUS—ZRIETBEEIC2 DDA T a vHEEENE T,

* Trident (FT Y AR— b RUS—BRZENICEETETE T, COMEE—FTIF. RL—CBEEIG
ARIP7RLR%ZXRT CIDRT7AOVvIDI X bZBEL XY, Trident (3. RFAKICCNS DEERNICDH
2ZHTB/—FIPZIJRR— b RUS—ICEBBRISEMLE Y, H3WLIE. CIDRAYEESNTL
BWERIF. R a—LHRETNhE/—FTROD o7cIARTOIAO—NIIL RI-TD1=Fv X +
IPAITYRR—k RIS —|ZEMENET,

* APL—UEEER. TIRR—bRIS—ZERL. L—-IILZFHTEMTEXT, BHTHOITIX
R—br RUS—ZPIEESNTULARVLED, Trident 377 #ILEDIT IV AR—bk RUS—%2FERALF

ERS

ITVRAR— bR —ZFNICEETS

Trident |&.

ONTAPNY I IV RDIVRR—F RS —%FHNICEIBR T IMETIRHELET, Chick

D, ARL—UEREIG. BRNBIIL—ILZFHTERISDOTIFEL. T—H—/—FIPICFFAISNB T
FLAZEBZIEETETBELIICBDET, CNUICED. TIRR—F RIS —DOEEIPKEICEHRILIN.
IVRR=b RIS —ZEBIBRICA ML —2 IS XZ—TFHTNATRIVEDN L BDET, &5
IS SHUCEKD RV a—LZEZYU Y ELTED, EESNLERRD IP Z[/FO2T—H— /—FDHICX b
L= 95 RZ—ADT7 7 ZADFREN. SHOMHBEEFEENM Y R—bENZET,

®

l

NI O RR—b RIS —%2FERTB5EIE. XY bT—20 7L XEH (NAT) =fER L&
WTLEEW, NAT Tld. RbL—2 a2 bO—FR@EBDO IPRI S 7RLIATREAL 70O
YFIVRNATZ7RLRZRHTBD. TIVXAR—E IL—ILIC—HTBZHDONREOHN 5%
WSS 77t ADEEEINE T,

ERIT2UENDZIEHA T arh22HBDET. NyIIYVRFOERDHZRISTLET,

version: 1

storageDriverName: ontap-nas-economy

backendName: ontap nas auto export
managementLIF: 192.168.0.135

svm:

svml

username: vsadmin

password: password
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true

®

COMEEERFER I 3BEIE. SYMDIL—F Oy > o> avil. /—R CIDR 70Ov Y% 5A]
TRIIVRAR—F IL=IEZELCITIRAR—F R —DLEICERTNTWR R T D
RERHDET (TIAIN DI IRKR—F RU—7RE) SVM ZTridentEAICT 356
. EICNetApp MR T IR N TS50 T4 AT TLIET U,

ERROHIZFERALT. CORENEDK S ICHEET 2D 25HFAL £ T,
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* autoExportPolicy BREINTLS “true, _Ud. TridenthA DNy I IV RTFOES 3=V
INFEAR) 2a—LTCICTVRAR— bR —%ER T2 cZmLEY, svml SYMZFERALTIL—IL
DEMEHIBRZNIE L £9 "autoexportCIDRs 7 KL X JOv Y, R a—LH/—RICEHKRINSF
Ty DR a—LANDREBERT7 IR %[ TmHDIL—=ILDBEWVWEDIT Y AR— bk RS —HRD) 12—
LTERAINE T, RUa—LD/—RIZAKEINZ . Trident IIIBESIN/ CIDR 7OV IRAD ./ —
RIPEZESUCEREA3 qtree EEILCZFIDIYIRR—F RUS—%ERLET. CNB5DIPIE.
#HFlexVol volume TERAINZ TV AR— RS —ICHEBIMINET,

° FIZIF
= )\ I > RUUID 403b5326-8482-40db-96d0-d83fb3f4daec
* autoExportPolicy ICERE “true

" XAhL—=2FL T4 v PR trident
= PVVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1¢c

* trident_pvc_a79bcf5f 7b6d_4a40 9876 _e2551f159c1ck L\ S &EiDgtreeld. FlexVol L\ S %1
DITYRAR—bR)—%ERKLEFT. trident-40305326-8482-40db96d0-
d83fb3f4daec . qtreeD LY XR— kR —
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clcy HKUZEDI Y RR— RS
— “trident_empty'SVM £, FlexVolTZ Z7R— k R —DJL—JLIE. gtree TV XR—k K1)
PICBENBIL-IDR—N—t Y MDD ET, ZOIVAR—F R —E #ERINnT
WARWRD a—LICK>THBRBAINET,

* "autoExportCIDRs' 7 RL X 7AOv VDI AW EENE T, CDTr—ILRIEAT>a>ThHb. 77
#JL ;& ['0.0.0.0/0", ":/0" ICHED £F, ERINTLARWEE. Trident (INT VI —> 3% 00—
Hh— /—RTROD 27 RTOI/O—NIL ROA—=TFDA=ZFv X~ PRLAZEBMLET,

COBITIE. "192.168.0.0/24 7 R L REMMAREINE T, T, DTN TVWE DT KL X&EHRRNIC

3 Kubernetes / — R IP H'. Trident BMERR T ATV AR— b RU S —|CBMENBZ xR LE

9, Tridentid. £/ —RZZEEREITIMEIC. TDO/—RDIPZ7RLXAZHEFEL. TNEZUTOT7RLZXTOY
JBELET, autoExportCIDRs ABAEFIC. IPE T LR VS L%, Trident (3D ./ — KDY

SATRMNIPOIIRR—F RUS— )L—=ILEERL £,

BEH T F 9 autoExportPolicy’ & L T “autoExportCIDRs /\vw o T REZER L 1=, BEIMICEREIND
Ny I T RICHLUVLCIDR ZEML7=D. BIZD CIDR ZHIBRL7=D TEZ X9, CIDR ZHIRT 3 & Fid.
BEFOEGHDUIMENBZVESITTERLTLIEET W, EMICTSCHTEXT "autoExportPolicy’ /Nv 7 T
YRICZVRKR—F RUS—%FHTERL. 74—y I LEFT, ThillE. “exportPolicy’ /Ny T >
F*%Jﬁ@/\c’ﬁx—@o

Tridenth N\ w I T REEREIZEFHLEE. UTOOAIYY R TNYIIVREEETEET, tridentct!
F7-13xd 9 % “tridentbackend CRD:
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

J—ERHHIBRIND . Trident 3 IARTOIVRR—F RUS—%FzvoIL. FEDO/—RICHIETZTY
X IL—IIZHIBRLET, BENRNAYIIVRDIIRR—ERIS—DSE5ZD/—FRIPZHIRTZ L
IC&D. TOIPHISREA—HNOFH LWL/ —RICE>TEFMAINAGVLED,. Trident IIRIERTYT Y b %
PHLELE T,

BEONYIIVRDBEIF. NV IIVRERDISICEHLET, tridentctl update backend
Trident " T XAR—k RUS—%ZBFNICEER TSI ZRELET. CNUCED BEIZRHRLT. Ny o
T R®DUUID & gtree BICEDVWTEFIDMTIT SN2 DOFHLWVWI I RAKR—F RS —pMERINE

To NYIIVRICEETDR)a—LIF. PUORIVVEETNTHBETYYY FENE. FILERSINET
PDAR—F RU—%=ERALET,

BEEEIIRR—F RUS—ZFHONYIIVRZHIBRT 3. BINICERSNEI Y R
() —rRUS-BHBRINET. Ny STV RABERSNB L. HLWIY SIS RE LTHR
b, FLWIZZK— b KU S—AERSNET.

547 /J—RDIP 7 RLADEFINEZERIEZ. /— R LEDTrident’Ry RZ=BEFHTINENHDEFT, £
D%, Tridentld. COIPEEEXERMTI=HIC. BIEITBINYIIVROITIIAR—F RS —FEHL
9,

SMB/RU 2a—LD7FOEY 3= >J D%fRE
DLOEBMDOERFE T HIE. SMBR) 2a—L%ETAOEY 3 =Z>JTEEY, ‘ontap-nas’ K51 /\—,
SVMTNFSYSMB/CIFSZO k DL OTEA % BET ZBBAHD £, ontap-nas-economy

@ ONTAPA Y FL I X 25282—D SMB R 2—Le CHSDTO R ILONFAHERER L
W, SMBRY 23— LDERMKRBL £T,

104



@ “autoExportPolicy’'SMB 7R 1) 2 —ATIFHR—FENE LA,
FtaS BaEiIC

SMBARY a—LZFOES3=>JF3HIIC. RODHOHWKRETT,

* Linux > bO—3>— /—R¥. Windows Server 2022 #3179 217 < &H 1 DD Windows 7 —H—
/ — R %Z{E X 7= Kubernetes 7 5 XX —, Trident |&.

Windows / — R TETEINTWLWBRY RICIYT >
FENfoSMB AR a—LDAEHR—NLET,

* Active Directory EMRIEHRZ 2LV HR < EH 1 DDTrident>—2o L w b MBEEHEMT % snbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windows H—E X & L THEEEIN CSI 7OF 2, RET BICIE csi-proxy. BER"GitHub: CSIZ7 O+
S f 12" GitHub: Windows f CSI 7% > "Windows | TE{TE M TL\3 Kubernetes / — K o
FlE

1. Y7L XOONTAPDIGZE. 77> 3> T SMBHEZER T SH. Trident TER T2 HTEXE
ER

@ Amazon FSx for ONTAPIZIE SMB HEHRBTE

SMBEIEHFIZ. RD2DDAEDWVWINDTIYERTE X9, "Microsoft BIEI VY —)L'HET7 #I)LA X
Fw A FTIFONTAP CLI Z{ER L £ 9,

ONTAP CLI Zf£EA L T SMB HEZEK T 3 ICiE. RDF
IEZ3R1TLET
a BEIIGLT. HEOTs LI b NAEEZERL F T,

Z D “vserver cifs share create’ AV > Fld. HEDIERAIC -path 7 F> 3 > THEESNILNXZF T
v LET, BESNINZADEFEELLZWVES. ATV RIFKBLET,

b. {8 T N7 SVM ICEEEIF 57 SMB HBEZERR L F7,

vserver cifs share create -vserver vserver name -share-name
share name -path path

[-share-properties share properties,
[other attributes]

[-comment text]

-]
C HEMMERENIcCE=zHEELE T,

vserver cifs share show -share-name share name

() sESVBEAEERTZ HEICOVTIECE5EIECRTL,

2 NYIIYREER TR EEFIE. SMBR) 2 —LEIEETRDICUTZERTINELHD £T,
FSx for ONTAPD/NNwW O T Y RIBRA T avicoWTd. UTEEBBLTLIET L, "FSx for ONTAP @
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WA 7o arehl,

NTA—=H B 7l

smbShare ROWTNDEIEETET X Microsoft EI21>Y smb-share

— )L X 7-IZONTAP CLI =B L TIER S 7= SMB

HEDLB]. Trident "SMB HE%#ERTE 3 LS

IS D401, £3R) a—LAOLE‘ET7 I/t

RZM[LET B1HICNTA—RZZEADEFICLT
BELIENTEZET, CONTA—=RIF. > TFL

S ZDOONTAPTIEA S 3> Tdo TDINTA—

A |ZAmazon FSx for ONTAP/Nw U LY RIZWAZAT

HO., EHICTAZCIETEEFH A

nasType RETBIHUNEDLHD XY smb. nullDIFE. T 74/l smb
~&E nfso

securityStyle FLOWARY2—LDtEFxa)Ta0 A1), |’E ntfs £7z1E "'mixed SMB
TRIREHLHD 9 “ntfs” £721L "'mixed’SMB K1) R a—LHA
J_L\o)i’%ﬁo

unixPermissions FLWARY 2 —LDE—K, SMBRUa1—L0DH "
BIETEDEXXICTIHELRHD XTI,

ZLESMBEERICT 3

25.061) 1) —ZLAB#E. NetApp Tridentld. UTDAETIER SNI-SMBRY 2 —LDEREHBTOES 3=y
#HR—KLZEY, “ontap-nas’Z L T “ontap-nas-economy /NI IV R, %27 SMBEZEMICT B L.
7Ot X)) X+ (ACL) ZfEA L T, Active Directory (AD) 2—H—H LUV —H%— JI)L—FIZ SMB £H
ADFIESNI=T O X ZRBETEET,
BXTEIREIRIV b+

* 1 >R— b “ontap-nas-economy 7R ) 2 —ALlFHR—F TN TULEEA.

* ANODERIO—>OHDHR— TN TULWE T “ontap-nas-economy 7R 1J 2 — L

* Secure SMB ' BMICE > TWBIHE. Trident (Z/Nw I T RICEEEH TN TLWS SMB HEEZERL £

o

*PVCT7/T—=23> ANL—=U ISR T/)T7—=23> BLUONYIIVR TJ0—LRZEHLT
H. SMB HBF ACL IFBHFEINFH A

* JO—>PVC OIRTIEEINI SMBHBACLIEZ. YV—XPVC DACL KDHEBELEEINET,

* ZL7 SMB ZBMC T BRICIF. BB AD I—HF—ZRMIBLSICLTLLEET WV, Ep1—H—
IXACL ICEMENEE Ao

*NWIIVR, ARL—Y U952, PVC TEILAD A—H—ICBRBHERZIEE LI-ES. ERDEL
JBfZIE PVC. A RL—=U 950 NIV RDIBEICED £9,

* X 2 7SMBIIIUTTHR—FEINTULET ‘ontap-nas BIEWRAR 12— LD VR— MMIIGERS
N, BEXNRNARY 2—LD1 VR—MIIZBEBBINEE A

FiE
1. DAY & 51T, TridentBackendConfig T adAdminUser Z38E L £9,
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2 AbL=Y IZRITERZEMLET,

BN 3 trident.netapp.io/smbShareAdUser AL — IS RICT/T—3 > %ZEBMLT.
RL% sMB ZHERICBEMICLET, FRIEESNI—H—1(E
‘trident.netapp.io/smbShareAdUser IBECNIEI—H—RHEFRLTHIVENRHD T
‘smbcreds ME. MDWITNHZFEIRTIT XY "smbShareAdUserPermission: full control .
change . F7cld reade 77 #JL bDHERIF full controle

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PVCEIER L £,

ROFTIE. PVC Z1ERL FTo
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NAS D1Ep 4 72 3 > L fl

Tridentf > X k—JLTONTAPNAS RSAN—%E L CTERATIHEEZZEZLET,
DU 3>TlE. Ny U I R% StorageClasses ICX v E>TTB3HD/INY I T
> RIBRR OB EERICDOWVWTERBAL £ 9,

NV I IV RERA T3>

Ny I IV ROBHEA T2 a>IZoVWTIE. ROKXREZSEBL T TV,

INT A=A 5rEH T4k

version -l

storageDrive AL —2 RS /N—D%HE] ontap-nas. ontap-nas-

rName economy . ZF7cld ontap-nas-
flexgroup

backendName ARXARLAFLIEIASL—SNYIIVR RS /N—% +" " +datalLIF

managementLI JSXAFHIEISVMEBEELIFOIP 7RL X, &2 "10.0.0.1". "[2001:1234:abcd::fefe]

F 1ERH N X > % (FQDN) Z48ETE X 9o Trident "

MWIPv6 757 FEALTA YA —ILETNTWBI5
BlE. IPV6 PRLZZFERTRLSICKRETESE

To IPV67 RL RXIIAIFINTHATERT ZHEN
HHE9, Bl
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:3555
] o ¥—LL X7 MetroClusterX -1 v F A —/N\—IZD
WTIE. MetroCluster®fl o
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NTA—=H Bl TI7#I b

dataLIF ORI LIFDIP 7KL R, NetAppldIATZiE EBESINLTRFLI. FLIFEE
ETRIEEHRELTVWETY datallF, IBEINER TN TULARWVWEEIE SVM b\b,)ﬁi
LSA. Trident (3SVM H'5 datallF ZE8L £§, L7 RL X (GEH#ELE)
NFS ¥ MEIEICERT 3 REBH R X1 V%
(FQDN) Z3EETET 371, EHOT—X LIFETE
"8 ETS U ROEY DNS Z1ER T £ 9,
VEIRERHEFRIRETY, &R, Trident H'IPv6 7
SOFERALTA VA M=ILETNTWVWBIGEIE. IPv6
TRLAEZFERATBEIICEKRETETET, IPV67 R
L 23BN THATERS AVELRHD £9, fi:
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1 o *Metrocluster DIFEIFEBKL X, *B

BBMetroCluster D,
svm FAT 3R ML —JRET S Y *Metrocluster DIFE  SVMDIBEEH TN 3

I3EBE, *BBEMetroClusterdfl, ‘managementLIF {EESINTWL S
autoExportPo BHE|IVAR—k RIS —DIERECEFHFZE/MICL false
licy £9 [7—IL1E], EB L T autoExportPolicy’Z L T

‘autoExportCIDRs 4 7> 3 > Z {35 . Trident
FIVRAR—F RUS—zEBHNICEERTEEXT,

autoExportCI Kubernetes®./—RIPE 71 )LR) VI T 318 ['0.0.0.0/0", "::/0"T
DRs DCIDR®D ) X b+ “autoExportPolicy B EIC A D F

9, A L T autoExportPolicy % L T

‘autoExportCIDRs' 4 7> 3 > Z A3 5 . Trident

IETORR—F RIS —ZzEEMNICEETEET,

labels R a—LICERT2EED JSONFEEROSANILD ™
vk

clientCertif 23547 FEBBED Base64 T> 11— R /=&, ™

icate EEEE%/\“_ZU)WUHEL-@FE

clientPrivat 735472 MEFX—D Base64 T>I1—KRanfz ™

eKey B, FFEAZEANR—X DEREEICER

trustedCACer {SRECMN7- CASIFAZ® Base64 T>1—KRanfk= ™

tificate 1|Eo 7.'-.70/3 2o DEEHE/\ Z@DIL\DE“—ﬁm

username IS XARISYM ICHERi S B T-0D1—H%—%, ENRIE

%E/\ Z@uunE‘t—ﬁﬁﬁ *hij—o Active Dlrectoryu,qu
IZDWTIE. "Active Directory MEREIEHRZ=EA L
T, NP IR SVMIZxT L TTrident Z583E9 %

"
o

password PVZRAZ—ISVM |[ZHET T B T-OD/INZAT— R, B
TBERAN—ZXDFREEICER SN E I, Active Directoryzs
SEIC DWW TI&. "Active Directory DEREEIEIREEA L
T. Ny II YR SVMIIXE L TTrident Z585E %

n
o
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INTX—A Bz FI7AILE
storagePrefi SVM T#HLWAUa1—LZOEDS 3 =203 "bZA4T72 K"
X ZIFERINZ LT v IR, RERIFEFTE

FEA

ontap-nas-economy & 24 XFU ED
storagePrefix ZfEH T 2%H&. 72

(D)  —LBEERAFL—Y TLTIc 92
HBEDIAENFEITH. qtree ICIFIESD
AENEFH A
aggregate O azZyIBoT7I)S—c(FTav, FO"

ET23HEIE. SUMICEID B TRIHELDD £7),
DT=®I|Z "ontap-nas-flexgroup” K 71 N—DHE.
DA T aVIFEFAINE T, BIDHTONTLA
WEEIE. FERBgER T VT —roVWFnh zfE
B L TFlexGroup’h) a—LZ7AOEY 3 =Z>JTE
F7,

SVM T7J U r—hHEFINBZ .
TridentJ > bO—5 —%#HBiEcEtE 9
IS. SUM ZR—1) T35 Ik
TTridentTH BEINVICEFEINE T,
Trident CHRED 7 I VS5 —r%ZEAR) 2
—L7OEESaZ>JRICERLT:
BE. TS —MO&BIDEEIN
(D) #o. swinrsBBINLLTS

. SVM 7OV —rE2R—=1)>TL
TWB e ZIS, TridentCNwoI IR
HEEREICHADFT, NvIIVR
BEAVSAVICRSICIE. 75—
% SVM EICEETDDDICEET
?73\ TRICHIBRT 2ELHD X

limitAggrega FRAENCON—tVT—IZBZR3HBE. 7OED " (774 MTIFEFINEEA)
teUsage A= VTR L E 9, *Amazon FSx for ONTAPIC
IFERAINEEAS
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INTAX—&
flexgroupAggreg
ateList

limitVolumeS
ize

debugTraceFl
ags

nasType

nfsMountOpti
ons

gtreesPerFle
xvol

AR FI7AILE

7O a=Z>JROT7IIVS—RDUR N (T ™
3V, RET3HBEIE. SYM ICEID HTIHRELD
DET) SYMICEIDETONIITRTOTI VYT

— M&E. FlexGroup R a—LFOES 3=V JIC
fFASINZE T, ontap-nas-flexgroup X L — R
SAN—THR—rINTVET,

SVM T&EStU X MAEFHEINB &,
Tridenta> bO—5 —%#HBiEcEE 9
IS SYM ZR—1) 2T 33 Ik
TTrident® ') X RHBFWICEF N
¥9, Aa—LExOE a=>Y
$B7-OICTrident THEDEHN X
ZRELHE. £EH X MDZEID

() zEshn. SWMHBBEISNID
5. SVMEHNER—)>FLTL
BEEFIC. TridentT/Nw oI Iy RHE
EREICEDET, N\vIIVREA
VSAVICRETICIE. ERNU R &
SVM LICTEETBIVANIEET S
. BN I M ERL2ICHRT ZHRE
HHO £,

BERINTA) 2a—L HA IR DEZEBZ S5 " (T 7 AL ETIFEFETINEEA)
&, 7OEC 3= KL Ed, £, qtreed

BIENREBRZR) 2a—LDOKRAKYT A XZHIRL.

‘qtreesPerFlexvol' 4 7> 3 > IC& D FlexVol

volumed 7=D @ qtree DRAKZ H A ZIAATEF

EP

ST a—Ta VITRICERIZTNYI 75 XL
Jo B {"api™false, "method":true} EA L AW TL 72

T L) ‘debugTraceFlags' 772 L. b7 a—T«
DOETOTHD. FlLOT 2> THRERGE
ZRETFT,

NFS 713 SMB /R 2 —LDIER%ZHEBE LT, # nfs
T3 lE nfs. smb E7iE nulle null ICERET D
e T7AIBFTNFS R a—LIZHEDET,

NFSYOY K AT a>naVIXYID) R b, "
Kubernetes ki h!) 2 —LDIY TV b T 3k
BE. ANL—=C S XTHRESNETH. XML
—J USATY IV A7 arvhEESINTULER
WBA. TridentiEXA L — NI I RO T
FAINTHEEINEYO N AT a > EFERLE

To ANL—=U S REIIER T 7AILICTTY
A7 a3 MEEINTUVARLWES. Trident (XE8
EIFenfkR) a—LICNYIO N A T3y
ERELEFHAS
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NTA—=H Bl T Ak

smbShare MOWTNHZIEE TE X Microsoft B2 — smb-share
JLE7-IXONTAP CLI ZfEH L TER I /- SMB &
BED%HI. Trident h’'SMB EBZERTE 3L S5ICT
2%F1. FEIEAR) a—LAOEEREE 77 X%PS
B3 7DICNTA—FZZEHADEFICLTHELLZ L
MNTEXT, CONTX—RIF. AVTL IR
DONTAPTIEA > 3> T9, CDINTA—H
IZAmazon FSx for ONTAP/\w U LY RICIHEBETH
ERICTARZCIETEEE A

useREST ONTAP RESTAP| RT3 7D T —J)L /NT X— true ONTAP 9.15.1LUED5
A —, useREST ICERET DL true. Trident . FNUNDIEE falseo
ISONTAP RESTAPIZERE L TNV I Iy RE@ERE
L%x9d, falseTridentld. Nv I IV REDBEEIC
ONTAPI (ZAP)) BFUH L ZER L £, ZDIEEEIC
IXONTAP 9.11.1 LIBENNETY, I5IC. AT
BONTAPOZ 1 >O—JLICIE. “ontapi' M. 1
. FERIICEZ N7 vsadmin' & L T “cluster-
admin' 182, Trident 24.06') | — X & K TU'ONTAP
9.15. 1A Tl. 'useRESTEREINTWS ‘true' 7
74 )L b; ¥ "useREST'|C “false’ ONTAPI (ZAPI) I
UCHLEFERLET,

limitVolumeP ontap-nas-economy /\vv 2 L2 KT Qtree Z{ERAT " (FT7 AL FTIEEHIESNEEA)
oolSize B3G50, BRAIgERFlexVol DAY 1 X,

denyNewVolum flfR “ontap-nas-economy'/\wv 7 T > RH Qtree = 1%

ePools NI B7-DDF L L\FlexVolrlR) 2 —LZ{ERRTER
WESICLET, ILLWPYOFOEY 3=V JI(C
I&. BE1ZD Flexvol DHADMERINE T,

adAdminUser SMB HEEAD7IL7 Ut X1E%FFD Active Directory
BEEI—H—FflFa—— JIL—F, TDNS
X—2%ZFEHALT. SMB £EADFT LG HEIER%Z
FOBEEERZHSLEF T,

R a—LO7AES 3= IdDdDNY I Iy RBRA T3>

FI7AI OO 3 Z>F . UTOA T a>razEFRALTEHEITEE T, defaults RO o> 3
Vo BIUCDWTIE. UTDEEAZBEBL TSI,

NS X—& &iRA T7ALE
spaceAllocat Qtree®AR—IRE|DHT "B
ion

spaceReserve AR—IAFHE—FR, HLJ (EW) F/hix TR "Z&L"
a—L1 (BEW)

snapshotPoli fEHETARIXFTwvFIawv kRS — L
cy
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NTA—=H

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons
snapshotDir
exportPolicy

securityStyl
e

nameTemplate

TridentT QoS R > — JIL—T%ERT B IIE.
BWQoSKUY— JIIL—T%FERAL. RU>— JIL—THEERERICENICERAINS &L
SICTBIHNEBELRHDEFT, HE QoS RKRUP— JIL—FlF. IRTOT—o70O0—RFROEETRIL

®

GG

ERL S NTISR Y 2 —LICEIDEHTS QoS R >— &
W—"T ARL—=UF=ILINYIITYRIEIC
qosPolicy ¥ 7z|& adaptiveQosPolicy D W\\§ Nh %z &
RLET

ER SN a—LICBIDHETE3T7E TT7107
QoS KU —TIWN—"Ts AL—=2 F=ILINY D
I > R &iIl qosPolicy % 7:ld adaptiveQosPolicy M
WINHZFERL £9, ontap-nas-economy TlEH
R—bhENTULWEHEA,

XFyvFo gy FRICFHNEINTWVWSHRD 2a—L0DE|
AN

JO0-1EREICERED S 70— 29893

FLLWARD 2—LTNetAppR 2 —LEES{E (NVE
) ZEMICLET. T7A4I NI falsee DA
>ay EFERTBICIE. NVEDS A2 R =EE
L. 95 REA—TEMCTIHRERHDEFT, Ny
I RTNAEDEMCHE->TWVWBIBEE. TridentTF
O a=Z>JdNiIRTORY 2—LTNAE B
BHMICHEDET, FMICOVLWTIF. UTFEERBLTL
723V "Trident HB’NVE & &K T NAE CHEHET 3 114E
&" (o)

e L) ZEAY BEELRY S —

HBLWARYa2—LOE—R

7O X%EFIELET .snapshot T LT kU

FHITAITIRAR—ER)S—

HFLWRYa—LDtEFxa T4 XAX1I)L, NFSH
R— b ‘mixed LT unixtzxal)F+o X%1)l,
SMBHYR— bk ‘mixed LT ntfstFal)TFa XX
1o

ARE LK) 2a—LBZfRT 37cdDT>TL—
bo

— 7Y bOLERZBERLET,

R)a—L7OESa=>Tof

T4 EERELIHZRISTILED,

FI7AILE

ro1 MIZA “snapshotPolicy 1 T
wmLll . TN DIZEIE T

"Fﬁﬁﬁb\"

"FEﬁEb\"

NFSR 2 —LDFEIE 1777
1« SMBRU 2—LDBEEIFZE (
ZYAL)

NFSvADIHEE L Ttruel « NFSv3D
BEIE Talsel

"TI7 ALK

NFSDOT 7 # )L ;& unixo
DT 7 #IL k& ntfso

SMB

ONTAP 9.8 UIEHMETYT, HETNTL
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

D7=HIZ ontap-nas €L T “ontap-nas-flexgroups Trident. FTLWETEZFERAL

T. SnapshotReserve D/N—tVT—I ¥ pvC ICBHhHETFlexvol DY A IHBEYIERESND LS
ICBRDFELTe A—H—HPvcEERT D L. TridentldFILLWHEAEZAWVT. &DZBLDIR—I%E
BOTTDFlexVol ZELE T, CHFHRICED. A—H—FPvcTERLcEZTAA AR AR— I ZTHER
ICRITED BRLIEAR—ZEDHDBVIR—RZZITIEZ CEHD FH A v21.07&DFION—
3 > Tld. A—H—H'snapshotReserveZ50%ICFRE L Trve (BIRIE56iB) ZERLIEBE. ETAAHA
BETRANR—RF2.5GiBLMMESNFHATL e CHUE. A—HF—DWERLI-DIEFEETHD.
‘snapshotReserve FNUIEFD/N—tE >V T—ITY s Trident 21.07Tld. A—H—HEKRTIDIFE
FTIAAABERAR—IATHD. TridentlFENZEEL XTI, snapshotReserve EEDEDE|IGCL
THEEZRTLET, CNISBRAINEHEA ontap-nas-economy. CNHEDEK SICHERET B H & FEER
TBICIE TDFflEBSRL TV

FARIIRDELSICHED E T,

Total volume size = (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)

snapshotReserve = 50%. PVCUUZ T X k =5GIBDIFH. K a—LDEFFHH 1 X1F5/0.5=10GB&ED,
FRATRELGY A XF1—F—DPVCU I I X M TERLTS5 GBIZAD £ Z0 volume show AX¥ > K& E
T3, ROFID &K SBIERIKRRINET,
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Vserver Lui tat ype Size Available Used%

online Rw 18GB 5.
_pvc_eB8372153_9ad9_474a_951a_@8ael5elcOba
online RW 1GB 511.8MB

2 entries were displayed.

MFina > X =IO 5DBEONY I IV RiE Tridentz 7w FJL—RT BRI EEEDOLSIZHRY 2
—LZz7OES3Z>ILEY, 7Yy TIL—FREINER LAY 2—LICDOVWTIE. EEZRMETEZ78
ISR 2a—LDBFAXZEETIRENDHD £, HlZRIE. 2GIBDOPVCT “snapshotReserve=50"LAAId. 1
GiB DEFAATRERIAR—IAZRMT 2R a—LHERENE LI FIZIE. R a—L%E3GBICHA
AZEFTBH L. 6GBDOR) 12— LA TIGBOEZIAARREBEEN T TV r—> a VICRBEEINE T,

B=/\BRDIER )

RDOBNF FEAEDNTRA—RZT I A DEXICTEIERERZTRLTVET, NNV IIVRE
EETIROBERFAETT,

@ Trident% & & L 7=NetApp ONTAP TAmazon FSx Z{#EHA L TW3i5&IE. LIFICIP 7 RL X T
1372 < DNS B %ZIEETH ez B8O L £,

ONTAP NAST 1./ = —Df|

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS Flexgroup D%

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

NYIIVREHRETDBCET. RAVFA—N—CERAYFNYIRBRICNVIIY REEZFEHTE
HIAMELRRLLEDFT, "SYUMDL TUr— 3> )N,

S=LLRBRAYFA—N—ERAYFNYIZITIIIE. SVMZRDELSICIEELF T,
‘managementLIF'Z L TEB&Y % ‘dataLIF Z LT 'svm /NS X—&, fFlzIE:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password
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SERAEAN— X DFREED A

CHUSRNBRON Y VT RIBDABI TS, clientCertificate. clientPrivateKey. €L T
trustedCACertificate (BB CETB3CAZEEITIERIEA T aYy) PANTNIET
‘backend.json'V 1 77> MEEBAE. WMEF—. [ERETET % CAGIBED baseb4 T> I— R h/fE%Z
ETNENEIELEY,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0OcnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BET Y RR— bR S —Df)

COFTIE. BINT I RKR—bF RUS—%2FERALTIIRR—~ KU —2BFNIERS SUEEY
3L SICTridentiCiE R D HEERLE T, ZHid. “ontap-nas-economy % L T “ontap-nas-flexgroup’
I\“a’r/\_o

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-1la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv67” K L XDl

C DB "managementLIF IPv6 7 KL X ZERBL £,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: "[5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipv6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB 7R1) 2 — L %Z{EF L 7=Amazon FSx for ONTAP Dl

Z® “smbShare’SMB 7R 2 — LZ{FAT % FSx for ONTAPICIZZ DINS X —EHWNKETT,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulGNsYXNz
storagePrefix: myPrefix
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nameTemplate Z{ERA L 72/\wv VT RIER DB

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

RET— I ZwR /Ny T2 ROF)

TSRS TILDONY VIV RERT 7AILTIE. IRTOA L= F=IILICHLTHEEDT 7 4L
WERETNTWE Y, ‘spaceReserve’ Nt . “spaceAllocation' 4 T. € L T “encryption' 3T, R8T —
WER L= 20> 3> TEESNE T,

Trident (&, TOX> by 74 —ILRICTOEYIZ=Z>Y SRNILERELEFT, FlexVolllOX Y MHERES
NLTW3 ontap-nas’ £7zldFlexGroup ‘ontap-nas-flexgroupo. Tridentid. FOET 3=V JKIC
RIET—INCEETZIIRTOINI/ILZZA ML= R a—LAICOE—-LEY, BEE. A NL—CEEE
IFMRET=ILSCICSRNILEZEERL. RNV EICR) 2a—LETIL—FILTEZXT,

NSDFITIE. —BEDR ML= 7= )LIFTMB D spaceReserve. spaceAllocation. €L T
“encryption fEDH D —EBDT—ILIET 7+ )L MEZ EEZLE T,
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ONTAP NASOD

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup D

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAST 1./ = —Dfl

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

N\ I R%StorageClasses|iCc¥ v E>T T3

AR dDStorageClassE& & [(RIET—I)LZzlExc/N\v 7T FDf . L T parameters.selector' 7 « —
JLR T, & StorageClass |d7R) 2 —LERANTZHICERATEZRET—ILEFUOHLET, A2
—LIZIF BRLULIREB I TERSINAEIRESNE T,

* Z® “protection-gold’ X b L — U 5 X&. “ontap-nas-flexgroup /N VTV R, MsiEd—ILR LA
IWOREZRMEITZIHE—DT—ILTTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* ZO “protection-not-gold' X b L —U S X &, “ontap-nas-flexgroup /N I IV R, THblE. d—ILR
DADREL NI ZiRMETE2HE—DT—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* D app-mysqldb’ X kL —2 0 5 XE. Contap-nas’/N\w I IV R, Zld. mysqldo XA 707 TUHA
DAL= T—)LIBRZRETZH—DT—ILTT,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* TThe protection-silver-creditpoints-20k' X k L —< 2 5 X &, “ontap-nas-flexgroup'/\wv 2 IT> K, Th
& VILN— LRILDOIREL 20,000 VL2 b RA Y b ERETIH—DT—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* Z® ‘creditpoints-5k’ A b L— 27 5 X &, “ontap-nas’/\w U I R E2FEHDRE T —)L “ontap-nas-
economy’ /NI IV R, TN5IE5000 7Ly hRA Y MTIRESNZ2HE—DF—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Trident (FEDRET—IILHBEBRENZDREL. AL —CBHENEREESNTVSR e 2R LE T,

7w 77— b “dataLIF §JHAER €%
MDAV RZERTL T BEFichic datallF ZBTH LWANY I IV R JSON 7 7ML ZRRET B Z €Il
& D, YIHAERLRIC datallIF ZZETT £ 7,

tridentctl update backend <backend-name> -f <path-to-backend-json-file-

with-updated-datalLIF>

126



C) PVC B 1 DETIFEHOR Y RICERINTULBIES. #rLL datalLlIF ZBMIC T B ICiE. Xt
BT BITARTORY REEFELELTHESBEBERTINELNHD £,

Tx a7 RPNEEROH

ontap-nas RS N—%FRALINYvIIY RER

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

ontap-nas-economy RS /N\N—%FERAL/N\Y I I K&K

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

AML=CF = ZERLIENY I RIEK
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas RS N—%FHLILIA ML= 05 ZXDA

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

(D MBI L TL T L) "annotations &£ 7%: SMB #8%hcLEd, NvIIYRZERIEPVC T
BESNEBRICEFREGLS. 7/ 57— 3 >RV etda7 SMB IF#&eEL £FH Ao
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ontap-nas-economy RS A N—ZFE LA L -0 5 XD

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas—-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

BE—@ AD 2—H%—(2& % PVC Of

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

D AD 21— —(C& B PVC OFl
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSx for NetApp ONTAP

Amazon FSx for NetApp ONTAP CTrident # {9 %

"Amazon FSx for NetApp ONTAP"|&. NetApp ONTAPR kL —2 ARL—Fao 2T &
AT LEBE LTI 7ML AT LEREBELUVUERITTESRLIICTS. TLICEED
N7 AWS +—E X T, FSxfor ONTAP ZfEHT 3 &. FEWEMNT-NetApp DIERE.
NTA—X VR, BIEMEEEFTALENS. AWSICT—2%ZRETRIIVFILE. 2K
M. X270, RT—JEUT1ZFHTETEXY, FSxfor ONTAP [&. ONTAPZ
7L AT LEBEE BIEAPI ZHR— ML TWVWET,

Amazon FSx for NetApp ONTAP 7 7 1 LS 27 L% Trident & L T. Amazon Elastic Kubernetes Service
(EKS) TEITINTUL\S Kubernetes 7 5 XX —HONTAPICE > THR—rEINZ 7OV IELV T 71D
KGR a—LZ7AOES 3 Z> I TERELIICTRENTEXT,

T7AINI AT LIE. T TFL I ZADONTAPY 5 XX —IZHEILT=. Amazon FSXxODEEHR )Y —X T,

BSYMWIC. 770N Y RTLRD T 7AINE T A WA —%RETZT—R AV TF—TH3HR)a—L
A DEEISERDORY) a—LEERTEE I, Amazon FSx for NetApp ONTAP 17 57 RRDI R —I R

130


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/what-is-fsx-ontap.html

T7AIRTLELTREThE T FILWI 7L X7 L 241 I3 * NetApp ONTAP* L IE[EN
9,

Trident Z Amazon FSx for NetApp ONTAP & F 9 % CZ & T. Amazon Elastic Kubernetes Service (EKS) T2
TENTV S Kubernetes 7 5 XA —HONTAPICK > THR— b EINZTOvIELVPT 71 IILDKFIARY 2
—LZE7OES3ZVITERELSICBRDET,

2

ICHNZ T "TridentD Z{4"FSx for ONTAP Z TridentZ i 59 B ICIE. ROHDHHURETT,
* Bf7ZMDAmazon EKSY 5 X X —F f=ldt )L 7Y % — KKubernetesZ 5 X X —T “kubectl' 1 > X b—)L &
ni L/TCO

CUZRRA—DT—H—/—RH 570t XTEBZEFDAmMazon FSx for NetApp ONTAP 7 71 ILY R T
LERML—JRET S Y (SVM),

* EfFENficT—H—/—R"'NFS £7zld isCsI%

@ Amazon Linux® & PUbuntulC AER / — RERFIBICE > TL LIV, "Amazon ¥~
4 A—2" (AMI) (& EKS AMI A TICELH>TERD FT,

* SMB /R a—L:
° SMBR ) 2 —LAl&. ‘ontap-nas’ KT 1 /N\—DH,
° SMB 7R ) 2 —LAldTrident EKS 7 R A > TldHR— I TULWEE Ao

° Trident I&. Windows / — R CETEINTWBRY RICIYT Y TN SMB R 2 —LDHE TR
—hLET, BB 'SMBRU 2—LDOTOE Y 3= 7 O EICDOWVTIL,

* Trident 24.02 &K DHEITIF. BEINY I 7 v THEMICE > TLWSAmazon FSx7 7 1LY AT LTER S
NicRU a—Lld. Trident TIFHIBRTE FHEATL o Trident 24.02L4F% T C DREEZ BT 3 113
fsxFilesystemID. AWS apiRegion . AWS apikey . AWS secretKey AWS FSx for ONTAP®D /\
VIITY BT 71 IR,

TridentiCIAMO—JL%3EE T 535 A (E. apiRegion. apiKey. €L T 'secretkey 7«
@ — )L K% TridentiCBARBVICE L £ 9, FMICDULTIE. "FSx for ONTAP D& A T 3 >
bR

Trident SAN/iSCSI & EBS-CSI K 51 /\—D[RKHER

AWS (EKS. ROSA. EC2. F7=IEZ D1 > XX > X) T ontap-san K5 /\— (iSCSI R &) #ERT S
FEDIFE. /— RICHEARTILF /N AR H Amazon Elastic Block Store (EBS) CSI RS A /N—C AT 3
AREMRHD EFT. AL/ —REDEBS 74 RVICTFHETICTILFINZADEEET D ZRAET B ICIE
RILFINRAKETEBS ZRATBIHENHD £, CDHFITIE. multipath.conf EBS 74 XTI Z<ILF
INZAD SN LB S HRERTridentREZZL T 71 )L

131


../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
../trident-get-started/requirements.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
worker-node-prep.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/AMIs.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
../trident-use/trident-fsx-examples.html
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defaults {
find multipaths no

}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

SR
Do\,

Trident (2 DOFREFE— RERHEL X T,

* EREFIFEHRAN— X (#22): SREEIEIRZ AWS Secrets Manager ICREICRELE T, BRATZICHTEET
‘fsxadmin' 7 7 ALY AT LD A—H—F7lF "vsadmin'SVM BB SN2 —H%—,

Tridentid. vsadmin SVM A—H#—¥Y LT, FiFEALAO-/ILZHEORDOEFDOI—H—
@ & LTs Amazon FSx for NetApp ONTAPIC |3 “fsxadmin' ONTAPDRREMHBRERTH
d—H—"admin' YV S R&— 21— —, @< EEH L £ "vsadmin Tridentfd &,

* SEFAZEAR—X: Trident (X, SVM ICA VX b—ILENTIFEBEZFEHAL T FSx 771 S XTLED
SVM t@fELEd,

SR BIICT B2 AEDFRICOVTIE. RIAN— X1 TOREEZERL T LT W,

* "ONTAP NASESEE"
* "ONTAP SANGREE'

T A MEAD Amazon Y VA X— (AMI)

EKS VS XRA—IFTEFIERBARL—TFT o VI RTLEYR—FLTVWETH. AWS [IEFED Amazon 7
Sy X— (AMI) £ 3> FF & EKS BICRELLTWET. D AMI [ENetApp Trident 25.02 TF X k
nTuwxd,

7= NAS NAS-T ./ = — iISCSI iSCSITa/ =—
AL2023_X86_64_1‘2¥ &Ly (LY &Ly (LY

#

AL2_x86_64 =4 =4 o* o*

AELOTy Ly (LY ZEAL ZEEL
;_x86_64

AL2023_ARM_64_ %\ E4W 4R E4W

1R

AL2 _ARM_64 4N 4N o* o*
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RRLOTY F7— (FL L Zun L L
1164

/- RZzBEEFHETICPVEHIRRT S CIFTEEEA
* **Trident/\—</3 > 25.02 O NFSv3 TIFENMEL £E Ao

WHEIRAMI DR ZICY XA TN TUVRWNEE. ZNETR—FETATLRVE VWS BRTIESR
(D) < BEFAFSATOALEWSERTT, COUR M BETZCLADA>TUS
AMI DF A K & LTHEBEL £

TRAMIERLEET /N R:

» EKS version: 1.32

* 1> b—JLAE Helm 25.06 E LT AWS 7 KA > 25.06

* NAS ICDWTld. NFSv3 & NFSv4.1 DA TR hEnF LT,

* SAN D5 E. NVMe-oF Tld% < iSCSI DA TR bENF LT
EiTSINET R b

° {’Fﬁz Z I\l/_\/\‘aaz\ PVC\ Zﬁ“/ F

* HIBR: R B, PVC (BF. gtreeflun- T/ = —, AWS N\ T 7 v 73 = NAS)
FHRIBER OB

* "Amazon FSx for NetApp ONTAP R F a2 X > "
* "Amazon FSx for NetApp ONTAPICEI 9 % T O #%fa"

IAMO—JLEAWS> — I Ly b Z BT B

BARAYZ AWS SREFIEHR IR T 20D IC. AWSIAMO—JLE L TCEREEd 3 2 &
T. Kubernetes Ry RAAAWS VY —RICT7IVELRATBEDICKETETEI,

@ AWS IAM O— )L Z{EA L TREF§ BIciE. EKS #{#EH L T Kubernetes 75 XX —%F 70OA
TRIRELHD X,

AWS Secrets Manager>—2 L h &R T %

Trident IR L —U%BIBY 572812 FSx vserver ICXF LT APl R (T3 378, FDT=HICISERBRD
REICEDET, CNHEDREHERZETZLRBRAEIE. AWS Secrets Manager > —27 Lw b Z=EHETSC
T, LIEHoT. ELEEBEHFBETHWVEEIX. vsadmin 7H DY b DEREEEHR%E = AWS Secrets
Manager & —2 L v b EER T ZRENH D 7,

CDFITIE. Trident CSI ZR5EIBEHR % RF T D 7-HD AWS Secrets Manager >—27 L % 1EF L £ 9.
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAMAR ) > —%ER T 3

Trident ZIEL < RITI BICIFAWS HERHMETT, LIcH > T Trident ICHELRIERZEX B3RS —%
RS 2HEBEDH D FTo

RDOBITIE. AWS CLI ZER L TIAM R > —Z B L T

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

K1) > — JSON DFfl:
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"Statement": |

{

"Action": [

"fsx:
"fsx:
"fsx:
"fsx:

"fsx:

"fsx

"fsx:
"fsx:

"fsx:

1,

DescribeFileSystems",
DescribeVolumes",
CreateVolume",
RestoreVolumeFromSnapshot",

DescribeStorageVirtualMachines",

:UntagResource",

UpdateVolume",
TagResource",
DeleteVolume"

"Effect": "Allow",

"Resource": "x"

"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",

"Resource":

id>:secret:<aws-secret-manager—-name>*"

}
1,

"Version":

H—EZ 7HY Y kOEEIT (IRSA) D Pod Identity 7-1% IAM O—JLE R T 3

"2012-10-17"

"arn:aws:secretsmanager:<aws-region>:<aws—-account-

EKS Pod Identity Z3#F> AWS Identity and Access Management (IAM) O—J)L. £7/lgH—EXT7AT Y LD

BEE(T T (IRSA) D IAM O—I)L%5|E=Z(+5 L 51 Kubernetes T —EX7HI Y hERETETET, H—E
AT7HIV R EFERITBLDICHESNLEINTORY Rk, O—IILHBT7 I I¥ERZFHFDOITRTD AWS
—EBERIZTIVERATEDZLSICEBDFT,
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Ry RDTVATYTAT4

Amazon EKS Ry R 74 F > T« T+« ORE[IFIE. AmazonEC2 1 VXA XA7OT7 7LD
Amazon EC2 1 > XX > RICEREHBEREFIRMET IO EERKIC. 77XV r—>a > ORIEHRE=EET 3
MeREZ IR L £ 9,

EKS /5 X2 —I- Pod Identity % > Z h—JL L £

AWS OV —)LFE=IERDO AWS CLI O REEHL T, PodID Z{ERTE £ 9,

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

SEEHICOWVWTIE, "Amazon EKS Ry R 714 F VT4 T4 I -z M 2EBRET ",

trust-relationship.json % {Ek:

EKS H—E X 71U > /X)L Pod Identity (X L T DO—/LZF|IERITEECHTES L SIC, trust-
relationship.json ZERL £ 9. KIS, ROFEER) > —=HFo>O0-IL=ZERL XTI,

aws iam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

--description "fsxn csi pod identity role"

trust-relationship.json 7 7 )L:

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

IAM O—=)LICO—I)L RS —%T7RYyFLET:
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AIOFIEOO—IILRY S —%, ERLIIAM O—LICT7 Ry FLET,

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

--role-name fsxn-csi-role

Ry R ID OBIERM T ZERL £
IAM O—JL & Tridenttt—E' X 77H 7> k (trident-controller) DRFICAR w K ID O EITZ1ERR L £,
aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \

—--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

-—-namespace trident --service-account trident-controller

HY—EX 7ATY ~OBEMT (IRSA) D IAM O—)L
AWS CLI OfER:

aws iam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

trust-relationship.json 7 71 JL:
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"2012-10-17",
[

"Version":
"Statement":
{
"Effect": "Allow",
"Principal": {
"Federated":
provider/<oidc provider>"
b

"Action":

{
"StringEquals":

"Condition":
{

"<oidc provider>:aud":
"<oidc provider>:sub":

"arn:aws:iam: :<account id>:oidc-

"sts:AssumeRoleWithWebIdentity",

"sts.amazonaws.com",

"system:serviceaccount:trident:trident-controller"

MDEZEH L FT trust-relationship.json’ 7 71 JL :

* <account_id>-AWS 7 AU > ~ID

* <oidc_provider> - EKS 5 X2 —® OIDC, oidc_provider XD AT Y RERITLTEHETE X

ERS

aws eks describe-cluster —--name my-cluster —--query

"cluster.identity.oidc.issuer"\

--output text | sed -e "s/“https:\/\///'

IAMO—JLZ IAM R > —ICT7RyFLET:

O—JLAYER S N5, KOOV REFAL T, (LROFIBTERLE) AU —%2O—JLICTE v

FLET,

aws iam attach-role-policy --role-name my-role --policy-arn <IAM policy

ARN>

OICDTONA A —HBE&EMFIToNTVWB S e ZMERBL £

OIDC 7ONA A —hU S AZ—ICEEMITENTWVWEZ &%
TEEY,
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aws iam list-open-id-connect-providers | grep Soidc id | cut -d "/" -f4

HADZEDSEEIE. KOOIV REFERALTIAMOIDC 27 5 X2 —|CBEE[MITE T,

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

eksctl ZFEBE L TWLWBIBEE. XOFlZFERALTEKS DY —EX 7HT> O IAM O—ILZERR L £
ER

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

--cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

Tridentz 1 > X =)L 93

Trident I&. Kubernetes TMAmazon FSx for NetApp ONTAPX k L —JEB % 5181t
L. BREBCBEEN T VT — a3V DEAICERTESLSICLET,

TOWTNHADAEETTrident =1 VA R—=)LTEET,

* fie
*EKS7 k7>

ATy T ay bz RBAT 3B CSIXRFyFoay b AV MAO—5— T RAVEAVIAM—ILL
F9. BRCSIN) 2—LDRF v T ay MEEZEMNCTZ"FMICOVWTIEIESZIEBLLE L,

HelmiEH CTridentz 7 > X b—I)L 93
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RYRDTATYT14 T+
1. TridentHelm URS U ZBMLE T,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. kOB =EFERLTCTrident #1 > XA F—JLLE T,

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

FHTZCHNTEZXT helmlist Bal. ZEIZER. Fy—h. XAT—RX 7F7UVDON—=3 >,
DES I UBBREDA VA M—)LOFMERE TSIV R,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2502.0 25.02.0

H—EPR 7AYY R PYSI—S 3 (IRSA)
1. TridentHelm J7RJ U ZEMML F 9,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 939K FANAE— V5T RID DEZREL T

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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ERATZIENTETET helm list &dl. BRIZEM. Fvy— b AT 7TVDON-2 3

o VEDIVESBEDA VA M—IILOFHZEEE TSI,

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2506.0 25.06.0

iISCSI ZFERATA3FEDHERIE. 517>k I VTIiSCSI WE®MICE>TWVWE Z ¥ = HER

LTLIEE W, AL2023 7—H— /— R OS ZFEAHAL TW3HEIE. helm 1> X =)L T
node prep /NS X—RA%ZBMTSB LT, iISCSI VAT DA VA M—)ILZEELTE X

e}

®

helm install trident-operator netapp-trident/trident-operator

--version 100.2502.1 --namespace trident --create-namespace —-

set nodePrep={iscsi}

EKS7 R#4 VBB TTridentz 1 > X F—JL T3

Trident EKS 7 RA VICIZBRHFDOEX 2 ) T /Ny FENTEENSEFNTED. Amazon EKS TEIfET S
EDNAWS ICE>TRIETNTUVWET, EKS 7RAVEFEHTDE. AmazonEKS 75 XX —DLEEM &

EtzBICHERL. PTRAYDA VA=)l RE. BENICBELIEREZHIR TSI,

AIfE SR
AWS EKS D Trident” R4 > ZRE T BaiIC. UTHHB 2R LTSI LY,

T RAVH TR T a > (dED AmazonEKS VS XA X—T7hHo > +
*AWS ¥—47w kLA AAD AWS HEFR:

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI Z - 7 Amazon Linux 2 (AL2_x86_64) % 7=Id Amazon Linux 2 Arm(AL2_ARM_64)
* /J—RAZA4 T AMD F7IZARM
* BXfZDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls
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BEIVY-IL

1. Amazon EKSO >V —/L%EBE £9, https://console.aws.amazon.com/eks/homet/clusters o
2. EIOFETF =23 RAVT, [VFRZ—] ZFIRLEF T,

3. NetApp Trident CSI 7 RA > %18 T 20 T XA Z—D&FIZEIRLE T,

4 *FRAEFEIRL, *SHICT RAVZBEZERLE T,

S. P RAVZEFEIRT ZICIF. XOFIRICHEWVWE T,

a. AWS Marketplace 7 RA > o> a3 EFTHRICXZO-)LL. #%FERy o XIZ ™ Trident] * &
ANILET,

b. Trident by NetApp Ry 7 RDELRRICHZF v Ry I A%ERLE T,
C. *RN*ZERLET,
6. “BIRL7=T7 RA VDB RER—T T, ROBEEZITVET,
@ Pod Identity BIE(F T 2B L TLWBHEEIF. CNHDFIEZ Xy LTS
Lo
a FRELEWN=—a 2 FRLTCIZSW

b. IRSAFREEZEA L TVWBIHEIE. 77> a VBHRE CHEARELEBREZLIREL T
UV

CEALEW AT 3 EBRLT TV

* T RAVHEERE—T ICREL. HEHE 2> 3 > D configurationValues /N5 X —4% %, Hi
DFIETIER L7z role-arn ICREL £9 (BIFXDHERTHI2HRELHD £7),

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
BMAERALEE LT [F—N—Z1 R Z&RLIGE. BEOT7RA>D 1 DULEDERES
Amazon EKS 7 RA VERETLEEZT TEX T, COA T avzEMIEY. BEORELHES
3158, BEIEBLET, BROIS— Xvt—C%FALTHRED NS TN a—FTa 0%
T52ePTEEYT, COFTT3 /%%?R?éﬁmu Amazon EKS 7 RA VA B BB T I HNE
HKHIZREEBTELTLVARVWI EZBRLTLET

1A\ ZEIRLE T,
8. *EEEIL;\ (\:. L}Jﬂ*’\ D4 —t N *1/'5}32*7& %?R L/ i 3_0

TRAVDA VA R=IDRTTRE A1VRA=ILENET RAVHARRINET,

AWS CLI
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https://console.aws.amazon.com/eks/home#/clusters

1./Ep% 9 % "add-on.json' 7 7 1)L :

Pod Identity D& 3. ROFERZFBL £,

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA SREEDIFEIX. IMOFTER=FERL F:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",

"cloudProvider": "AWS"

() %893 <role ARN>HIOFIE TR S N0 — LD ARN 22 L 7,

2.TridentEKS 7 kA > %A XA —I)LL T,
aws eks create-addon --cli-input-json file://add-on.json

eksctl
RDOAY Y RFlE. TridentEKS 7 RA>VH A VA M—=)LLE T,

eksctl create addon --name netapp trident-operator --cluster
<cluster name> --force

Trident EKS7 R A V= E#H 93

144



BEIVY-IL
1. Amazon EKSO >V —JL%RBI< https://console.aws.amazon.com/eks/home#/clusters,
EROFET =23 RAVT, [VFREZ—]ZERLET,
NetApp Trident CSI 7 R4 > Z B 9§59 R X —DHRIZERL 9,
*TRASZTZZERLET,
* Trident by NetApp* 2 &R L. *“fR&EZ:ERL X7,
* Trident by NetAppDIERL *R— T, RDIEEEZITVWE T,
a FEALEWN=—I 32 BIRLTLESL,
b. *4 7> 3>V DEHRE ZREAL. BBICHECLTEELF T,
CHEBERFZERLIT,

o o & w N

AWS CLI
KDOBITIE. EKSTRAVEEHLF T,

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

eksctl

* FSxN Trident CSI 7 R A > DIREDN—2 3 V=R L £ 9. RK¥T S ‘'my-cluster 7 5 XX —4IC
BEIBZET,

eksctl get addon --name netapp trident-operator --cluster my-cluster
sapaktiR
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* BIDFIEDH 1D UPDATE AVAILABLE TIRENTIN—2 3 VI RAVZEHLET,

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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https://console.aws.amazon.com/eks/home#/clusters

HIBR 9 % & “-force’ 4 > 3> ¥ Amazon EKS 7 RA VEREDWIFNHO D EFEDORTE L HRE T 515

&, Amazon EKS 7 RA YV DEFIIEKK L. FREZHERTIHDOIT—AyvtE—UHRREINET,
DA T3 EIBET BAIIC. Amazon EKS 7 RA UHEB T INELRHIREEZETELTULARWLS
EEBERLTLESTV. COA T VICE>TENSDHRENLEZTINDHTY, CDREDM
DA TS a>OEFEMICDOVWTIE. "7 RA 2", Amazon EKS Kubernetes 7 + —JL REIBDEFEMICD LT
IE. UTFZEBELTLEEV, "Kubernetes 7+ —JL REIE",

Trident EKS7 R4 >Z 7>+ Y X h—ILIHIFRT

Amazon EKS 7 RZA > #HIBR T BICIE. XD 2 DDA T arhHb £,

CUTRA—FEDTRAVY I NI T7HFRTFIBZD - DA T a>%FEIRTDE. AmazonEKS IC& BT
RTDHBREDEEIHIRINE T, £7/-. Amazon EKS H"E#HZEA L. EFH %K L 7% Amazon
EKS 7 RA >V ZBHMICEFH T 3HEEEDHIBRINE T, =L, PRAV VI NI TIEISRE—L
ICRBFEINET, COF T araERTZE. PRAVIEAmazon EKS 7 RA > T3, BEEE
BAYAN=ILICREDEYS, COFTOIUoEFRTRIE. PTRADDAD VAL LIZRELZFEA. &
93 -preserve’ 7 RAVERFTZICIZ. ATV RICAHTOa>E=BMLET,

CUZAR—DBTRAY VT NI T ZREICHIBRT D — NetApp. 75 XX —_EIZ Amazon EKS 7 R
VNICEKIFET B IY —ZADBBRVBEICDH. 7T XA —h'5 Amazon EKS 7 R4 V% HIBRT 2 Z &% HE)
HLET, HIBRYT S --preserve’ 7 S>3 >H'5 delete 7 RA VZHIBRT STV R,

@ TRAVIZIAM 7 AT Y RHBEEMITONTUVWBIZE. €D IAM 7 AU Y MIRIBRETNhFE
Fuo
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BEIVY-IL
1. Amazon EKSO >V —/L%EBE £9, https://console.aws.amazon.com/eks/homet/clusters o
2. EIOFETF =23 RAVT, [VFRZ—] ZFIRLEF T,
3. NetApp Trident CSI 7 RA > ZHIBRT 30 S A X —DEETEERLE T,
4 FRA*ZT%EIRL. Trident by NetApp* = EZIRL £, *
S. *HIRREEIRL £ 95
6. netapp_trident-operator DHIFRFERR X1 7Y T, ROBEZITVE T,

a. Amazon EKS ICK 37 R A VEREDERBZFEILETIHEIE. [V XAFZ—THREF ZERLET,

TVRAVVILIITZIFAZ—LICRELT. VTRAVDIRTOREZBHNTEETES

FOICTBRHERIF. CNZRITLTLLEETL,
b. netapp_trident-operator ¥ AJ7L £9,
Cc. *HIfR*Z#RL £75

AWS CLI
XY 3 ‘my-cluster 7 S XX —DEFHCEEL. XAV RERITLET,

aws eks delete-addon --cluster—-name my-cluster —--addon-name

netapp trident-operator --preserve

eksctl
ROOARX Y RIE. TridentEKS PRA>Z 714>V A M=ILLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

ARL=UNY IV REEKT S

ONTAP SANE K UNAS RS 1 N— D&

A= Ny IV FZERT BICIdE. JSON F7cld YAML TR T 7 1L Z BRI 2 ED DD F
Fo Z7MINTIE BEBRIAML—2DHA T (NAS /X SAN). AL —COESTTERD T 7ML R

F I SYM. BXURHEAEZIEETI2HNENRHD T, XDOFIIZ. NASR—IXDA ML —C%ESH
L. AWS>—2L v bEFERHLTHEATS SVM ADRIHERZREFETDIAEZTRLTULET,
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https://console.aws.amazon.com/eks/home#/clusters

VLI

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:xXXXXXXxX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fsS-XXXXXXXXXX"
by
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"
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RDIAYY R%EERTLT. Trident/N\w 2 T R#&pE (TBC) ZERL L. WL £7,

s yaml 7 7 ILHS trident /N O T RiEE (TBC) Z/ER L. XDATY Y RERITLE T,

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

* Trident /\'w T R#8RE (TBC) NIEEICIER SN 2R L E 7,

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-£f96d916acbe9 Bound Success

FSx for ONTAP K 5 -1 /N\— D&%

RDRZA4N—%ERLT. Trident ZAmazon FSx for NetApp ONTAPE i CTE X9,

ontap-san: 7JOEY 3 =>4 3N7=& PV I&. B DAmazon FSx for NetApp ONTAPR 1) 2 — LK D
LUN T9, 7OV IR ML—JICHREINET,

ontap-nas: ZJOEY 3 Z I EN3F PV I, T27%Amazon FSx for NetApp ONTAPR ! 2 —LT9,
NFS & U SMB ICHEER I F T,

ontap-san-economy: JAEZ 3 Z>J &N 3% PV IE. Amazon FSx for NetApp ONTAPR 2 — LT
CAZERTERTREARID LUN Z#5D LUN T,

ontap-nas-economy: JAEY 3 Z > EN3E PV & gtree THD. Amazon FSx for NetApp ONTAP
AR a—LTEIERERBELED gtree B'HD £7,

ontap-nas-flexgroup: ZJOEY 3 Z Y JEN3E PV IE. T2 Amazon FSx for NetApp ONTAP
FlexGrouph1) 2 —LTY,

FZAN—DFMICDOVTIE "NASEZ 1 /N—"FLT"SANRF S 1 /1—"

RET 7AIHMERE NS KOOV FZFRITLTEKS RICIERLL T

kubectl create -f configuration file

AT—RAXMERTBICIE. ROOAT RERTLED,
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kubectl get tbc -n trident

NAME
PHASE STATUS
backend-fsx-ontap-nas

£2£f4c87£a629 Bound

Ny TITY RDOREBERE A

BACKEND NAME

backend-fsx-ontap-nas
Success

BACKEND UUID

7a551921-997c-4c37-aldl-

Ny I IV RDOBHEA T2 a>vIlDoVWTIE. ROKXREZSEBL T TV,

INTX—A
version

storageDriverName

backendName

managementLIF
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=B

AbL—=2 RSAN—D%H]

HRABZLBERIERA L= N Y
JIVER

VS5 RBFTIE SVM BE LIF O
IP 7 FL R, FEEEEIRXA 2%
(FQDN) Z3EECTE £9J, Trident
MWIPv6 750 &fFERLTA >R
—ILENTWVBHEIE. IPv6 7 R
LRZFHETRLDICHKRETEZE
9, IPv6 7RL X

ld. [28e8:d9fb:a825:b7bf:69a8:d0
2f:9e7b:3555] D & S ICAHIEITE
RIBDWEDNDDET., HATD
IR L 7= “fsxFilesystemID' D F T
‘aws' 7 1 — L RICA T 2 HE(IE
HOFEA

‘managementLIF Tridenti&SVMZ%
J:\0EE S Y )
‘managementLIF'AWS H'5 D1E
o, TDOFDH. SYMTFDI—H—
DEKRIBER (B : vsadmin) EifH
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"

iSCS| Z A Y 3R 1) 12— LD Storageclass ZRET B ICIE. ROBIZEFAL £,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

AWS Bottlerocket TNFSV3R ) 2 — L% 7O 3 =259 3IC1d. HER "mountOptions A AL —U 95 X

[Z:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

media: "ssd"

provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3
- nolock

S8 "Kubernetes Trident4 7 7 M XA ML= 0 S ZADED L SICHEERT 3D DOFEMICDOWVWTIE.
PersistentVolumeClaim Trident BN7R) 2 —LZ O 3=V J 3 A% G TE7=HD/INT X —
=

ARL—=CO0SREERT S
FI@
1. THdKubernetes4 7 19 R DT, kubectl Kubernetes TIER L F 9,

kubectl create -f storage-class-ontapnas.yaml

2. TN T, Kubernetes & Trident® WA basic-csi A kL —2 5 IR IA. Trident [Z/N v I TR
T7=ILEZEBLTWVWBIESTTI,

kubectl get sc basic-csi
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NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

PVCZERLS %

H "R 2 — LU L—L"(PVC) I&. ¥ F AKX — LD PersistentVolume NDTF7 7 ZAEBKTY,

PVC I&. HEDHAXFRIZTIELR E—RDAML—CZERTDILSICHERTET XY, BERMITOSNTE
StorageClass Z AT 3 & 77 XA X —EEEIS PersistentVolume D1 XX 7R E— REEIFTERL.
NTF—=IX VAR —ERX LRNILBREDFHEHITIE T,

PVC ZER L7=5. R a—L%EZRY RIZXTYETEET,

BOTINRZT A
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PersistentVolumeClaim 4> ILY =7 X bk

n5oflid. BERN%A PVCHERA T a>vERLTVWED,

RWX 77+ {4 & PVC
CDHITIE. RWXT7 Ut X &2 DOEKXMAPVCH. StorageClassIiCEHEM[MITSNTWE T, basic-

csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSI Z R L 7= PVC Dl
CDFITIE. RWO7 Ut XZHFDISCSIBEDEARPVCH,. StorageClassiCEEE[ITHNTWE T,

protection-goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVCZ{ERLY %

FiE
1. PVC%= {ERK

kubectl create -f pvc.yaml

160



2. PVC RT—H2 =ML E T,

kubectl get pvc

NAME

STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE

RWO S5m

S8 "KubernetesE Trident4 7 7 M XA ML= 0 S A ED L SICHEERT 3D OFEMICDOWVWTIE.
PersistentVolumeClaim Trident BN7R) 2 —LZ O 3 =Y J 3 HE%GIEHTE/-HD/INT X —

o

TridentD B4

NEDNTA—=RIF BEDRATDR) 2a—LETOES 3 Z>TF3HICED Trident BIEX ML —
O T EERTEINERELET,

JoeEsa=—y
JgR2A147

NYIIVRA
147

Snapshot

A7

string

string

string

7=

7=

fig

HDD. /\-f 7Y
w R, SSD

= 1AW =W

ontap-nas

« ontap-nas-
economy. ontap
-nas-flexgroup

. ontap-san

. solidfire-san

« gcp-cvs

« azure-netapp-
files. ontap-san-
economy

i

A II\‘I’

=

/

I

FTT7—

T—=ILICIZEZ D
RATDXT 4
THhEaxEnhzx

To N1 TV
ReligmArzE
kL £,

Tl DT
oEya=>y
HEEYR—bk
LTWET

T=ILIEZ DA
A1 7DONYIT
VRICBELEFT

T=ILIFXF v
Toawyw bMIE
DR 2—L%
HR—MLET

T=ILIZRY 2
—LO7AO—Y
fEpZ YR — b

3R

BEINEXT
1 TRAS

EEIN-FO
Ea=>oAm
&

NV IITYVRM
BESNELE

AFwFoay
rOERICEE o
TW3AR) 22—
I

oO—>hE%
BAR)a—LA

<&

ontap-nas

« ontap-nas-
economy. ontap
-nas-flexgroup

. ontap-san

. solidfire-san

BUL I gAXRTH
VR T EL
TIARTHA AR
w FEsolidfire ™
A
IARTDORITA
IN—

ontap-nas

« ontap-san
. solidfire-san
« gcp-cvs

ontap-nas

« ontap-san
. solidfire-san
« gcp-cvs
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B AT 1B 77— R <&
E=1t 7=l H 5B 7-ILIdES1E BES{thERMIC  ontap-nas
SnfeR)a— 7Aw-oTW3BRID  « ontap-nas-
LEHR—KL a1—ALA economy. ontap
E -nas-
flexgroups. onta
p-san
IOPS B IEDEH T D& R a—LiEI  solidfireS A
FEDIOPSZfREE N5 DIOPS%Z R
TE3 sE

T ONTAP Select> A F LTI R— TN TULEEA
YOFIINT IV =3 w57 O1493

AML—2 95 PVCHMERRENDE. PVERYRICRDOVNTEF T, OV
>a > Tld. PVERY RICERTZ-ODOITY REEBROBIETRLET,

Fig
1. R)a—LERYRICIO>ELET,

kubectl create -f pv-pod.yaml

UTFDAlE. PVC ZRy RICERT 3 TcODERBHRZERL TVWET, EXE:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage
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@ EHRRISU T CHEEETE XY, kubectl get pod --watcho

2 R)a—LHIYIVEEINTWVWEZ %R T S /my/mount /paths

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c_ 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

CNTRY RZHEIBRTEEX T, Pod 7TV Tr—2 3 Vi3FERELELCABDETH R a—LIFFED T,

kubectl delete pod pv-pod

EKS U5 XRZ—TTrident EKS 7 RA > Z 8T %

NetApp Trident I&. Kubernetes TDAmazon FSx for NetApp ONTAPX kL —JEIR%
BIEL. HREBCEEBEEN T TV -3 Y DEAICERTESLSICLET,
NetApp Trident EKS 77 RA VICIFEFDEF a2V 7o Ny FENTEBENEENTH
D. Amazon EKS TEI{ET B N AWS ICK > THREESNTWE Y, EKST7RA V%
ERAYI 3 L. Amazon EKS 7 5 X4 —DREMEREMZBICHERL. 7RI D1
Ab=Jl. BE. EFICHEREEEZHIBTET XTI,

HIR M
AWS EKS DTrident” R A >V Z8&ET BHIIC. UTHHBD =R L TLIET L,

s FRAVHEIRETZ1ER%ZIFD AmazonEKS VS XA —T7H o> b BEE"Amazon EKS 7 KA ",
* AWS ¥—4w b LA XAAD AWS HEFR:

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI Z - 7 Amazon Linux 2 (AL2_x86_64) X 7=Id Amazon Linux 2 Arm(AL2_ARM_64)
* /—R&ZA4 7. AMD F£7IZARM
* BEfF D Amazon FSx for NetApp ONTAP 7 7 JL> R F L

FI&

1. EKS Ry RARAWS UY —RICTIERATEFBRLSICTBICIE IAMO—JLE AWS >—2J L v & ERL
LTLEETW, FEICOWTIE, "AMO—JLEAWSSY — T Ly R E{ERRT 5" o

2. EKS Kubernetes 7 5 XX —T. [7 RA V] 2 TICBEIL X T,
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tri-env-eks

@ ( Delete cluster ) ( Upgrade version )

[ (@ End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more J

information, see the pricing page [7.

¥ Cluster info it

Status

@ Active

Cluster health issues

@0

Overview Resources Compute

Kubernetes version  info
1.30

Upgrade insights

@0

Networking Add-ons

Support period Provider
@ Standard support until July 28, 2025 EKS

Access Observability Update history Tags

{ (@ New versions are available for 1 add-on.

Add-ons (3) info

( view detaits ) ( Edit ) ( Remove )

[ Q, Find add-on

] [Any categ... ¥ ] [ Anystatus ¥ ] 3 matches L |

3. AWS Marketplace 7 R A > IC#BE) L. storage A7) ZERL £7,

AWS Marketplace add-ons (1)

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q, Find add-on

Filtering options

[Anycategory v ][ NetApp, Inc. ¥ ][Anypricing model ¥ }( Clear filters )

NetApp, Inc. X

I NetApp NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and

administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the

ideal choice for org; ing efficient contai
Category Listed by
storage NetApp, Inc. [2

d storage workflows. Product details [?

Supported versions Pricing starting at
1.31, 1.30, 1.29, 1.28, View pricing details ]
1.27,1.26, 1.25, 1.24,

1.23

4. * NetApp Trident* Z B DIFT. Trident7 RA>DF v IRy IREAVIIL. KNEZI)wILZE

ERS

S. PRAVOFELTBZN—I3VEBERLET,
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Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

NetApp Trident
Listed by Category
storage
M NetApp

Status
(&) Ready to install

(D You're subscribed to this software

You ean view the terms and pricing details for this product or choose another offer if one is available.

Cmatmen) x

Version
Select the version for this add-on.

v25.6.0-eksbuild.1

v

» Optional configuration settings

6. RERT A VREZHBHELE T,

Review and add

Step 1: Select add-ons

Selected add-ons (1)

[ Q, Find add-on

J

Add-on name &

netapp_trident-operator

Step 2: Configure selected add-ons settings

Selected add-ons version (1)

Add-on name 'y Version

netapp_trident-operator

EKS Pod Identity (0)

Add-on name -

v24.10.0-eksbuild.1

1AM role [# v

Type v Status

storage (® Ready to install

v IAM role for service account (IRSA)

Not set

Service account

No Pod Identity associations

None of the selected add-on(s) have Pod Identity associations.

Cancel

Previous

7. IRSA (F—EX7ADT> btDIAMO—IL) ZEALTVWBISEIE. BMOBEBRFIEEZSBL TS

Wo "CCZ 7w LTLIET L, "o
8. *Ep* 2 #IRL X9,
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O. TRAVDRAT—RANTIT4T THBD L ZHRLEFT,

Add-ons (1) View details Edit Remove Get more add-on:
I. Q. netapp | \ Any categ... ¥ } | Anystatus ¥ | 1match 1

3
nNetapp  NetApp Trident O

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and administrators focus on application deployment. F5x for
ONTAP flexibility, scalability, and integration capabilities make it the ideal choice for organizations seeking efficient containerized storage workflows. Product details [7

Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24,10.0-eksbuild.1 - (IRSA)

Not set
Listed by

NetApp, Inc. [3

10. XD ARV REETLT. Tridenthh 7 SZAZ—ICIELLK A YA R=IILENTWVWBR 2R LET,

kubectl get pods -n trident

N vy b7y 7Z2HETL. ANL= NI IO RZEEBRELET, SEMHICOVWTIE. "R L= Ny oI
Y REZEHET 3",

CLI ZfEF L CTrident EKS 7 R A > Z A VA M—JUT7 VAV X —ILT B

CLI #fEH L TNetApp Trident EKS 7 R A >% 1 VXA +—JLL £,
ROAT Y RFlIE. TridentEKS 7 RA>Z A VX +—ILLE T,

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.l (ZMAk&HD)

CLI Zf£f L TNetApp Trident EKS 7 RA>Z 7> A1V XA h—JLL X T,
RODIARY RIE. TridentEKS 7 RA>ZT7YA YA M—=ILLET,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl T/\w oI I RZEIERT S

Ny TIYRIE Tridente AL —2 S XTFLBOBEREZERELEF T, N

& Trident ICEDR ML —Y S XATLEBFETDIHELE. ECHhHR)a—Lz70OE
o= U BAERIERLEY, Tridentz M VX L—ILLT=5. RO T TIE/\ Y
JIVREER T S TY, €D TridentBackendConfig h AR L Y —IXEEH
(CRD) Z{fFH 9 % . Kubernetes ¥ X —7 T —X%Z ML TTrident/\v I T R&xE#E
ERRBLUVBIETEX T, CNUIRDESIZITOIZENTET XY kubectl £7:

IZ. Kubernetes 74 A U Ea—>3 > ICHEE TS CLI Y —Il,

TridentBackendConfig

TridentBackendConfig (tbc. tbconfig. tbackendconfig)ld. Trident/N\w I LY REBEETES
7O FIYRD%EEIZER CRD TYo kubectl, Kubernetes 5&TUR ML —JEEEIE. EHAOITY
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RSAY I—FT14 T4 ZHEBEEHETIC. Kubernetes CLIZ N L TEENYIIY REERB L UVEET
ETBLDICHEDFE LT (tridentctl) o

DYERLEFIC "TridentBackendConfig # 72 =7 b DIFE. KDL SICHED F T,

* Ny IIYRIF BELAEREICESVTTridentiC & > TEHBIMICIER SN E T, JHIZRIBRIICIE
TridentBackend (tbe. tridentbackend)CR,

* £ "TridentBackendConfig' —EIZFE T DLV T L\ 3 "TridentBackend TridentiC &k > TER I E L 7o

ZNnZMN TridentBackendConfig' 1x{ 1D Y v E > J Z 459 % "TridentBackend Bi& &, /\v I T RZ &5t
BLUOERTAEHDICA—H—ICREINZ A EZ—T 2 —XATHH. BEITrident VEEDNY I TR
FITT O+ ERIRTBZAHETT,

@ “TridentBackend CR & TridentiC &k > TEEMICEREINE T, CNOSEZEBLHEVWTLEE
W NI IV REBHLIZWEEIE. "TridentBackendConfig 1,

77— MIDOWTIFRDFIZSRL TL/ZEL, TridentBackendConfig CR:

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

Fleo UTOBMBETELIEEIW, "FIAT VYR YA R—F—"RERIANL— TSy T4 —L/HY—FE
ADY >V TIVERDT LT R,

ZD spec /NI LY REBDEHR/NZAXA—RZZITRD £9, COFITIE. /Ny oI RI& ontap-san’ X
ML= RSAN—THD. CTICTRINTVBER/NTA—RZFEALET, CHEEDARL—TRFA
NDREAT>a>D)ZAMMIDVWTIE "A L= R4 N—=D/\y I T RIERIER" -

ZFD ‘spec LI 3 VITIFATHEENTWLWET “credentials’Z L T “deletionPolicy 7z ICEA SN T+ —
JL & “TridentBackendConfig CR:

* credentials: CDNTA—=RIIMNBET 4 —ILRTHDH., A L= S RF LI —E X TOREEICER
INBZ3ERBERIEENE T, CNiF. I—F—DYERL L 7= Kubernetes — 27 L w MMCEREINE T,
BRBRIFTIL—>TFANTETZENTES., T5—DRELET,

* deletionPolicy: CD 7+ —JLRI&. “TridentBackendConfig HIfRENE T, XD 2 DDED LT A
TRBZ D TEET,
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backends.html
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backends.html
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backends.html
backends.html
backends.html
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° delete: CHUCKD. WAD TridentBackendConfig CR B L UVEETZNYII VR, ThHT 7
#JL METY,

° retain: ¥&F TridentBackendConfig CRAEIRINTH. NvIITYRDERIFEDFFEKD.
“tridentctl o HIFRARD P —%FKET 3 retain I—H—|[FUFID ) 1) —X (21.04 £ DHFE)) ICHT >
JL—RL. FERCNIENY I IV RZFEIFTEERT, D71 —JLRDfEIE.
“TridentBackendConfig' BMERL SN E 76

NYITITYROEHINEIRDESICREINE T, spec.backendName o FEE LABWVGEIE.
(D Nw I T ROARIE TridentBackendConfig A 7P T b (metadata.name)o /AW %
IYVRBZHATHICHTET DL ZHEOLET, spec.backendName o

ERENTz/NY IR tridentctl 'B8&#F 3 "TridentBackendConfig ¥k, T D&
STHBNYIIYRZEBTBICIE.  “kubectl ERT R LT

‘TridentBackendConfig CRo RI—®DFRE/NTX—4F (HZIL " spec.backendName.
spec.storagePrefix . spec.storageDriverName . FX) o Tridentld#F L <1ERL SN
7z “TridentBackendConfig  BfFZD /Ny VTV RZERL X9,

FIRDHE
HLWANYIIY FZERT BICIE kubectl. ROBIEZITOHBENHD XTI,

1. YEp 9 % "Kubernetes > — 27 Lw RS =T Lw MCIE. Trident BRA ML —2 95X 2—/H—ER @
B9 3OICHNBRERBRNSEINTUVET,

2. YRR 9 % “TridentBackendConfig ¥Jf&, "Hilid. R L — 95X —/H—E RTINS N
THEDH. FIOFIETER SN —T Ly bHBREINE T,

NYITIVREERLIZS. RDELSICLTEDRAT—RALHERTE XY, “kubectl get tbc <tbc-name> -n
<trident-namespace> ENDFMBERZINEL £7,

X T w 1: Kubernetes>— 27 L v N Z{EX T %

NYITIVRDTIVERERBEREZFCS— ULy bEERLE T, CNIEFEANL—D H—ER/TFFv bk
77."_-[AL:EH_C3_O 3KL:WJ%H_TL/353_O

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

DORIF. BANL— TSy T 4—L0D Secret ICEDIMENRHBZ T —ILREFEDHI-HDTY,
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AbL—=UT 5y b T4 —LOM
BT« —ILRDERA

Azure NetApp Files

Cloud Volumes Service for GCP

Cloud Volumes Service for GCP

T L X2k (NetApp HCI/ SolidFire)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

IVRARAV

a—H4

NXT—F

chap1l—#—%

chaplnitiatorSecret

chap&—4w b A—H—%

chapTargetinitiatorSecret

7« —JL R DFREA

TTIVERENSDISAT > KD

WE#EDID, CVS BIEEO—IL%
BOGCPH—EXR T7HUYERD
APl —0n—35p

WER, CVS BEEO—ILER
GCPH—EX 7HU > kD API
*—O—4

77> BB Z D SolidFire
722D MVIP

T3 ARISVM |[CEH 9 B e D
—H—%, BERBHRN—IADEEE
ICERTNS

5 R —ISVM |ZHERT 310D
INZAT— R, BRIBHRRN—IDEE
SEICfERETNS

547 > hiiEF — D Base64
I>d—REIN7{E, FEHER—
ZDLEICFERINDS

ZEI1—H—%. useCHAP=true
DHEIEHEBETY, DI=HIC
ontap-san' €L T ‘ontap-
san-economy

CHAP A/ Z>I—R2—>—7JLvw
ko useCHAP=true DiE&IEAA
T9, DeHIC ontap-san" €L

C “ontap-san-economy

g_/f“‘/ I‘J_ﬁ_%o
useCHAP=true DB EFHAET
T DI=®HIC ontap-san” €L T

‘ontap-san-economy

CHAP 2—7'y b 1 Z2T—%—
=72 Lwv bk, useCHAP=true ®
BRIFMNETY, DI=DIC
ontap-san' € LT ‘ontap-
san-economny
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CDRTYTTIER SNz —2 L w hE. “spec.credentials’ D93 EF “TridentBackendConfig XD X 7w FT
ER SN2 T2 b

27w 72: fER 9 % “TridentBackendConfig'CR

CNTYERZEE D T £ L7 "TridentBackendConfig'CR. Z DI TI&. ‘ontap-san’ K 5 /N\—I|&.
‘TridentBackendConfig A FIC R AT TV b

kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

ATy T3: AT—3R A% LY 5 "TridentBackendConfig'CR

CMNT. TridentBackendConfig CR. RT—XAZHRTETXT, RDFZEBEBL T,

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

NI ITY RHEEICER TN, TridentBackendConfig CR,
71— XFROVWTNHDEZENDZ ENTEET,

* Bound : €® TridentBackendConfig'CRIZ/\w 7 T RICEEEMITHENTED. EDONY I IV RICIE
“configRef |ZE%E "TridentBackendConfig'CR @ uids

* Unbound: RIFAE ""s D TridentBackendConfig 7 7 0 MINYII Y RICNA Y RENTUVE
HAo IRNTHLLIER I E L7 TridentBackendConfig CR IET 7 AL T DT T —XICHD &
o Z7T—ANEEINTIRIF. BUOTUNDYRIZRZZLIETEEE A

* Deleting : F® "TridentBackendConfig"”CR® ‘deletionPolicy HIFR T2 & SICERESNE LT LD
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“TridentBackendConfig'CR DYHIBR I N2 &\ HIFRFIRREICBITLE T,

e NI IYRICKEAR) 2a—LUL—L (PVC) HEELARVESIE. TridentBackendConfig
Tridenti&/\w & T > R ¥ "TridentBackendConfig'CR.

e NwIITYRIZAIDULE®D PVC W EFEET 3154, HIBRIRREIZAD £, £ TridentBackendConfig'
ZFD#H. CRHEIBRTZT—XICADZE T, /N\wvI I R TridentBackendConfig'3 N T®D PVC HHll
PRENTRICOHHIRINE T,

* Lost: ICEBEMITB5NT=/NW U TV R TridentBackendConfig CRHAER> TEIIWEICHIBR S L.
‘TridentBackendConfig CRICIFHIFRS NN Y I I Y RADEBBAXLZ >TWVWET, 0D
“TridentBackendConfig"CRI&. “deletionPolicy ffifi,

* Unknown: Tridentid. BEEMIFTONINY I Iy ROREIEEFEEZHRITETEEA
TridentBackendConfig CRo 7o & ZIX. APIH—/N—HUEE LA VEER.
tridentbackends.trident.netapp.io CRD B'H D FH Ao ZHICIENADREIZAR ZAEEMD B
DET,

COERMET. Ny IITYRHNERBICERINE LT, BMTRIETE 3RMEHV O HBOET, "NvIT
> FOEHFCHIFR" -

(AF>3y) AFv 74 EHlEEETS
NI Iy ROFMBERZIIS T 2ICIE. XOOAT Y REERITLET,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£f60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

T5IC. YAML/JSONA > JZES T2 8 HTEXY, TridentBackendConfigo

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo BEXMNTULS ‘backendName &L T ‘backendUUID /N\wZI I RIi&,
‘TridentBackendConfig CR, & lastOperationStatus’ 74 —JL R, REDREDIT—X X%
#®LZXY, “TridentBackendConfig CRIFA—H—IZK->ThrUA—EN3 (FIZXIE. 21— —h' spec)
F7ldTridentiC& > TR UA—ENET (FFL XIE. Trident DBEBNR). BINEIFEKBOVTIAICAHD
£9, phase OBERDIKREZRLEFT 'TridentBackendConfig CR E/N\W I IV R, LEEDAHITIE.

‘phase fBIEBoundTJo DEND. “TridentBackendConfig CRII/NY I IV RICEEEMITONTULE
ER

F£179 3 MW TEF £ “kubectl -n trident describe tbc <tbc-cr-name>" 1 N> b OF DFMAEFEET BRI
Fo

FEMITONTENY I IV RZEHELIFHIRTZ LI TEFE A
@ TridentBackendConfig A7 T ¥ MEA “tridentctl. YIDBXFIEZIEET ZICIE
tridentctl # LT ‘TridentBackendConfig., "CHEH5&EZ BT L,
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Ny IIVRZEIETS
kubectl ZERL TNV I IV REBEEITTS
Ny O REBIRMEERITIBAAEICOVWTEEHLE I, kubectlo

Ny OV RZHIBRYT S

HIPR 9 5 Z ¥ T TridentBackendConfig. TridentiC/N\w oI Iy RZEHIFRMFIF TS ELSICIEBRLET (
deletionPolicy) o NY I IV RZHIFRT BICIE. deletionPolicy HIBRTALSICRESINTULE
Jo HIBRT BICIE "TridentBackendConfig. #79 deletionPolicy fRIFTALSICREINTULE
To CNUSED NI IV RDFELEBFEEL. UTZFEHALTEETEI 3 ARSI NE T,
“tridentctlo

ROAT Y REERITLED,
kubectl delete tbc <tbc-name> -n trident

Tridentid. SN TUL\/zKubernetes SecretsZHIff L #¥ Ao TridentBackendConfig. Kubernetes 1
—HF—F>—U Ly b )=2TvITRZEEDNHDET, >—UL v bZHIBRT D ESIFFENVET
o =Ly bE NyIIYVRTHERAINTLWAWVBEICOAHIRT 2HELHD £,

BEONYIIVRFZRTT S

ROAR Y FZ2RITLET,
kubectl get tbc -n trident

KITITBDEHTETFXY tridentctl get backend -n trident 7zl “tridentctl get backend
-0 yaml -n trident FEEITAIRTDONYIIVRDOUIAMZEIELE T, DU X MIIE.
“tridentctlo

NYIITYRZEHTS
NI Iy REBEHTIERIIEHREZI SN T,
* AML=C PRTFTLNDERBBRIEZEEINF LT, BERIBHRZEHF I SICIE. TridentBackendConfig’

AT CEEHITINERHD £, Trident |, IBEINI-EFOERBHREFERHL TNV I Iy
RE=BEICEHRL EFI, Kubernetes >—2U L w hEEHTBICIE. XOOAIYREERITLET,

kubectl apply -f <updated-secret-file.yaml> -n trident

* INSA—K (ERETNTLABONTAP SVM OL&HIARY) #EHTIMNELRHD T,

° EFITE XY TridentBackendConfig XD AV > R%&FEA L T. Kubernetes B TA IV TV 2 E
BEITLET,
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kubectl apply -f <updated-backend-file.yaml>

° 3 WE. BEFED "TridentBackendConfig XD 1Y > REFHALTCRZETLET,

kubectl edit tbc <tbc-name> -n trident

*NYIIYROEHFHERLILES. NV I IV RIEREBEOEHNOEBEO X FICHRD X
T, OJZRALTERAZRETBICIE. XOOAT Y REFEITLET, kubectl get
(:) tbe <tbc-name> -o yaml -n trident  F£7cld “kubectl describe tbc <tbc-
name> -n tridento

BT FMIILOBEZRELTEELS, BHIONYN Y FZBRITTEET,

tridentctl TNV I Iy REBEBEZETTS

NV I LTY REBIRERERITIBAEICOVWTETZLX I, tridentctlo

Ny IV RZERT S

ERE" /Ny VT REBET 7L ROOAIY Y REEITLE T,
tridentctl create backend -f <backend-file> -n trident

Ny IV ROERICKBMLIEZSIE. Ny I I FOBRICEENHD T, ROIVV RZRTIB L.
AJ %X RLTRRAZHETEE T,

tridentctl logs -n trident

HRET7AIOREEBELTEBIELES. create BEIY Y RZETLET,
Ny IIYREHIBRYT S
Tridenth 5NNy 7 T RZHIBRT 3I1CIE. ROFIEZERITLET,

LNy IITVREEBELET,

tridentctl get backend -n trident

2 Ny IITVRZHIBRLET,

tridentctl delete backend <backend-name> -n trident
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Trident RCDNY I T FASTAOES IZV T LIcAR) a—LERFT Yy T3y bREEE
(D)  #v3Ba. AvITVFEERTSL, HLURY 2 —LATOES 3 =0T SNBLAD
F9. Ny UTY R THIRR) ORETHELEIT T

BEONYIIVRZRTT S

Trident HB'E8E L CTWA NIV RERRTBICIE. ROFIEEZEITLET,

c WIEZEIS I AICIE. OOV REERTLET,

tridentctl get backend -n trident

CIRTOFMZEIE T BICIF. ROAY Y RERITLET,
tridentctl get backend -o json -n trident
NYIIYRZEHT D
HLWAYIIY BRI 7AIILZER LIS ROOAR VY FZERTLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T FOBEHRIVRBLIGZEIE. Ny I T FOBRICEEN D SN ELBEHZHITLEL . X
DIAXYFZ2RTT2E. AV ZRFLTRERZHETEX T,

tridentctl logs -n trident

RET77MILOBBZREL TEELS. ‘update BEIVYV FZETLET,

NYI IV RZFERIZRAMN -0 5 ZHAITS

CHIUIFJSONTEZRSNZERBOHTY, ‘tridentctr Ny I IR AT FOHI, THlE. jg1 >R
=L BRELNHZI—T0 )T+,

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

hidF. UTZEBRLTERSNIENY I IV RICHERAINE Y, TridentBackendConfigo

Ny oIy REEBA TS 3 VEEB#HT 3
TridentCNY I IV REBIEBIATEXIEFLFEICOVWTEUX T,
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Ny IIYRZBEEBTZHODF T3>

DEAIZ KD “TridentBackendConfig BIEE &, NV I IV REZEETZ 2 DOMBEDAEXFETES LS
ICBDELs CNUICED. ROTEEHNEL £

c Ny IITVRIFUTEZFERLTEMRTEFEXT tridentctl BEINSD "TridentBackendConfig?
c NWIITYVRIEUTZFERL TEMRTEE T TridentBackendConfig BIET BICIE “tridentctl?

B tridentctl ' NIV R%EMHETS "TridentBackendConfig

CDEIaVTIE. UTOFIETERSNIENY I IV RZ BB 3T-DICHERFIRICDOWVWTERAL £
9o tridentctl Kubernetesf > & —7 T — AW SEHEIEM T 5 Z & T TridentBackendConfig'# 7' = &
;o

CHUEPRDSF I AICERINEY,

* BIED/NYy U TV RICIE TridentBackendConfig BHER S, FN5IE “tridentctlo

*ERESNTFLWANY IR tridentcetl. 8 "TridentBackendConfig # 7 ¥ hHEFEEL £,
EE5DYFVATH. Ny IIYRIFFISHMSIFEL. Tridenth R 2 —LZR72a—I)LLTERELE
T, BEEEIICIT2 DOFERROVT MDA ZEIRTEFT,

* 5l EHEEA tridentetl CNZERA L TERSNINY I TV FZEBEL XY,

CHER LNy I IV R%ZE/NA VRT3 tridentetl " #FTLLY “TridentBackendConfig ¥, #3579
BCET. NWIIVRIERDELSICEEEINZZCICHEDFET, “kubectl ' ELTESTIEARW
“tridentctlo

BEONY I RZEEY B3 kubectl Z1ERR T 2HEN H D 9 "TridentBackendConfig BX:ZD/\v &
IVRINAYRLET, ZOHEADBEIIRDEED TY,

1. Kubernetes > —2 L v b ZERELET, >—2L v MIlE. Trdent XML —2 95 X2 —/H—EX
CBETBDICHERERBRIAZENTULET,

2. fEf 9 % TridentBackendConfig ¥, ZHIUIE. AL — IS5 Z—/H—EXICBET 250D
BENTED. FIOFIETIER NS =Ly FOIBREINE T, B—DORE/NFX—% BHIZIF
"spec.backendName. spec.storagePrefix. spec.storageDriverName . L) o

“spec.backendName BEZD /N I LY ROLRICERET IHENRBH D 9,

ATV NV IIVRERETS

% 1ERL S 31213 “TridentBackendConfig BEfZD /N 2 T RICNA Y R 31EEI1F. Nv I I ROER %R
BIBIRENHDET, COBITIF. XD ISON EXZFEALTNYIIY RIMER SN CIREL £,
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tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json

177



"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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27w 71: Kubernetes>— 2 L v FE{ER T 3

ROBNSRTESIC. Ny IITY ROEBERIEHRZ S Secret ZIERKL £,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

27w 72: YfEf 9 % “TridentBackendConfig' CR

RDATw FlE. TridentBackendConfig BEFEDCRICBEMIIC/NA Y FENS “ontap-nas-backend(
COBDESIZ)e ROEBHEHNBLINTVB I L ZRERL T IZTEL,

*BILNYIIYRAEDERZRINTULS spec.backendNameo

* BRI A—RIETONY I LY REFA—T,

RET—IL (BEETZIEHER) & TNV I IV RCRALIBF =T 2HELHD £9,
s BRBERIETIL—>TF X M TIEHR < Kubernetes Secret 3@ L TR I NE T,

C D&, TridentBackendConfig XD &K 51270 £7:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:

name: tbc-ontap-nas-backend

spec:

version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
dataLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25'
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident

tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

2ATw T3 AT —R X% MRY % “TridentBackendConfig'CR

Z D% TridentBackendConfig fERE N7
BELCNYIIYRZAE UUID ZRMSIZHBELRHD £,

180

e €D7x—XlF "Bounde Fic. BIFEONYVIIVRYE



kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e

Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

INw P IT>RIE. tbc-ontap-nas-backend TridentBackendConfig #{#&,

‘BIE TridentBackendConfig ' Nw I IV REMEATS “tridentctl

‘tridentctl fERCNIENY I IV RZ—ERRTDDICHERTEXT
‘TridentBackendConfig's & HIC. BIEEIF. XDESBNYIIVRZRLICBETR L
HTEFEXY, ‘“tridentctl HIFFF A YT 'TridentBackendConfig &L CTHEERT B
‘spec.deletionPolicy BRESNTULS ‘retain’s

ATV NV IIYRERETS

BIZIE. RONY TV RHROELSICER SN LE T, TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HAM S, “TridentBackendConfig IEEICIER SN, Ny I IV RICNAYREINTVLWET [NV IIVRD
UUID ZRESR L T IEE W)]o

2T W 1: FESE deletionPolicy EIMNTULWS “retain

DMEZ R THEL &S deletionPolicyo CNZERET DMENHD X retaine UKD,
TridentBackendConfig CRAMIBRENTH., NV I IV RDOERISEFDEFE%RD. tridentctlo

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5f82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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(D UTDBEERE. ROXAT v ICEXHEWVWTLEEL, deletionPolicy BREINTLS

‘retaino

27w 72: HIBR$ % “TridentBackendConfig'CR

RED AT v FlF. TridentBackendConfig CR, HEER&. “deletionPolicy 3%E TN TWL\3 retain HIfR %
EDHBZEHTEFED,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

it Fommmmmmmmemem===
Fommmmmmmmoososorrereememememeoememmm o S Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e Fommmmmmomoomomms
e Fom—————— fom - +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

o Fom e

P meseseeese e s e e s Pommmmmm== +

HIBR 9 S &. TridentBackendConfig'#4 7> =¥ b ZHIBRT D &, Trident (&/\v o > KBz ERICHIBR
IS BICA T2V bZHIBRLE T,

AL =205 ADEMEETE

AbL—=20 5 X%k T B

Kubernetes StorageClass 7 7> 7 bztEH L. A a—LDFOES 3 Z VI HE
ZTrident ICERTBRAML— IR ZERL £,

Kubernetes StorageClass* 7> 7 =7 %

Z D "Kubernetes StorageClass7 72 7 M ZDY Z RICFEHINS FOE Y 37— & L TTrident Z 55!
L. RUa—LZz7OEDa3a=>J 935 EZTrident ICERLET. HIZIF !

183


https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/
https://kubernetes.io/docs/concepts/storage/storage-classes/

=

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

=

BB"Kubernetes & Trident4 7 7 M A ML —S 0 S AR ED L SICHEERT 3D OFEMICDOWVWTIE.

PersistentVolumeClaim Trident BN7R) 2 —LEZ O 3 Z>J 3 HE%FHIEHTD/=HD/INT X—

o

AbL—=05R%2ET %

StorageClass 7 72 U b Z1ERL7Tc5. AL —C IS RZEHTEX T, [ARL—20T 20 VT
JVEBLEDEBLIEDTEZVWS DO DOERNABY Y FILERELET,

FIE

1. ThidKubernetes4 72T DT, kubectl Kubernetes TIERR L £ 9.

kubectl create -f sample-input/storage-class-basic-csi.yaml

TT—ILZRELTWVWBIET T,

kubectl get sc basic-csi

NAME PROVISIONER
basic-csi csi.trident.netapp.io

./tridentctl -n trident get storageclass basic-csi
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AGE
15h

Z N T. Kubernetes & Trident® /A IC basic-csi A L — 5 ADBRRI N

-0 json

Trident (/N TV R
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

by
"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggr2",
"aggr3",
"aggr4d"

ZARL—=USZ20H YT
Tridenti "“SEDNY I IV RAITOS VY TILBRA ML= 05 REE"

HBWE. RET S HTEF X sample-input/storage-class-csi.yaml.templ' ¥ X b—Z—|IFBD 7 7
ATIECEBEZIHEZET BACKEND TYPER ML —Y RSAN—&%EFERALET,
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AML=UOSADEE

BEOZANL— 95 2EFRLED. FT4IL DR L -2 45 2ER/ELED.
ZRL—S ISZAONY TV REBILED. RRL—2 2S5 2%BIBLEDTES
8

BEOIRNL—JUSRERTTD
* 377D Kubernetes A AL —2 5 XA ZRRTAICIE. KOO REERITLED,

kubectl get storageclass

* Kubermnetes A L —2 VS XDFMERRITSICIE. ROOAT Y RZETLET,.

kubectl get storageclass <storage-class> -0 json

* Trident ORIEASNIA L —Y 95X ERTITBICIE. ROOATY REETLED,

tridentctl get storageclass

* Trident OREIFAZA L —2 S5 ADFFEMERTIT SICIE. XROOATY Y REEITLED,
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tridentctl get storageclass <storage-class> -o Jjson

TIAILMDAML—C OS5 R%ZRET S
Kubernetes 1.6 Tld. T 74D ML —Y U5 XERET N EBMEINE LTz, ThiF. 12— —
DXFEAR) 2—LER (PVC) TAML—2 I RAZIBELBWVEEIC, KR a—Lz7OED 3 =Yy
TREDHDIERTINZINL—Y U5 X T,

T/ T=a ERELTTIFILEDA ML —U U5 X% EEL £ “storageclass.kubernetes.iolis-

default-class A kL — 5 AEE T true ICREL £9, ARRICENIE. FOMOEE-ILERO K0
|d false & LTHERREINE T,

*ROARVFZFEALT BEORX ML =Y ISRZT T4 DAL =2 ISR ELTHERTE X
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ERRICC ROAR Y FZFERLT. 774 MDA ML—2 IS RFRZHIFTET X I,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'

Tridentf YA b—5— NV RILICH. COFRESTHLHD 9,

ISR —NIC—EBICEETEZTI7AHIL DR NL—2 5 RIF 1 DF2F T,
Kubernetes Tld. FMTMICIZEROI ML —2 95 XEZFH O EZZIELTVLWEEAD. T
THILEDRARL—=2 9 ZADNFE 0K FELEVWHDDOESICEIEL T,

ARL=S0ZZON YOI REHANT S
ZNIFISONTEZ ONBDERDH TY, tridentctl Trident/N\w oI IR ATV OB .

ATV TAERINCA VA =T ZURENRHZBELHD T,

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]’

AML—=S0Z2A%HIBRT S
Kubernetes "5 X hL—2 U5 X %HIBRT 3I1CIE. ROOAT Y RERITLET,

kubectl delete storageclass <storage-class>

‘<storage-class> A L —T U S RICBEFTRR Z2MBELNHD X9,
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CDAML—2 S REBBELTEER SN ER) 2 —LIZFDOFF5ED. Tridentic &> TSI BES
nxJ,

TridentidZE B Z 5851 2 fsType fER S NZ R ) 2 —LICXF L To iSCSINY T IV RDIF

@ B, BEIT DI R INE T parameters.fsType StorageClass o BI7FDStorageClasses
ZHIBR L T. “parameters.fsType 8 S 7=

ARYya—Lp7OES 3 Z VT BIE
A)a—LZx=7OES3Z>993

MR & 17z Kubernetes StorageClass ZfH L TPV ADT7 I X E2EKT 3
PersistentVolumeClaim (PVC) Z{EB L £ 9o D&, PVZRY RICYI FTEX
ERS

BE
H "R 2— LU L—L"(PVC) I&. ¥ Z AKX —_LD PersistentVolume NDT7 7 AEK T,

PVC I&. HEDH A XFXHLIET /LA E—ROXML—CEERTZLSICEBRTETEY, BEEMITONE
StorageClass ZfEAT 3 & 75 XX —EEEIS PersistentVolume D1 XX 77X E— REEIFTERL.
NT—=IVZAPY—ER LRILBEDHFIEBHITRET,

PVC ZfER L7c5. R a—LZzRyRIINTYFTEXT,

PVCZ{ER 9 %

FiE
1. PVCZ {ERR

kubectl create -f pvc.yaml

2. PVC RT—2R=HERLE Y

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1G1i RWO 5m

1L R)a—LERYyRICNTRNLET,

kubectl create -f pv-pod.yaml
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(D EHRRISU T CHEEETE XY, kubectl get pod --watcho

2 R)a—LHIYIVEEINTWVWEZ %R T S /my/mount /paths
kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. INTRY FZHIRTEE Y, Pod 7FVTr—> 3 VIFEFELBRCAD XTI R a—LIdFED T,

kubectl delete pod pv-pod

HOFINR=ZT X+
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PersistentVolumeClaim 4> ILY =7 X bk

INS5DRE. BARRG PVCHEBRA 72 3>ZRLTVEY,

RWO 77+ X4 & PVC
CDFITIE. RWO7 Ut X% DOEKRMAPVCH. StorageClassiCEE[FITSENTWE T, basic-

csio

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe/TCP ZfEF L 7c PVC

CDFITIE. RWO7 Ut XZFDNVMe/TCPOEARRGPVCZRL THED. ChidStorageClassiCEaE
FFoNTWEY, protection-goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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Ry RIYZTzAbOH>FIL

CNS5DRE. PVC ZRy RICEHK T 37D DERNLBEBRZRLTULWET,
BARE

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

EHAHZNVMe/TCPHERL

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

Zi8"KubernetesE Trident4 7 7 M XA ML= 0 SR ED L SICHEERT 3D OFEMICDOWVWTIE.
PersistentVolumeClaim Trident 7R 2 —LZ 7O 3 2> I T23HZEZFIHTD/=HDINT X —
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o

R a—L%ziiskd %

Trident I, Kubernetes 1—H'—|ZR) 2 — LZ{ERERICHRE T 2REEER IR L F

9, iSCSI. NFS. SMB. NVMe/TCP. KLU FC R a—L%ZHLRT BT-DICHNERIE
FICEEd 3 iEHmE B DT £,

iSCSIZR) 2 — L %HERT D

CSI 7OE Y 3+ —%{EA L TIiSCSI KR 2— L (PV) BIETEET,

@ iISCSIZR ) 2 —L¥i5RIE. ontap-san. ontap-san-economy . solidfire-san’FZ 1 /\—&
Kubernetes 1.16 LIEHDHRET I,
27w MR a— LR Z Y R— 35 K 5ICStorageClassZ #K 9 %

StorageClassE&EZ#RE L T. allowvVolumeExpansion 74 —JLRA “trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True

Bf7F D StorageClassDiz&l&. “allowVolumeExpansion' /N5 X — &,

27w 72: ¥ERY L 7=StorageClass TPVC = ER § %

PVCEZZIRE L TEH L £ 7 "spec.resources.requests.storage 1 LK FL T2 1 X RM T 375, TT
DHAXEDBHKRELTIRENHD £7,

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident I&k&iR ) 2 —L (PV) Z1ER L. FNE CDXKEARY 12— LER (PVC) ICEERFITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

2Ty S PVCEET DRy REeEERT D

YA XZZETBICIE. PV ERY RICERLET, iISCSIPVOYAXZEETZIHE. XRD2D2D>F1)
ITHBOET,

* PV ARy RICESHEINTLWBIES. Trident XA L= NI IV REDRY) a—L%xIERL. TN
A2R%ZBIXTXTv > L. Z77MILRTLDODYA X EEELEFT,

CTRYFEINTWLWAEWPYDHAXEZTELLSETDE. Trdent XA ML— NI IV ROARY 2
—LEIERLE T, PVC ARy RICNA > REIN/E. Trident 3T N1XEZBIXF*v¥> L. 771>
AT LDY A AEZZELET, ILRIBEDEREICTT 5. Kubernetes | PVC 1 X2EHL X T,

CDFITIE. san-pvco
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

2T w74 PVEIEET 3
ER S NTI=PVOH A XZE1GIH B2GICEE T BRI, PVCEEZIREL T,

spec.resources.requests.storage 2GiX To

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

A7y 75 HRERZIREE T B

PVC. PV. 8&UTrident’R) 2 —LDY A X=zMERI 5L Ty IBRMNMELSBBELICHESHZHEE TS
9,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

FCR) a—L%=IET S
CSI 7O Y3+ —%EALTFCXERY 2—L (PV) 2ILETET XY,

@ FCARY 2 —LDHE5RIZ. “ontap-san’ RS /N\—TdbD. Kubernetes 1.16 LUEHNNETT,

27y R 2 — LIEsE% H7R— b9 3 & 5 ICStorageClass Z #8/d %

StorageClassE&EZ#REL T. allowvVolumeExpansion 74 —JLREA “trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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BIfF D StorageClassDiZ & 1&. “allowVolumeExpansion' /N5 X —4&,

27w 72: ¥ERL L 7=StorageClass CPVC % {ERL § %

PVCEZEZIRE L TEH L £ 9 spec.resources.requests.storage i LK FLIT 31 X RMT 37, TT
DHFAXEDBHREILTEIBRENHD XY,

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Trident (Fk &R ) 2—L (PV) Z1ERR L. €% CDXER) 2 —LER (PVC) ICEEEMMITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

2TV T3 PVCEIERTZRY REEERT D

YA XZZTETBICIE. PVERY RICEHKRLFT, FCPVODYAXEZEETRHE. KD2D20>FUA
HHbhxEd,
* PV ARy RICEHINTWVWRIES., Trdent FXASL—S Nw O IV REDRYY a—L%xIEL. T/
A 2RFZBIX v L. 770NN RTLOYAI%ZZTELET,

*TRYFEINTUVWRVWPY DY A IZEELLSETBHE. Trident FXAL—I Ny I TV ROKRY 2
—LZHERLET. PVCHRY RICNA Y RENTE. Trident 3T NARXZBIXFv> L. 7711
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AT LDY A XEZZEL XY, ILRIBEDNERICTET 95 . Kubernetes [ PVC 1 XZEHL X,

CDHITIE. san-pvco

kubectl get pod
NAME READY STATUS RESTARTS AGE

ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—-protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

2T w T4 PVEHLEET B
ERLENT=PVDT 1 X Z1GIH 5 2GIICEE T BICId. PVCEZERE L T,

spec.resources.requests.storage 2GiX To

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

A7y 75 HRERZIREE T B

PVC. PV. 8&UTrident’R) 2 —LDY A X=zMERI 5L Ty IBRMNMELSBBELICHESHZHEE TS
9,
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e
e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e
fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=
fem======== e Bt fmm====== fememe==== 4

NFSR) 21— L %R T D

Tridentid. 7O a=>J ENENFSPVDRY 2 —LEEEHR—MLZEXJ, ontap-nas. ontap-
nas-economy . ontap-nas-flexgroup. gcp-cvs. < L C ‘azure-netapp-files’'/\'wv oI K,

27w MR 2a— LR Z Y R— 935 K 5 ICStorageClassZ #Kd %

NFSPVOH A XZZETBICIE. BEEIFZET. A a—LILREAIEICTRIEDICANL—U ISR %ZER
ETRINENHD ET, allowVolumeExpansion 74 —JLREA “true:

cat storageclass-ontapnas.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontapnas
provisioner: csi.trident.netapp.io
parameters:

backendType: ontap-nas
allowVolumeExpansion: true
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COFTLaYvEFEAETICTTICA ML =2 S RZ2ER L TVWRIBERIR. BIFOX ML —U0 5 X ZiF%E
T3 TEAET, kubectl edit storageclass 7K J 2 — LDILEREFEEICL £ 95

27w 72: YERL L 7=StorageClass CPVC % {ERL § %

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

Trident & Z @ PVC ICx LT 20 MiB @ NFS PV Z{EfK T A3 HREHLH D 7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

257w F3: PVEIET 3
#FTL <{ERL L 720 MIBOPV%Z1 GBICH A XZETBICIE. PVCERELTERELE T,

spec.resources.requests.storage 1 GIBX T:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

ATy T4 HERZIREET B

PVC. PV. 8&UTrident’R) 2 —LDY A XZMERT 5T YA XEEHEL IThNfch &S hzhE
A CEETo
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

T Tttt o= P
Fommmmmmm== e mat e e o= Fommmemm== +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e SLEEEEattatt et o= o=
Fommemmomo= B e Fommemmo= e +
| pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |
Fommmmmcmmsmerrrrrrrrrrers s s e e em o S o mecemeoes
Fommmmmmm== et Pommmmm== o= +
MAZE

BEOXNL—URD a— L% Kubernetes PVE LTA ViR— R 331213
tridentctl importo
BErZEEE
R a—L%ETridentiCT Y R— b T332 ROLSBHENESNE T,
TV —=avEIAVTHEL. BEOT 42ty cEBRATS
s —BR T IV = aviiT—A2tEy OO —>%FERT S
s BEMNFELE L f-KubernetesV S A X —%=BIEHET S
s KREEIREFICTT IV —2a>T—42%%79%

EEEHE
R a—L%EAVR— T 3E1IC. ROERFBEZHERL TLEEL,

* Trident I&RW (FiHEXD/E FiIAH) 1 TDONTAPRY 2 —LDH%Z AV R— M TEEXT, DP(T—RR
&) 21 TDR) a—LlE. SnapMirror DIEHR) 2 — LT, KR a—L%&Tridentic1 > 7R— 3 3H)
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IS S5 —BRRZHERTIVENDD T,

TOTATBEHRBLTR) 2 —LZEAVR—bTB2EEZEBMOLET. 7O T« TIEATNATVS
Ra—LZzAYR=—rF3IF R)a—LDI7O—2ZERLTHSAYR—FEZRITLET,

C U3, Kubernetes BRI DE Rt ZRAE S 7T« TBARY) 2— LRy RICHEIC
(D ##cssr0. TV RU1—LOBBICBIEETT, UKD F— 2/ AT
BATREIEDD D T

I L "StorageClass'PVC TIEE T IHUENH D £IH. Trident (&1 V7 R— MEFHCZDINT A —R%Z(FE
BLEFEA, ANL—U 5 RIE R a—LDEREFIC. A L—JFMICEDWTHIARER 7L
W EFEIRGTBTDICERTNE T, A a—LISBHIFEET 37O 1 VR—MRICT—ILZ&ERT 24
BEHDEHA, LIcH>T. PVC TEESNIEIA ML =Y IR E—HBLBWNY I IV REIZT

—JLICAR) a—LHWEFEETIHETH. 1 VR—MIKBLEFE A

BEOR) 2a—L YA ZIDRESN. PVCICKRESNE T, RUa—LHAML— RSA4N—ICLD
TAH VR— I, PVC AD ClaimRef #{EH L TPV AWMERINZE T,

o UK > — I3 HEASRE Tl ‘retain' PV TiE, Kubernetes W PVC & PV ZIERICNA VY RT B E.
BAARYS—EA ML =05 20BRBAR) D ——RITB3ELS5ICEFSNETD,

c AL =205 ZDERY 2 —H "delete’ PV BEIBRENB &0 A bL—2 R a—LBHIBRESIh E
ERS

T 7 #JL N Tl Trident [SPVC ZEIE L. /\v 7 I RDFlexVol volume¥ LUN D&RI%#ZEL X7,
HERINIERTZEDNTEZXY —-no-manage BIEEINTUVWAWRY 2 —L% AV R— T30 D7
>4, $RA$ 3188 --no-manage ' Trident I&. 7T hDSA TH 4 2I)LHIC PVC £71E PV ICKt
LTEMDRIEEERITLEEA. PVHHIBREINTHRA ML= R a—LAIHIBKREINS., RUa—LD
20— R) a—LDY A IZELREDMDIRELEREINE T,

COATaviEz. AVTHEENicT—2-0— RIC Kubernetes Z AT 30\ ZhUst
DB B Kubernetes DAEITR L —Y KU 2—LD51 7412 L& EEBT HHAI
BT F T

PVC & PV ISERMEMINEF T, FRICIE. R)a—Lhor>R—bIhicl&. PVC X PVH'E
BEINTVWBRHESIDZRITEVND 2 D0EMNDHD T, COFRIEEXIFHRLBEVWTLEE
Lo

R)a—LZzAYR—Fr9%

ERTE X9 “tridentctl import 7R 2 — L% >V R—bkLE T,

FIE

1.
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KR a—LoL—L (PVC) 774N EERLET (Bl : pve.yaml ) ld. PVC OIERICERINE
To PVCT7AINICIEUATZEHZIHNEDLH D £9 name. namespace. accessModes. €L T
storageClassName, 74 23V TEETE X7 "unixPermissions’PVC E& Tldo

R sMEEROBITS,



kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: my claim

namespace: my namespace
spec:

accessModes:

- ReadWriteOnce

storageClassName: my storage class

(D PVERR) 2a—L A XBEDEMNSA—R2EEHBWVWTLLIEETV, chutLb, 1>
AR—bF ATV RDBEKRTZA8EMELHD £,

2. f£F3 “tridentctl import R1) 2 —LAZFLTrident/Ny VTV RO&FIE. AL =Y EDRY) a—L%z—E
23R 9 2401 (: ONTAP FlexVol. Element Volume. Cloud Volumes Service/XX) Z38ET 5 ATV
Ko #D -FPVC 77 A IIADNZAZIBET BICIIFIHEHIRBETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

il
PR—FINTVBRESAN—IZDVWTIE ROKRY) a—L A VR—-bIZREEL T T,

ONTAP NAS & & TU'ONTAP NAS FlexGroup

TridentidR) 2 — L1 VR—brZHR—FLTEHED. ‘ontap-nas’Z L T “ontap-nas-flexgroup’ K 51 /N —,

* Tridenti&. ontap-nas-economy K Z-1/\,

@ * Z® ‘ontap-nas’ % L T ‘ontap-nas-flexgroup’ R 54 N—IFEE LR 2 —L&AZHFATL
FtAo

R a—LlE. ontap-nas’ RS /\—I&. ONTAPY S XX EDFlexvol volume 9o FlexVolRl)
A—L%AVR—bT3ICIE “ontap-nas RIAN—IERELCESICEELEX T, ONTAPY S RXAICT TIC
FEET BFlexvolRl) a—LALid. ‘“ontap-nas PVC, [E#kIC. FlexGroupR!) 2 —ALIFRDE S ICA >V R—
FTEXY, ontap-nas-flexgroup PVCo

ONTAP NASOD
TS, BENRA) a—LEBENRNR) 2 —LD1 VR—bDFHIZRLET,
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BIERY a—L
RDFITIF. managed volume ' /NwI IV RT “ontap nas:

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

e tomm - fom -
fomm - o e pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
o fomm - fom e
fomm o fomm fo—m +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard

file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |
o fo—m fom -
fomm o fomm - fomm - +

BIEINTULWAWLWRY 2—L4

fEA Y B --no-manage 51 BHMEE SN TULARLWEE,. Trident (3R 2 —LOZEEZEL ¥t
Ao

RDOFTIE. “unmanaged_volume @ “ontap_nas /\w o T2 R:

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o e o
e R e tomm tommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
T tatatat e T PP tomm - o
fom - et ettt tomm - tom +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491ald4a22 | online | false |
- e o
pom - e ettt TR e tomm - tom o +

ONTAP SAN

Tridentid R ) 2 — LAV R—bZEHR—FLTHED. ontap-san (iISCSI. NVMe/TCP. FC)E & U ontap-

san-economy RZ41/\—,
Trident (. B—® LUN ZZ L ONTAP SAN FlexVol/RY 2 —L%EA4 VY R—FTEEXJ, CHld. ontap-san

RS NIFE. & PVC ICX3 L TFlexVol volumeZ {ER L. FlexVol volumeRIZ LUN Z{ERY L £9, Trident
I&FlexVol volumeZ 1 >R— kL. €M% PVC E&EICBEIEMITE T, TridentiFEA TE S ontap-san-
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economy B ® LUN Z2T R 2— L

ONTAP SANOD
UTFIC. EBWRA) a—LEEEBWRAR) a—LDAVR—bDOFIERLET,

BER)a—L

BIEWNRA) 12— LDIFE. TridentidFlexVol volumeDEEI% pvc-<uuid> FlexVol volumeRD 7
F—< v bELUNZE " 1lunOo

ROFITIE. ontap-san-managed FlexVol volumeld. ‘ontap_san_default /Ny T2 R:

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s femem==== R e
e L s frommmom e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - fom -
fremsmm=a==s et R fremmmemm=s I
| pvc-d6eedf54-4e40-4454-92fd-d00£c228d74a | 20 MiB | basic |
block | cd394786-ddd5-4470-adc3-10c5ced4ca’57 | online | true |
fossssssssss s e sess s oses oo sssssssss s fremem==== fossmessmemae==
fem======== e fem====== fememe==== 4

BEINTLWARWLWRY 2—LA
ROFITIE. “unmanaged _example volume' E® “ontap_san'/\w o T R:

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
e e e S S e L e
et ittt o= S et +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
ittt S et o=
e —————— e ————— f———————— f————————— +
| pvc-1fc999c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | e3275890-7d80-4af6-90cc-c7a0759f555a | online | false |

f———— f——— e
e e e o e ee Fommmmmo= S +

ROFUTTT L& SIC. Kubernetes / — R IQN & IQN ZHE T 3 igroup ICX v TE N7 LUN B 35515
KDITZ—HFRKRENET, LUN already mapped to initiator(s) in this group. Rl a—LA
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ZAVR—bTBICIE AZ2IT—2—ZHIBRT 3D LUNDI Y TZHEIRZT2HENDHD XT,

Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0

unmanaged-example-igroup
mixed linux ign.1994-05.com.redhat:4c2elcf35e0

BR

TridentiZNetApp ElementY 7 k7 = 7 & NetApp HCIZR ) 2 —LDA Vi R—r&EHR—FLTWVWET,
“solidfire-san” K 51 /\,

Element RSAN—IZEE LR 2—LEZEYR—ELET, /2L, R a—LEAHEE
(D) LTL3BA. Tident ET5—2ELET, ERHEL LT, KU a—LDOIO—> %
L. —E0R)a—L&AEIEELT. 7O0—->yEnfAR)a—L%EAVR—cLET,

E=ENOLY
RDFITIE. element-managed /N\W I IV R®DR)a1—L “element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

- fom—————— fom e
fomm - o fommm - fommm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
sttt fomm - fomm -

fom - o fom - fom—m————— +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
o fom—————— fom e

fom - it et et fomm - fomm - +

Google Cloud Platform

TridentidR) a— LA VR—brZHR—FLTED. “gep-cvs' RF1/\
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Google Cloud Platform TNetApp Cloud Volumes ServicelC & > TN\ I 7y FENfcR) 22—

@ LA YR—b93IC1E R)a—L NZATHR) a—LZ#HNLET. R a—LNRIF R
Ja—LDIVRR—ENZAD : /o TcERIE TV RR—E/NZH10.0.0.1:/adroit-
jolly-swift 7R 2a—L/NRIF “adroit-jolly-swifto

Google Cloud Platform M

ROBITIE. gep-cvs NV I IV RODRY a—L “gepevs YEppr 7R a—L/NAD “adroit-jolly-
swifto

tridentctl import volume gcpcvs YEppr adroit-jolly-swift -f <path-to-pvc-
file> -n trident

o e it fom -
Pommmmmmm== Sttt Pommmmm== o= +

| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmmmemsmesesesese s s s s e ss s o= P
Fommmmmomoe B Fommmmmoe e +

| pvc-ad6ccab7-44aa-4433-94bl-e47£c8c0fad5 | 93 GiB | gcp-storage | file
| ela6e65b-299e-4568-ad05-4£0a105c888f | online | true |
e R Frommmmom= Fommmmmcemoomo=s
Fommmmmmm=s it Fommmmm=e Pommmmmme= +

Azure NetApp Files

TridentidR) 2 — L+ >VR—bEHR—FLTHOD. “azure-netapp-files’ K 1 /\,

Azure NetApp Files7h) 2—L%Z A VR—FF 3121 R a—L NZATHRY 2a—L%Z#HFIL
() &9, RUI—LARE. KUa—LOTIRE—FARD /0 LRI IV FARM
10.0.0.2:/importvoll /R a—L/VRAIE “importvolls

Azure NetApp Files D4

RDOBITIE. azure-netapp-files NV I IV RDR)a—L ‘azurenetappfiles 40517 7R a—
LN Cimportvolls
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetApp Volumes
TridentidRN) 2 — L1 >R—brZzHR—FLTEHED. "google-cloud-netapp-volumes' K Z 1 /\,

Google Cloud NetApp Volumes D%

RDOBTIE. google-cloud-netapp-volumes /NI LY RDRJa1—L “backend-tbc-genvl R
1—LEEHIC “testvoleasiaeastlo

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

fossssses s s ss s o s oo s sss s s Fremmmemm=s
fossssssss=ssssssss===a fememmm==== fes=ss=ssssscscscssossssssssssssssssa=s
e fro— e +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e ) e fro— e
fosssssssssssesessae=s R fessssmsss s e s ss s oses s s s ess
f=m====== fememe==== 4

| pvc-a69cdal9-218c-4caf%-a%941-aeal05ddl3dcO | 10 GiB | gcnv-nfs-sc-—
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

i e e e e e fro— e
B femsm=e==== fessssssssssssesessososssssssssss o=
f=mm==== fememema=a +

RDBFITIE. “google-cloud-netapp-volumes' B L) —2 3 IZ 2 DDOR) a—LHDEFEETBZHEDHR) 12—
Iy
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4caf%-a9%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

R)2a—LBEINILZENREIAXT DB

Trident ZEA T3 & fER LR 2a—LICEKDHZLEIEINILEZEDHTZ L
NTEET, CHUSED. RUa—LZFHBL. EhENd Kubernetes VY —X
(PVC) ICRICY Y EYITERLSICBDEFT, NwIIVR LRILTTFVYFL—F
ZEELT. AREAL R a—LBENRARL FRNIVZERTEZIEHTEET, F
B 1 YR—b. EE7O0-—2%ZFERTEHR) 2a—LIFITRTT L — MMIZERL
x93,

F%R 9 BA0IC

HREAIA XAJRER R 2 — LB ETNILDOYR— |

1. R a—LDERK. 1 >R— b LU 0O0—#1E

2. ontap-nas-economy R Z 4 /N—DHFE. Qtree R 2 —LDHF DAL EFI T FTL— MIEHL X T,
3. ontap-san-economy RS 1 /N\—®DFE. LUN BDHFHEETT>TL— MIEHML X,

HIfREIR
1. A RETA XGJEEHRAR) 2 —L%IE. ONTAPA Y TFL I X RSAN—DHEBENRHD £,
2. hRAAIA XAReHARY 2 —LBIFEFEOR) 2a—LICITERAINEE Ao
AR A XEJEERAR) 12— LD ELREE
1. BRIT> 7L — FOEBXDENTHZ-DICEEIRELIZEE. NV IIY ROERIIKBLET, -
L. 77— rOBEANKBLIIBE. KU 21— LIFBIFEOMERAICHE > TEaIMMtFonE 7,
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2 Ny IIYRIBROLEI T IL— hEFERBLTRY a—LIC&RIZ[HIT35E8. ANL—STFLTaw
JATBRINEF A RERTSL T v IRMEZTVTL—MIBEHEENMTEET,

BRITOTL—bESNIVEZERLIENY 7T RO
NARARLZT>TL—ME L=k LRILELET—IL LNILTEERTEF T,

L=k LAXILDOF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",

svm": "svmQO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ
estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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T=ILLARILDF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

&eiT> 7L —kOf
fi1:

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

fl2:
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

ERINETR

1. R)a—LDA 2V R—FDFE. BEDOR) 2a—LIBEDOERDIRILLH ZBEICOHFTNILHEH
INEd, HIRIL: {"provisioning™":{"Cluster":"ClusterA", "PVC": "pvcname"}} o

2. BEEMRA) a—LDAYR—FDIFE. R a—LBIENYIIYRERDIL—F LRILTERINE
BRITVTL— MIREVWET,

3. Trident (3. AbL—2 FLT4 v I RNEDRFA RBEEFOFRAZTR—FLTULEEA,

4. FOTFL—HMIE2T—EBDRY) a—LEBEDPERTNARVIEE. Trident X5 VA LEBNFEE WL DHE
MLT—EDR) a—L&%=ERLET,

S NASITO/Z—R)a—LOHRELEDEEIH 64 XFEBZ2HE. Trident IZEIZEDMAIRAICHE
STHRY a—LICEBIZHITET. TEOMDIRTODONTAPR S0 /N—Tld. R a—LEHIZEIFIERE
Bxdc. R)a—LERZ7OCFIKKLET,

ZEIZERBTNFSAR) 2a—LZ2HBETS

Trident AT 3. TS TUABZERBICARY a—LEERL. ThE 1 DULEDE
AR )ERZEBTHETEET,

Fae

TridentVolumeReference CR Z Y % . 1 DL ED Kubernetes & HiZEfEIE T ReadWriteMany (RWX)

NFS R a—LERLIHBETEFET, ZD Kubernetes %1571 7 VY Ua—>3villd. ROFERHD
9,

X AT A EERTDIIZHDEBLARILOT U1 XHIE
* IARTDTrident NFS R 2 —L RSAN—TEELET
* tridentcti® Z DD IER 1 T+ T Kubernetest&ae | Z &k 7E L 2 L)

CDOEIE. 2 DD Kubernetes ZHIZERBBITOD NFS R a—LOHEBERLTWLWETS,
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prmay @)
namespace

o -
=1 :
pv 1
]

________________________

namespace

TVol €—p» TVol

1
1
]
1
1
secondary |
1
1
1
1
1

=
3
2

.......................

TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

J14v0 A2—+h

HDEDNMIRXTYTTNFS R a—LHEFZRETETET,

o AR)a—LzHEITEZLSICY —XAPVCEZIERKT S
YV —2ELBERBOFREEIZ. V—AXAPVCHADT—RICT IR TIERZNHSLET,

9 B BAIZERIC CR 21ER T BHERE{T5T %
9528 —EBE(X. FBRLEBOFREEIC TridentVolumeReference CR = {Ef 3 2 1EEZ 5 L £ 9

e FE S BIZEfIC TridentVolumeReference = 1ERL 9™ %
EHBHIZEROFREEIE. YV —X PVC 28889 3 7= D TridentVolumeReference CR Z1ER L £ 9,

o SEALEIZEMICIEBPVCZ ERL T %
WHELHIZERDFABEEIE. V—APVCDT—R YV —XEFERT3-HICHERE PVC ZERRL £9,

V=R EREDBRZERMEENT S

tXall T« 2RI BICIE. BEIEFBOEBICIE. V-XAAZERMOMEE. V5 X2—EEE, LU
SEELRIZERDOFFBEICE2ERL T ayhRETY, EATyITaA—H— O—-IHEEENE T,
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FIg
1.V — 2RI OREE: PVCZER S % (pvel) &Y —XAFIEMICER L. FBABEIZEREHEET S
MEPRZ 5§ B (namespace2) ZfEMA L T "shareToNamespace 7R

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident |ZPV £ EDNY I IV RNFS AL —U R a—LEERLEF T,

c OAVIREYIODU R+ ZFEHAL T, PVC ZEHBOLRZEBMTHEETE X I, AIRIF.
trident.netapp.io/shareToNamespace:
namespace?2, namespace3, namespaced o

@ c FRTOLBZEMICHETBICIE. *o BIRIE.

trident.netapp.io/shareToNamespace: *

° PVCEE# L T. “shareToNamespace WD THERE[LIFTZZEHTEFET,

2. )5 22 —EBE: BALALREROREEICFELLFIZERIC TridentVolumeReference CR = ER 9 % 7=
DHERZMS5 T 37O DEY)A RBAC BREINTVWBR e #REL T,

3. FEEALBITEDFAEE: VY — R&B1ZER % 2B 9 % TridentVolumeReference CR % 3585c 4RI ZERIIC{ERK L
ia-o pVCl o

apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace2
spec:

pvcName: pvcl

pvcNamespace: namespacel

2z

4. LI DRBE: PVCEZIER T (pve2) ZEIBIBHIZERMIC(namespace2) ZFEHRAL T
“shareFromPVC iX{S7t PVC %X 318E 9 2 - DT,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?2

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

() 5% PVC DY 1 Xid. HMET PVC DY A AU T THBUELNBD £7,

ER

Tridentld “shareFromPVC %B4 PVC IC7 ./ T—>a > %EBML. Bk PV %EZ. V—X PV %#iELTY—X PV
AhL— )Y —2&2HETZ, MEBOXML— VY —XE5FH-HRWVEBR) 2 —LE LTERLE T,
B PVC & PVIIEEICNA Y RTNTWBESICRBZRF Y,

HER) 2a—L%ZHIFBRT S
BHOLIZERBTEEINTUVER) a—L%HIRTEEd, Trident ix. V—RXEGRIZEBEDR) 12— L4

NDT7 7 ERZHIBRL. R 2a—LZ2HBET3MORAZEBADT7 IR 2L E T, RUa—-LZBRY
BZINTOLAMZEMDEIRENS & Trident (IR 2—LZHIFRLE I,

£/ “tridentctl get EB R 2 —L%Z BT S
EALC[tridentctr A—F 4 VT4 2RTIDE. getBARV 2—LERIEITZITV R, FMICDOWVWT
& D) >0 %EBE L TL £V trident-reference/tridentctl.htmi[ tridentctr A< Y R A 7> 3 V]

Usage:
tridentctl get [option]
7359
* °-h, --help:RUa—LDANLF,

* ——parentOfSubordinate string: ZITUEREBY —X R a—LICHBEBLET,
* —-subordinateOf string: AU a—LDTFUICIZITUZHIREL £,
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HIPREIE
* Trident (. SERBAIZEMDIHERR) 2 —LICEZTATDZRC LRI TEFREA. HBER) 2 —LDT—

AREEZTTNBVEDICTRICIE. 770l Oy IR EOMOTOCRZERATIHENHD F
ER

* YV —ZXPVCADT Ut RXiE. “shareToNamespace' % 7| “shareFromNamespace ;X R HIIFR
“TridentVolumeReference’CR, 727t XZEXDETICIE. 18 PVC ZHIRR T 2WELRHD £7,

*EBAR) Aa—LTIERFy T3y, 70—>. S5—U2JIFETTEEE A
ES I EE
JORZ—LAR—RARN) a—LT77CXOEMICDOVWTIE. UTEZBBLTLETI L,
s AR EIZERRI TR 2 —LEHETZ: JOXR—LAR—ZAR) a— LT 71 ZDEIR",
cTEERD "V RT VIV,
ZEIZTEREBZ TR a—LxERTS

TridentZz{FR 9 % . B L Kubernetes 75 XX —HADFIDEBIEBDEEZEDR) 21—
LFERERY 1—LRF v T2y FEERLTHLLWERY 2— LEERTE 7.

AIFESRAF

R a—LZBRTBZHIC. V—REBIRDODNYIIVRAPBEILZATTHD. AILRAML—2 U5 X %Z2H
D2TVWB I ZzMRBL TSV,

@ ZRZEM%E £-NB 20— EmIE. “ontap-san'Z L T ‘ontap-nass A kL — RS54 /V—,
FANDERIO—VIFHR—FINTULEEA,

o4y Y 22—t

DI RTY T TR 2a—LOI7O-2ERETEET,

o R a—LEENTIEHDY —IAPVCEERT 3
YV —2ZHIERBDFABEEIE. V—APVCHDT—RICT IV AT 31ERZ{FSELET,

9 B BAIZERIC CR 215§ BHERE {59 %
952 —EBE(X. FBRLEBDOFREEIC TridentVolumeReference CR = {Ef 3 2 1EEZ 45 L £ 9

e FE S BIZERIC TridentVolumeReference = fERL 9 %
LA EROAREEIE. VYV —X PVC BB T 378 TridentVolumeReference CR Z1ER{ L £9 6

o B BBIZERGIC o/ O0— Y PVCEER T B
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BI31ERZ([I5 L %9 (namespace2) %fEMH L T cloneToNamespace ¥R,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Trident 3PV & ZFDNY I IV R AL =Y R a—L%xERLE T,

c AVRRYIDDU X M ZFRAL T PVC ZBHOARZERMTHETE X7, HIXIE.
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trident.netapp.io/cloneToNamespace: *
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. LTI DARBEE: PVCEIER T (pve2) ZEIBIBHIZERIC(namespace2) ZFEHRAL T
cloneFromPVC  £7zl¥ “cloneFromSnapshot. % L T ‘cloneFromNamespaceV —X PVC ZEE T
BTDDFR,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi
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1. 754 <) Kubernetes 7 5 XX —TRDFIEZETLET,
a. StorageClass#A 7> 7 b %&E{ER L. trident.netapp.io/replication: true’ /X5 X—%&,

l

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

fsType: "nfs"

trident.netapp.io/replication: "true"

b. L{#IC{ER L 7= StorageClass =R L T PVC Z1ER L £ T,
¢l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas

c. O—AILIE#HKR% A L T MirrorRelationship CR ZER L £,
il

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas

Trident |[F R 2 —LDOREERE R 2 — LDOREDT—2{R:E (DP) KEZEUF
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L. MirrorRelationship D X7—R X 7«4 —JLRICASILFT,

d. TridentMirrorRelationship CR ZE#§ L T. PVC OAEB& L SVM #EEL £,

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b31l3clel”
localPVCName: csi-nas
observedGeneration: 1

2. tH VA1) Kubernetes 7 5 A2 —TROFIEZEHRTLE T,
a. trident.netapp.io/replication: true /N7 X —X % {£F L T StorageClass Z{ER L £9 -

il

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. ZEH Y —ZADIEH%Z ST MirrorRelationship CR Z1ERL L £ 7,
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il

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”

Trident (&, FRESNEARARY > —% (F7=IZONTAPD T 7 #JL 1) %M L TSnapMirrorB8{& % 1E
L. #EMEL £9,

. LUENIC{ERL L 7z StorageClass Z{#FF L T. £H >4 (SnapMirror D3E5E) & L THEEET B PVC = 1E
BLET,

il

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas

Trident (ZTridentMirrorRelationship CRD ZF v 2 L. BMEHAEFE LB WVEEIFR Y 22— LDIERIC
KL ET, BREIEFEET SHS. Trident (&, 7L L\FlexVol volumeh'. MirrorRelationship TiE
TNEEVE—FSYMEETU VI ENTWVS SVM ICERESNDLSICLET,

R)a—LL U= 3 >0RE

Trident Mirror Relationship (TMR) I&. PVC DL U r—> 3 VERD—ADix%z*RY CRD TY, 3Bk
TMR IZIFKREEN B D THIUSK > TTrident ICEHRIDREIMEZ 5NE T, 585k TMR DREIIXDEHED T
ER

* BEILEA O—HJL PVC [Z2 5 —BRDIERR) 2—LTHD. ChIFFLVERTT,
* Fi&: O—AJL PVC IFFRAMD /EETIAAAGRTIY VY MAIETH D IREI S —BRIIBEHTREHD F
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Ao
* BRI O— A PVC IESX S—BROBHRAR) 2a—LTHD. UFIHZEDIZ—BRICHD XL T

°o FELEAR) 2a—LHYV =X R a—LEBRIH-THE. BEAR) 2a—LORBH LEZTINDS -
. BEILSNTZREZERAITINELHD £,
o R a—LHLENIIY —XREERLTWAD - T-5Ee. BEMLSNIREIIEBMLE T,
HEND T T AINA—N—FICtEHA) PVC ZRIRTD
tH>A 1) Kubernetes 7 52X —TROFIEERTLE T,

* TridentMirrorRelationship®_spec.state_ 7 4+ —JLFZ XD KL SICEHF L £J - promotedo

BENfTTAIIA—N—FRICEA>H) PVC ZFKT 3
stESNIET =1 IILA—N— (8817) RIS, ROFIEZXRTLTEAVH) PVCZRERELET,

FIiE
1. 754 Kubernetes 7 5 XX —T. PVC DX F w3y bEIEFRL. XFv 73y bBMER ST
2ETHELET,
2. 754 ") Kubernetes 7 5 X2 —T. WERFEMZEIS I 5 7= D Snapshotinfo CR Z{ER L £ 9

il
kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ¥ H A1) Kubernetes 75 XX —T. TridentMirrorRelationship CR O spec.state 7« —JL K%
promoted |[ZE#1 L. spec.promotedSnapshotHandle %= X+ < 3w k@ internalName ICEFH L £9

4. £ H>A1) Kubernetes 7 5 X2 —T. TridentMirrorRelationship M X 7—4X X (status.state 7 1 —JL )
HEBINTWR e EERLED,
TTAINA—N—RICZSS—BRZzETTS
SS—BMREEITTTBHEIC. FILWISAITV L TERT 2AIZFIRLE 9,
Flig
1. & H A1) Kubernetes 7 5 X X2 —T. TridentMirrorRelationship @ spec.remoteVolumeHandle 7 « —JL
ROEHDEFHFINTWS e EERLET,

2. ¥ H>H ) KubernetesZ 5 X2 T. TridentMirrorRelationship®_spec.mirror 7« —JLRZ XD L SICE
FTLX9J, reestablishedo
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BANRIE
Trident (3. 724XV R a—LetEAVH) R)a—LTROBEZYR—FLFT,

TS5A4RIPVCEFLLWEA VA UPVCICERTS

T34 PVC EEAYR PVC S TICHERET Bz LE T,

FIE

1. BII S izt A& (5BF) 2 5 X2 —hH5 PersistentVolumeClaim & & U TridentMirrorRelationship
CRD ZHIBRL £9,

2. 7543 (V—2R) U FXEZ—h"5 TridentMirrorRelationship CRD ZHIBR L £,
S MM TRHLWEAYA BBHE)PVC DTS5SI (V—R) IS REZ—IZHLL
TridentMirrorRelationship CRD Z1ER L £ 9,

ST-UVITENLTISARIERIBEARY PVC DY A X ZEETS

PVC IZBELED YA XZEETETEIN. T—RXOEHNREDT A XZEBZX 5 . ONTAP 33585k flevxol
Z BERICHRL X9,

PVCH5 LTV r—> 3> % HIRd 3

L7V =23 %zHIRT2ICIE BEOLAYVAY) RUa—LICK L TROVWTNH DIEEZRITLE
ER

* AhH>A) PVC D MirrorRelationship ZHIBRL £9. CHUCED. LTUTr—2 3 VEARHUIIINE
ER

* E7cld. spec.state 71 —JL K% promoted ICEFL £,

PVC #HIlrd3 (LEIICS S —U I EInficdm)

Trident (3L 74— kSN PVCEZF T v o L. R a—LOHIBRZEEADEICL TV —2 3V BEGR%ER
BMLET,

TMR%=ZHIpR 9 3

S Z—FERD—AD TMR ZHIFRY B &. Trident B EIBRZ T 9 B8H1IC. 7D D TMR A promoted IKREIZFE
TLFET, HIBRNRE L GEIRT N TMR D9 TIC promoted IREEICH 3356, BIFD I 5 —RBRIIEFEE
9. TMR (FHIBRT . Trident (30 —71JL PVC % ReadWrite ICREE L9, CDHIFRICKD. ONTAPOO
— NI R 2a—LDSnapMirror X X F— DRI NE T, TOR) 2a—LDFRI S—BFRTERINS
BElE. FILLWSS—BREERTIEZIC. RUa—LDOL TV =2 g3 VREDEIILSNIZFHL L TMR
ZERTZIHELHD £,

ONTAPA A > SA VD ESFICETS—BREEHITS

S Z—ERIF. BIISNERBIFVWDOTHEHRTETET, FHIT SN TE XY state: promoted” 721
“state: reestablished BARZ BT 370D T 1 —IL K, 3BFHA) 2—LZBEED ReadWrite /R 2 —LICH
%9 BI3%5. promotedSnapshotHandle ZfEFR L T, IREDAR) 2 —LZETITIHEDNDAFTv I av bz
BETETXT,
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ONTAPOA 754 >DESZICIS—BREEHTS

CRD Z AT % &. Trident ’'ONTAPY 5 R ZICEFEZEHREINTUVAL TH, SnapMirror DEFHZRITTSE
*9, TridentActionMirrorUpdate M XDFIDFRZ B L T T L,

il

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-Db
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-Db

“status.state TridentActionMirrorUpdate CRD DikR&Z RBRL £, Succeeded. In Progress. Failed DWW\’
NHDEEZWZ A TEFET,

CSIMROCZFERT S

Tridentld. Kubernetes?Z 5 XAAMR®D ./ — RIZHKR) 21— L= BIRBICIER L T 3 C
EMTEET, "CSIMROVKERE"

Bz

CSI bAROVHKEERFER TR, V=23 e T7RASEV T =V —=VICBEDOVWT, R a—LADT7 It
2%/ —ROH Ty MIHIRTE£9, I/E. 75T Z7O/N1 4 —IE Kubernetes BI2EHY —> R—
2D/ —RZERTEZELSICLTVEY, /—FRiIEZ V=3 vROERZ RIS EU T =V =20 &
7IEHD) - a3 VICEETE X, YILFYV—> 7—FFI9F ¥y TOT—2I70—RDAR) 2a—LDFO
ESaZ % RRICTR=HIC. Trident IZCSI RO EFERALE T,

CSIMAOY —EEDSHA = 2% 21w LTS 0, %
Kubernetes |d. 2 DDOIMBDR) a—L NA VT4 2T E—REIBHLET,

* ¥ “VolumeBindingMode IZE&TE “Immediate Trident (& FA RO ZEHEFICAHRY 2 —LZERLET, R
Ja—LDNA VT BN TOEY 3= J1d. PVC OEREFICUIBENES, ChET 74k
T9 "VolumeBindingMode' b ROJHIEEFIL BV S AZ—ICBLTWET, kiR a—Llk. B
KRTEDRY RORT 2 a—ILBHICKELETICEREINE T,

* ¥ VolumeBindingMode |CERRE ‘WaitForFirstConsumer. PVC DkiEA) 2 —LDIERRE /N1 >
Rid. PVCZERIT3RY RRART T a—IILENTERSINZ T TEESNE T, CDLDICLT. bR
OCEHICK > THEHRAINZ R a— Iz micd R ) a—LDMERENE T,

@ Z @ “WaitForFirstConsumer /N1 > T« >4 E—RTIA bAROY SRIVIIHREHD FHA.
UL, CSI FARODH#RE Y IFIRZ L CTERTE X J,

=i
CSI b ROSEFAETZICIE. ROHDOHHBRETY,
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* Kubernetes? 2 X & 3"t7R— b TN TL SKubernetes/\—2 3 "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99dt",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}

*UZRZAD/ —RIEMROYD—RHEZEATEINIIDUETT
(topology.kubernetes.io/region’ LT ‘topology.kubernetes.io/zone) o Tridenth' kR
A2 BT 27HIcidE. Tridenth’ 1 VX —JLENBFIIC. CNSDINILN IFTXEZ—HND ./ — R
LICEFELTVWBRELHBD X7,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"1linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amdo64", "beta.kubernetes.io/os":"1linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl", "topology.kubernetes.io/zone":"us-eastl-c"}]

Z2T7Tv MM FAROS—NIED/NY I I R%E{ERT S
TridentX kL—2 Ny oIV R A MY —VICESVWTRY a—LEERNIC O 3 =Z>09% &

SICERETTEE T, ENVI IV RIFA TS 32T supportedTopologies HR— kTN TWBY —> ) —
JavoURMERTIOVI, COLSHBNYIITY R%FIET S StorageClasses DiFaE. Kl a—LA
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iF. BR=—FINTWVWBR ) =23V —VTRTDa—ILENTWVWET7 TV =3Ik > TEKRSNIE

BEICOAMERENE T,

Ny IIYROEEDHZRICRLETD,

VLI

version: 1

storageDriverName: ontap-san

backendName: san-backend-us-eastl
managementLIF: 192.168.27.5

svm: iscsi svm
username: admin
password: password
supportedTopologies:

- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.

JSON

"version": 1,

"storageDriverName":

io/region: us-eastl
io/zone: us-eastl-a
io/region: us-eastl
io/zone: us-eastl-Db

"ontap-san",

"backendName": "san-backend-us-eastl",

"managementLIF": "192.

"svm": "iscsi svm",

"username": "admin",

168.27.5",

"password": "password",

"supportedTopologies":

{

[

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

by
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"
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‘supportedTopologies' /N7 TV RZeD) =3V —>0O) A M EEHT 2 7-0ICFEH

@ ThEd, chbD—T 3>y —2ld. StorageClass TIRATE 3 RMEND U X M ERL
£9, NyIIVRTRMHEINZ -3 eV -2 Tty 3T StorageClasses D5
By Trident (FNY I IV RICRY) a—LZERLET,

E&ETT X7 “supportedTopologies R kL — =)L EICHREBKTT . XDFIZBRBLTIEEIL,

version: 1
storageDriverName: ontap-nas
backendName: nas-backend-us-centrall
managementLIF: 172.16.238.5
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-a
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b
storage:
- labels:
workload: production
supportedTopologies:
- topology.kubernetes.io/region: us—-centrall
topology.kubernetes.io/zone: us-centrall-a
- labels:
workload: dev
supportedTopologies:
- topology.kubernetes.io/region: us-centrall
topology.kubernetes.io/zone: us-centrall-b

COBITIE. ‘regionF LT zone SRILIFA ML= T—ILDFFRERLEF I,
“topology.kubernetes.io/region’ & L T “topology.kubernetes.io/lzone’ A kL — F— L2z THSEHTE S

MeEEL T,

27w 72 bARAY—ZEBLIEANL—CUSRZEET S

USRAZ—AD/ —RICIRHEINS bROY SRICETVWT, FROVEREZRNT S ELSIC
StorageClasses # E&ZTCET X d, —NIckD. PVCERDBRBLHRZ XML —2 F—JL &, Tridentilk -
TFOoEYazZyienich) a—LZzfBETES / — RO T2y MHARESNE T,

ROFEBRL TSV,
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apiVersion: storage.k8s.io/vl
kind: StorageClass

metadata: null

name: netapp-san-us-eastl

provisioner: csi.trident.netapp.io

volumeBindingMode: WaitForFirstConsumer

allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

52D StorageClassFE# Tld. volumeBindingMode FREIMN TS "WaitForFirstConsumero @

StorageClass TEXRIN/ PVC &, Ry RTEREINBZFTTUEINEEA. LT,

“allowedTopologies®

FARTZY - =3 %RMLE T, D netapp-san-us-east1 StorageClassi&PVC% “san-backend-

us-eastl’ FEE CER NNV I IV R,

A7 v F3: PVCZERR L TEATY %

StorageClass BMERE . Ny I TV RICR Y TENT=DT. PVCZERTET A LSO F LT

fil= B 3 “spec FIC :

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

COXYZTTRAMZEALTPVC ZER T2 . ROLSICHD XD,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident DR ) 2 —LZERL TPVCIC/NAT Y RTBICIE. Ry RRO PVC Z#ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

— DpodSpecidKubernetesiC. “us-east #FZFEIRL. TOMKICHIERD ./ —FHSFRLET, ‘us-
east1-a’ £7z1& "us-east1-b’V — >,

ROBEAZBRLTLIET L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny IIYRZEH L TFHS supportedTopologies

BEONYy I I R%ZEEH LT, supportedTopologies AL T “tridentctl backend updateo
CHUE. ITICFAOES 3 Z YT ENTWBAR) 2 —LALICIFRELE S BEDO PVC ICOAMBEEINEXY,

FHBROBSER
CAVFFOUY —REEET "
e —RELIAR"

R L RAE
L BB

AT v T ay bORE

KERY 2—L (PV) D Kubernetes /R 2—L XF v I3y bMIED. RUa—LD
KA EA2ZAL AE-DARICAED FT, Trident ZEA L TR SNIZAR Y 21—
LDRF v T3y befER LD, TridentOABTIER SN Ty T3y bzeoa
YIR—=bLTD. BIFORFy T3y bHSHLWRY a—LZERLIED. XF Yy
73y bhhoR)a—L T—R%ZRBELIEDTEET,

BE

R)a—LRFTy 723y MEIUTTHR—-—FENTULWET ontap-nas. ontap-nas-flexgroup «
ontap-san. ontap-san-economy. solidfire-san. gcp-cvs. azure-netapp-files. €L

T “google-cloud-netapp-volumes' K 5 /\—,

B9 B HIIC

AFwFoay b ERETIICIE. ARy Foay b A bO—5—8hARL )Y —XEE (CRD) B
WMWETY, CNid. Kubernetes 7 —4 X kL —4— (fil: Kubeadm. GKE. OpenShift) DEE T,

KubernetesT4 A R Ea2a—>3 >V ICRFy o3y b2 FO—FECRDAEENTVWARWGEEIE. [F U
a—LRXFTw Ty b O-5%ERAT 3]
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GKERIBETAYTIYY R RUa—L RFvToay h2fle 35613, RFvTFavh
() 3 rO-SEERLAVTET N, GKE [HIAAADELRF v T3y b > hO—
SEERLET,

R)a—LRFTv T3y bEERTS

=2}
1. YERX 9 % "VolumeSnapshotClass Z#IC DWW Tk, "R a—LRFv T3y bI5 R,

° Z@ “driver' Trident CSI RS /N\N\—%iEL %7,

° deletionPolicy CT& % ‘'Delete  £7cld ‘Retaino ICERET DY Retain AL —J 05 XAR
—LOEREBB3YIBERF v TS 3w ME. VolumeSnapshot # 7 7 MMIHIBRINE T,

l

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BFZOPVC DRFvy T3y b EERLET,

il
o ZOHITIE. BEED PVC DR F v o aw b EERLET,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:
persistentVolumeClaimName: pvcl

o ZOFITIE. PVCOR) a—LRFyFoay bATSz I b EERLE T, pvcl ATy Foay
FD%EIE pvcl-snap. VolumeSnapshotidPVCIZEEMIL THED. "VolumeSnapshotContent 2
DAFTYToaybhERIATITI b
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kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

° #77=l&. “VolumeSnapshotContent M7 72 ¥ b “pvci-snap VolumeSnapshot Z52h L £ 9, £
@ “Snapshot Content Name' C DX F v 7> 3 v b Zig#td 3 VolumeSnapshotContent 7 7 = & b
HEAILE T, €D Ready ToUse' /NTX—A—|F. RFT v T3y bEFERLTHLL PVC Z1E
BTE332cZznmLET,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8a0ca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name : pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

RUa—LRXFv T3y bHSPVCZEIERT B

fEFAT & £ 9 "dataSource VolumeSnapshotZ £ L TPVCZ{ERL L £ 9 "<pvc-name>T—2 DY —R L
To PVCHERSNZ . Ry RICERLTHOPVC ERLLSICERTERLSICADET,

@ PVC IV —R R a—LEeRBRILCNYIIY RICERESNE T, BR"KB: Trident PVC X F v~/
ayv b5 PVCZERTDE. RBENYIIY RTIERTE EEA"

ROBTIE. PVCZER L £To ‘pvcl-snap 7—RY—R& L To

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:

name: pvc-from-snap
spec:

accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

RVa—LRFyvTFoaybzaA2R—FT3

Tridentid. "Kubernetes DERI 7OEY 3 V7 ENc Ry T3y 7O R"I S A XEEED
*VolumeSnapshotContent # 7 7 FZ1ER L. TridentOANSBTER SN R Fy T ay hEA VR—k
L,

BHtR 9 B HIIC
Trident (XX F v a3y FORR) a—LEEREIEA VR— L TWAHREAHD 7,

FlE
1. 5 22EEE: "VolumeSnapshotContent N\ VIV RRXF v Ty ha2BBIZ3A4ATVI b, TN
IC&D. TridentTRFwFoay b 7—o70-hDRBINET,
CNYIIVRRFy T a3y bDBAIZIEELFT annotations & LT
‘trident.netapp.io/internalSnapshotName: <"backend-snapshot-name">,
° ¥5%E “<name-of-parent-volume-in-trident>/<volume-snapshot-content-name>"T “snapshotHandle’ Z 11

I AR F v T a3y FEED STridentiICIRE SN I HE—DIER T, ListSnapshots' B

@ Z @ “<volumeSnapshotContentName>'CR @& &lfIIC & D. Ny I IV R Xy T
v hREBIC—HTBEIEFRD £ A,

ll

RDOFITIE. VolumeSnapshotContent NWIIVRRAFTYFoayv haBRBTZATII L
“snap-01o
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. 75 X AEIEE: volumeSnapshot CRIZ. “VolumeSnapshotContent #J{&, Z#1ld. “VolumeSnapshot
HEDLRIZEN.

ll

RDFITIE. VolumeSnapshot CRE import-snap Z&BHF 3 “VolumeSnapshotContent  HHl]
“import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. REPAIE (IREIEARE) : AR Fv T3y Y —ILIEFH L <E S M7z VolumeSnapshotContent®
ZL7T. “ListSnapshots &Efh. Tridentld ‘TridentSnapshote

o BB Fw I 3w bE. VolumeSnapshotContent  |C “readyToUse &L T
*VolumeSnapshot | trueo

° Tridenth{E7& readyToUse=trueo

4 FEDOI2—Y—: {ERf PersistentVolumeClaim FHILWHD%EEF S "VolumeSnapshot. T
spec.dataSource (F7zl& spec.dataSourceRef) DHHIIE VolumeSnapshot #Hilo

ll
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ROBTIE. XDBHDEBIRTBPVCZIEM L F T, VolumeSnapshot #HI " import-snapo

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

2FvToay hEFERALTRY)a—-—LT—2%0OETS

AFyvToaybrTao L2 bUIE FOEY aZyIEncAR) a—LOEBEMZEZRRRICEDHZHIC. T
74 )L b TIFIERRICHE >TWE T, “ontap-nas’# L T “ontap-nas-economy’ K 51 /N\—, BMICT S
“snapshot 27w oy b o T—2%EBEEETZIOHDT LI N,

volume snapshot restore ONTAP CLI ZfEA L T. R 2a—LZUEIORF v 3w MIEERINTAREIC
BRXLET,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot

vol3 snap_ archive

@ XFyvIogy bk AE—%2ExTd . BEFEORY a—LEBEALEESTINET, X Ty T
3v b OP—OERRICR) 2a—L T—RICMZASNTZEEIdRbNnE 3,

2ty Foay bho0A YT L—ZR) a—LIET
Tridentid. XF v 7> ay bhoRY 2a—LERRICETY DHEZREL F I
TridentActionSnapshotRestore (TASR) CR., Z® CR |G EID Kubernetes 72> 3 > & L THEEE

L. BEORTRIIFEFEINEE Ao

Tridentid. XFv >3y bDETEHR—ELTWETY, ontap-san. ontap-san-economy «
ontap-nas . ontap-nas-flexgroup. azure-netapp-files. gcp-cvs. google-cloud-
netapp-volumes . € LT ‘solidfire-san' K 51 /\—,

HIRY B HIIC
N Y RENTPVC &fERARIBERR) a—L XF v Foay NHARETY,
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*PVC RT—RRADBPNAVRENTWVWB e ZzHERLET.
kubectl get pvc
*ARVa—LRFTy T3y bHERATEZRETHE 2R LT T,

kubectl get vs

FE
1. TASR CR #/ER L £9. OB TIEFPVCOCREER L ET pvel KU a—LAFvF 3w b

"pvcl-snapshote

() TASRCRI3. PVC & VS HEHEY 32BIEMICHET 3REH B D 57,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2 24y T3y bHDSETITBICIECREBEEBLET, COFITIERF Yy gy b BETTLET
pvclo

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

=R
Trident (IR F v T ay hDST—2%ZETLET, XFT v T2 ay bOETAT—EAEERTITED,

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

A EDIZE. RELIIGSICTrident I31R2F2 BBRICBET L EFEA. BERFZRE
@ TI3REBENDHDET,

« FIPE T U AMEEFT- 0 Kubernetes 1—H—(2l&. 7 XU —> 3 VEFIZERT
TASR CR Z1ER T 2 7=DIC. BIBED S DIERTENNEBICRZBEDHD £,

BETZXFTyTIoay =S PV 2HIBRT S

BEITZRFTyToay b aFokih) a—L%HIBRT D . XIiHd B Tridenth ) 2 —LH THIBRA] REE
ICEFIENE T, TridenthR) a—LZHIRTBICIE. R)a—L XAFv T3y bzHBRLED,

R)a—LRXFy gy b rO0—->%ZERET 3

Kubernetes 74 A R Ea—>a VIR Fy gy b O bO—5—¥ CRD AAEENTULEWVEEIE.
RKOELSICTFFOCTEET,

FIE
1. R)a—LRFvyFoay b CRDZERLET,

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 24wy bk aybO—->—%EHLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MBS L TRIL “deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml” &
#T ‘namespace’ B 7R T-DZEIZE[ I,

BEE >
* "R a—LRAFy T3y k"
*"RUa—LRFTyFay kI ITR"
RN)a—LIIWN—TDRFTyFay b =RETS

KR 12— L (PV) D Kubernetes /R 2 —L JI)L—F XFwF> 3w FNetApp
Trident (&, BEDR) 2 —LDRAFyvFoayv b (@R )a—LRAFTyvTFoay kgl
— ) HER T AHEEERBELE T, CORVa—L JTIL—TFDRFTv T3y ki
BICRRTEEINILERDR) a—Lh6DaIEE—ZRLET,

@ VolumeGroupSnapshot (&, RX—% API Z{§ X 7= Kubernetes DX — X8 T I,
VolumeGroupSnapshot (CE 7R fx/NN— 3 > 1d Kubernetes 1.32 T9,

242


https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-concepts/snapshots.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html
https://docs.netapp.com/ja-jp/trident-2506/trident-reference/objects.html

RU2—LIN—FDRFv T ay FEERT S

R)a—LIIN—TFXFv T 3w k&, ontap-san' RS /N\—IZiSCSI 7O KJILEBTHD., 774N
— F %Il (FCP) ® NVMe/TCP TIZ 72 HH— FShTUWE Ao M5 BRI

* Kubernetes D/N\— 3 U K8s 1.32 WU L THB e HFRERLTLIEE L,

* 2Fv T ay bEBETZICIE ABRFYy T3y bk AV bO-5—CAREL VY —IAERER
(CRD) "I ETY, Zhld. Kubernetes 7 —7 X b L —4& — (fll: Kubeadm. GKE. OpenShift) DEFET

o

KubernetesT 4 A R Ea— 3 VICABRRFy o3y OV FO—F Y CRDAZ ENTULR WSS
iE [RYa—LRFy Ty baybO0—-S%EEAT 3],

GKE BETAYFTY R KUa—L Jh—F AF v TS 3y MEFRTHHAE. 27
(D v7vavbh A PO-SEERLBEVT RSV, GKE HEZABOELRF v T
ayhkaArbO-5=zFALET,

* 2FvFaw b3 O—3YAMLT. 'CSIVolumeGroupSnapshot /R a—L JIL—TDRAF v T
Iy EDEMMIBR>TWVWB EEHERT BICIE. #EES — b % 'true' ICRREL £ 95

RV a—LIIN—TF ZAFyv T3y bzERT 281IC. BERR)a—LIIN—TF XFvFavhk
VA% LET,

* VolumeGroupSnapshot ZEF TE 2 &K SICF BICIE. IRTD PVC/RY a—LHEL SVM LIZH B
CEMERLET,

FIE

* VolumeGroupSnapshot Z £ § % Hi1IC. VolumeGroupSnapshotClass Z{ER L £ 9. EMICDOWLTIE. "
R)a—LIIN—TRFyvFoayv kI35,

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

*BEOINL =Y V5 X2EAL THERINILZHEFD PVC ZER T 5D ThoDSNILZEBHFD
PVC IZEML XY,

RDBTlE. PVCEIER L £ pvecl-group-snap T—XY—IEIRNJLE LT
‘consistentGroupSnapshot: groupA. BHFICIGL TINILDF—CEZEELFT,
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B L ZARJLDVolumeGroupSnapshotz {Ef § % (consistentGroupSnapshot: groupd) Z PVC Ti5
ELEXT,

COBITIE RVa—LIIL—TDRFyvFay bzELET,

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:
consistentGroupSnapshot: groupA

IIN—=TF2XFvToaybzfALTR)a—LT—2%ZE1ETS
RVa—LIN—=T Xy T3y bO—ELTERESNIBLADRFTYy T3y b 2EALT, LD

KGR 2~ LEETCEE T, RUa—L JI—T AFyToay belfrr LTETTHC LI TEE
Ao

volume snapshot restore ONTAP CLI Z AL T. RU 2a—LZLURIO X Fv T 3 v MIEERINTIREIC
BTLET,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive
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@ 2FyvIFogy bk AE—%2ExTId . BEORY a—LBREALEEZTINET, XTFTv 7Y
3w b AE—DERBICARY 2a—L T—RICMZASNTEEIFEHDNE T,

AFvTFoaybkhsDA>FL—RR) a—LET

Tridentid. X+ v T gy bh6R) a—L%=RRICETT DEEERELF T,

TridentActionSnapshotRestore (TASR) CR, Z® CR IEEHEID Kubernetes 77> 3 > & L THERE
L. BEORTRIIERFINEEA,

FHICOWTIE, "Xy Toay bhoDr YT L—RRY a—LIET"

BEYT2JIL—TFRFTyv T3y bZFT PV ZHIRRY 3
TIN—=TFR)a—LDRFv T ay b=HIRT 355!
c II—TRHROMBLZDRF v T 3w kTlEi <. VolumeGroupSnapshots & ZHIFRTE X9,

* PersistentVolume D X F+w 7> 3w EH7EE L TULB RIS PersistentVolume D EIBRESN-HmE. R 2
—LEZEICHIRTDHICR Ty T3y b 2HIBRTZIRELH B/, Trident [FFDR) a—L%x T
HBRHE ) REEICRRITLE T

*INN—FHeEhfc Ry Foay bFERLTI7O-2ZER L. £ORITIL—TZHIRT 255 7
A—2RICOBNREN RSN, DEIDTT I3 FTIN—TZHIFRTEH LR TEFREA

AR)a—LXFy Ty b rO—-S%ERATS

Kubernetes 74 A R Ea2—>23VICXRFy o3y bk OV MO—5—% CRD AAEENTULERWVSEEIE.
ROELSICTFFOCTEET,

FiE
1. R)a—L XFvF>3v bk CRD ZER LT,

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2 ZFwTogy bk aArbO—->—%2FEHLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ WE(ZIG L TR “deploy/kubernetes/snapshot-controller/rbac-snapshot-controller.yaml &
#1 “namespace’ % 7= DZRIZER I,

e >

"R a—LIIN—TFRAFvIoav koo R"
*"RUa—LRFv T3y k"
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