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Google Cloud NetAppボリューム

Google Cloud NetApp Volumeバックエンドの設定

Google Cloud NetApp VolumesをTridentのバックエンドとして設定できるようになりま
した。Google Cloud NetApp Volumeバックエンドを使用して、NFSボリュームとSMBボ
リュームを接続できます。

Google Cloud NetApp Volumesドライバの詳細

Tridentは、クラスタと通信するためのドライバを提供します google-cloud-netapp-volumes。サポート
されているアクセスモードは、ReadWriteOnce(RWO)、ReadOnlyMany(ROX)、ReadWriteMany(RWX)
、ReadWriteOncePod(RWOP)です。

ドライバ プロトコル ボリューム
モード

サポートされているアク
セスモード

サポートされるファイル
システム

google-cloud-

netapp-volumes

NFS
SMB

ファイルシ
ステム

RWO、ROX、RWX、RW
OP

nfs、 smb

GKEのクラウドID

クラウドIDを使用すると、Kubernetesポッドは、明示的なGoogle Cloudクレデンシャルを指定するのではな
く、ワークロードIDとして認証することで、Google Cloudリソースにアクセスできます。

Google Cloudでクラウドアイデンティティを活用するには、以下が必要です。

• GKEを使用して導入されるKubernetesクラスタ。

• GKEクラスタに設定されたワークロードID、およびノードプールに設定されたGKEメタデータサーバ。

• Google Cloud NetAppのボリューム管理者（roles/gcp.admin NetApp）ロールまたはカスタムロールを持
つGCPサービスアカウント。

• 新しいGCPサービスアカウントを指定するcloudProviderとcloudIdentityを含むTridentがインストールされ
ます。以下に例を示します。
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Trident オペレータ

Trident演算子を使用してTridentをインストールするには、をに設定し、を

tridentorchestrator_cr.yaml`に `"GCP"`設定 `cloudProvider`し `cloudIdentity
`iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com`ま
す。

例：

apiVersion: trident.netapp.io/v1

kind: TridentOrchestrator

metadata:

  name: trident

spec:

  debug: true

  namespace: trident

  imagePullPolicy: IfNotPresent

  cloudProvider: "GCP"

  cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

次の環境変数を使用して、* cloud-provider（CP）フラグと cloud-identity（CI）*フラグの値を設定し
ます。

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-

sa@mygcpproject.iam.gserviceaccount.com'"

次の例では、環境変数を使用してTridentをインストールし、をGCPに設定し cloudProvider、を
環境変数を使用 `$ANNOTATION`して `$CP`を設定し `cloudIdentity`ます。

helm install trident trident-operator-100.6.0.tgz --set

cloudProvider=$CP --set cloudIdentity="$ANNOTATION"

<code>tridentctl</code>

次の環境変数を使用して、* cloud provider フラグと cloud identity *フラグの値を設定します。

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-

sa@mygcpproject.iam.gserviceaccount.com'"

次の例では、Tridentをインストールし、フラグをに設定し、 `cloud-identity`を `$ANNOTATION`に
`$CP`設定し `cloud-provider`ます。
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tridentctl install --cloud-provider=$CP --cloud

-identity="$ANNOTATION" -n trident

Google Cloud NetApp Volumeバックエンドを設定する準備

Google Cloud NetApp Volumeバックエンドを設定する前に、次の要件が満たされている
ことを確認する必要があります。

NFSボリュームノゼンテイジョウケン

Google Cloud NetApp Volumeを初めてまたは新しい場所で使用している場合は、Google Cloud NetApp
VolumeをセットアップしてNFSボリュームを作成するために、いくつかの初期設定が必要です。を参照して
ください "作業を開始する前に"。

Google Cloud NetApp Volumeバックエンドを設定する前に、次の条件を満たしていることを確認してくださ
い。

• Google Cloud NetApp Volumes Serviceで設定されたGoogle Cloudアカウント。を参照してください
"Google Cloud NetAppボリューム"。

• Google Cloudアカウントのプロジェクト番号。を参照してください "プロジェクトの特定"。

• NetApp Volume Admin）ロールが割り当てられたGoogle Cloudサービスアカウント

(roles/netapp.admin。を参照してください "IDおよびアクセス管理のロールと権限"。

• GCNVアカウントのAPIキーファイル。を参照して "サービスアカウントキーを作成します"

• ストレージプール。を参照してください "ストレージプールの概要"。

Google Cloud NetApp Volumeへのアクセスの設定方法の詳細については、を参照してください "Google Cloud
NetApp Volumeへのアクセスをセットアップする"。

Google Cloud NetApp Volumeのバックエンド構成オプション
と例

Google Cloud NetApp Volumeのバックエンド構成オプションについて説明し、構成例を
確認します。

バックエンド構成オプション

各バックエンドは、 1 つの Google Cloud リージョンにボリュームをプロビジョニングします。他のリージョ
ンにボリュームを作成する場合は、バックエンドを追加で定義します。

パラメータ 説明 デフォルト

「バージョン」 常に 1
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パラメータ 説明 デフォルト

'torageDriverName' ストレージドライバの名前 の値は

storageDriverName

「google-cloud-netapp-
volumes」と指定する必要
があります。

backendName` （オプション）ストレージバックエンドのカスタム名 ドライバ名 + "_" + API キ
ーの一部

storagePools ボリューム作成用のストレージプールを指定するオプ
ションのパラメータ。

「 ProjectNumber 」 Google Cloud アカウントのプロジェクト番号。この
値は、Google Cloudポータルのホームページにあり
ます。

「ロケーション」 TridentがGCNVボリュームを作成するGoogle Cloudの
場所。リージョン間Kubernetesクラスタを作成する

場合、で作成したボリュームは location 、複数
のGoogle Cloudリージョンのノードでスケジュール
されているワークロードで使用できます。リージョン
間トラフィックは追加コストを発生させます。

「 apiKey 」と入力します ロールが割り当てられたGoogle Cloudサービスアカ

ウントのAPIキー netapp.admin 。このレポートに
は、 Google Cloud サービスアカウントの秘密鍵ファ
イルの JSON 形式のコンテンツが含まれています（
バックエンド構成ファイルにそのままコピーされます

）。には apiKey 、、、、、の各キーのキーと値の

ペアを含める必要があります。 type project_id

client_email client_id auth_uri token_uri

auth_provider_x509_cert_url、、および

client_x509_cert_url。

「 nfsvMountOptions 」の
ように入力します

NFS マウントオプションのきめ細かな制御。 "nfsvers=3 "

「 limitVolumeSize 」と入
力します

要求されたボリュームサイズがこの値を超えている場
合はプロビジョニングが失敗します。

"" （デフォルトでは適用
されません）

「サービスレベル」 ストレージプールとそのボリュームのサービスレベ

ル。値は flex、 standard、 premium、または
`extreme`です。

「ラベル」 ボリュームに適用する任意の JSON 形式のラベルの
セット

""

「ネットワーク」 GCNVボリュームに使用されるGoogle Cloudネットワ
ーク。

「バグトレースフラグ」 トラブルシューティング時に使用するデバッグフラ
グ。例： `{"api":false, "method":true}`トラブルシュー
ティングを行って詳細なログダンプが必要な場合を除
き、このオプションは使用しないでください。

null

4



パラメータ 説明 デフォルト

nasType NFSボリュームまたはSMBボリュームの作成を設定

オプションはです nfs、 smb またはnull。nullに設定
すると、デフォルトでNFSボリュームが使用されま
す。

nfs

supportedTopologies このバックエンドでサポートされているリージョンと
ゾーンのリストを表します。詳細については、を参照
してください "CSI トポロジを使用します"。例：

supportedTopologies:

- topology.kubernetes.io/region: asia-

east1

topology.kubernetes.io/zone: asia-east1-

a

ボリュームのプロビジョニングオプション

では、デフォルトのボリュームプロビジョニングを制御できます defaults 構成ファイルのセクション。

パラメータ 説明 デフォルト

「 exportRule 」 新しいボリュームのエクスポート
ルール。IPv4アドレスの任意の組
み合わせをカンマで区切って指定
する必要があります。

"0.0.0.0/0 "

「スナップショット方向」 「 .snapshot 」ディレクトリにアク
セスします

NFSv4の場合は「true」NFSv3の場
合は「false」

「スナップショット予約」 Snapshot 用にリザーブされている
ボリュームの割合

""（デフォルトの0を使用）

「 unixPermissions 」 新しいボリュームのUNIX権限（8
進数の4桁）。

""

構成例

次の例は、ほとんどのパラメータをデフォルトのままにする基本的な設定を示しています。これは、バックエ
ンドを定義する最も簡単な方法です。
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最小限の構成

これは、バックエンドの絶対的な最小構成です。この構成では、Tridentは設定された場所でGoogle
Cloud NetApp Volumeに委譲されたすべてのストレージプールを検出し、それらのプールの1つに新しい

ボリュームをランダムに配置します。は省略されているため、 nasType nfs デフォルトが適用され、
バックエンドでNFSボリュームがプロビジョニングされます。

この構成は、Google Cloud NetApp Volumeの使用を開始して試用する場合に最適ですが、実際には、プ
ロビジョニングするボリュームに対して追加の範囲設定が必要になることがよくあります。
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---

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: "123455380079"

  location: europe-west6

  serviceLevel: premium

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: "103346282737811234567"

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret
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SMBホリユウムノセツテイ

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv1

  namespace: trident

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: "123456789"

  location: asia-east1

  serviceLevel: flex

  nasType: smb

  apiKey:

    type: service_account

    project_id: cloud-native-data

    client_email: trident-sample@cloud-native-

data.iam.gserviceaccount.com

    client_id: "123456789737813416734"

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/trident-

sample%40cloud-native-data.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret
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StoragePoolsフイルタヲシヨウシタセツテイ
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---

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: "123455380079"

  location: europe-west6

  serviceLevel: premium

  storagePools:

    - premium-pool1-europe-west6

    - premium-pool2-europe-west6

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: "103346282737811234567"

    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret
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仮想プール構成

このバックエンド構成では、1つのファイルに複数の仮想プールが定義されます。仮想プールは、セクシ

ョンで定義し storage ます。さまざまなサービスレベルをサポートする複数のストレージプールがあ
り、それらを表すストレージクラスをKubernetesで作成する場合に役立ちます。仮想プールラベルは、

プールを区別するために使用されます。たとえば、次の例では performance 、仮想プールを区別する

ためにラベルと serviceLevel タイプが使用されています。

また、一部のデフォルト値をすべての仮想プールに適用できるように設定したり、個 々 の仮想プールの

デフォルト値を上書きしたりすることもできます。次の例では、 snapshotReserve exportRule す
べての仮想プールのデフォルトとして機能します。

詳細については、を参照してください "仮想プール"。

---

apiVersion: v1

kind: Secret

metadata:

  name: backend-tbc-gcnv-secret

type: Opaque

stringData:

  private_key_id: f2cb6ed6d7cc10c453f7d3406fc700c5df0ab9ec

  private_key: |

    -----BEGIN PRIVATE KEY-----

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGzlzZE4jK3bl/qp8B4Kws8zX5ojY9m

    XsYg6gyxy4zq7OlwWgLwGa==

    -----END PRIVATE KEY-----

---

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: "123455380079"

  location: europe-west6

  apiKey:

    type: service_account

    project_id: my-gcnv-project

    client_email: myproject-prod@my-gcnv-

project.iam.gserviceaccount.com

    client_id: "103346282737811234567"
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    auth_uri: https://accounts.google.com/o/oauth2/auth

    token_uri: https://oauth2.googleapis.com/token

    auth_provider_x509_cert_url:

https://www.googleapis.com/oauth2/v1/certs

    client_x509_cert_url:

https://www.googleapis.com/robot/v1/metadata/x509/myproject-prod%40my-

gcnv-project.iam.gserviceaccount.com

  credentials:

    name: backend-tbc-gcnv-secret

  defaults:

    snapshotReserve: "10"

    exportRule: 10.0.0.0/24

  storage:

    - labels:

        performance: extreme

      serviceLevel: extreme

      defaults:

        snapshotReserve: "5"

        exportRule: 0.0.0.0/0

    - labels:

        performance: premium

      serviceLevel: premium

    - labels:

        performance: standard

      serviceLevel: standard

GKEのクラウドID

apiVersion: trident.netapp.io/v1

kind: TridentBackendConfig

metadata:

  name: backend-tbc-gcp-gcnv

spec:

  version: 1

  storageDriverName: google-cloud-netapp-volumes

  projectNumber: '012345678901'

  network: gcnv-network

  location: us-west2

  serviceLevel: Premium

  storagePool: pool-premium1
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サポートされるトポロジ構成

Tridentを使用すると、リージョンとアベイラビリティゾーンに基づいてワークロード用のボリュームを
簡単にプロビジョニングできます。 `supportedTopologies`このバックエンド構成のブロックは、バック
エンドごとにリージョンとゾーンのリストを提供するために使用されます。ここで指定するリージョン
とゾーンの値は、各Kubernetesクラスタノードのラベルのリージョンとゾーンの値と一致している必要
があります。これらのリージョンとゾーンは、ストレージクラスで指定できる許容値のリストです。バ
ックエンドで提供されるリージョンとゾーンのサブセットを含むストレージクラスの場合、Tridentは指
定されたリージョンとゾーンにボリュームを作成します。詳細については、を参照してください "CSI ト
ポロジを使用します"。

---

version: 1

storageDriverName: google-cloud-netapp-volumes

subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

tenantID: 68e4f836-edc1-fake-bff9-b2d865ee56cf

clientID: dd043f63-bf8e-fake-8076-8de91e5713aa

clientSecret: SECRET

location: asia-east1

serviceLevel: flex

supportedTopologies:

  - topology.kubernetes.io/region: asia-east1

    topology.kubernetes.io/zone: asia-east1-a

  - topology.kubernetes.io/region: asia-east1

    topology.kubernetes.io/zone: asia-east1-b

次の手順

バックエンド構成ファイルを作成したら、次のコマンドを実行します。

kubectl create -f <backend-file>

バックエンドが正常に作成されたことを確認するには、次のコマンドを実行します。

kubectl get tridentbackendconfig

NAME               BACKEND NAME       BACKEND UUID

PHASE   STATUS

backend-tbc-gcnv   backend-tbc-gcnv   b2fd1ff9-b234-477e-88fd-713913294f65

Bound   Success

バックエンドの作成に失敗した場合は、バックエンドの設定に何か問題があります。バックエンドについて

は、コマンドを使用して説明するか、次のコマンドを実行してログを表示して原因を特定できます kubectl

get tridentbackendconfig <backend-name> 。
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tridentctl logs

構成ファイルの問題を特定して修正したら、バックエンドを削除してcreateコマンドを再度実行できます。

ストレージクラスの定義

以下は、上記のバックエンドを参照する基本的な定義です StorageClass 。

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gcnv-nfs-sc

provisioner: csi.trident.netapp.io

parameters:

  backendType: "google-cloud-netapp-volumes"

フィールドを使用した定義例 parameter.selector ：

を使用する parameter.selector と、ボリュームのホストに使用される各に対してを指定できます

StorageClass "仮想プール" 。ボリュームには、選択したプールで定義された要素があります。
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apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: extreme-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: performance=extreme

  backendType: google-cloud-netapp-volumes

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: premium-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: performance=premium

  backendType: google-cloud-netapp-volumes

---

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: standard-sc

provisioner: csi.trident.netapp.io

parameters:

  selector: performance=standard

  backendType: google-cloud-netapp-volumes

ストレージクラスの詳細については、を参照してください "ストレージクラスを作成する。"。

SMBボリュームの定義例

`node-stage-secret-name`、およびを使用する `nasType` `node-stage-secret-

namespace`と、SMBボリュームを指定し、必要なActive

Directoryクレデンシャルを指定できます。権限の有無にかかわらず、すべてのActive

Directoryユーザ/パスワードをノードステージシークレットに使用できます。
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デフォルトネームスペースの基本設定

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "google-cloud-netapp-volumes"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: "default"

ネームスペースごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "google-cloud-netapp-volumes"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

ボリュームごとに異なるシークレットを使用する

apiVersion: storage.k8s.io/v1

kind: StorageClass

metadata:

  name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:

  backendType: "google-cloud-netapp-volumes"

  trident.netapp.io/nasType: "smb"

  csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

  csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

16



nasType: smb SMBボリュームをサポートするプールでフィルタリングします。 nasType:

nfs または nasType: null NFSプールに対してフィルタを適用します。

PVC定義の例PVCテイギノレイ

kind: PersistentVolumeClaim

apiVersion: v1

metadata:

  name: gcnv-nfs-pvc

spec:

  accessModes:

    - ReadWriteMany

  resources:

    requests:

      storage: 100Gi

  storageClassName: gcnv-nfs-sc

PVCがバインドされているかどうかを確認するには、次のコマンドを実行します。

kubectl get pvc gcnv-nfs-pvc

NAME          STATUS   VOLUME                                    CAPACITY

ACCESS MODES   STORAGECLASS AGE

gcnv-nfs-pvc  Bound    pvc-b00f2414-e229-40e6-9b16-ee03eb79a213  100Gi

RWX            gcnv-nfs-sc  1m
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