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T, BOEETIZ. TNEFRHL. BENICEY 3 EBREIIL T B IN/-CHAPY
—JLvy hEBEBETEET,
*iSCSIty>a hHBb EtHA
* LUNARDOHW D FHEA
* Tridentz= 7w I L —RIBENCEBEEBINIRA b

* /— REfiDigroup (23.04LUETEA) DOAZFERLTULSIHE. iISCSIOESEEICEK > TSCSINNRA
DIFRTDT/NA I L TSCSIBAX v VA BRI N E I,

* Ny I IV RZERRE Licigroup (23.04TEL) OAZFERLTWVWSIHE. iISCSIOESEEICE >
TSCSINZAADIERERLUN IDDSCSIBRF v UH BRI NE T,

* J/— REfMIODigroup /Nw I TV REXFR Y LizigrouphUEE L TWLW3IHE. iISCSIDBEBIEEICEK -
TSCSINNZAANDIEREZLUN IDDOSCSIBXF ¥ UH BRI NE I,

iSCSIV—ILZz1 > =)L
FRALTWBARL =T VI RTLADIARY FZEAL T, iSCSIYV—ILZA YA b—ILLE T,

E£%BIRT BR0IC
* Kubernetes 7 5 XA ANDE ./ — RICIT—ED IQN ZE|D Y TIMREHLHD £9, * CNITHBEDRIRS
HTY *,

* RHCOS/N—2 3 V45L& £ /- ISRHELE# D Z DM DLinuxT 1+ A AU E2—>3 > TEALTWSIG
Bld. #FERALET solidfire-san Driverd & U'Element OS 12.50#0, CHAPEREE7 /L) X L
HMD5 InICERESNTWVWB ZCZHER L XY /etc/iscsi/iscsid.conf, Element 12.7Tld. FIPS#%
WDt F 2 7HCHAP7ZILT ) X LSHAT, SHA-256. & & U'SHA3-256 MR ENTWLWE T,

sudo sed -i 's/”"\(node.session.auth.chap algs\).*/\1 = MD5/'
/etc/iscsi/iscsid.conf

* iSCSI PVSTRHEL / Red Hat Enterprise Linux CoreOS (RHCOS) #®{792%7—h—/—R%EFHET3



&L, StorageClass TmountOptionZ3IEEL TA VT4 VD AR—ABEEERITLE T discards &
BELTLIETVW'RedHat D RF 2 A R

CRIN—=aVICT Yy TIL—R LIl ZBRLTLEEL, multipath-tools,
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RHEL 8L{f%
1. ROSATFLINYT—S% AV A M=ILLET,

sudo yum install -y lsscsi iscsi-initiator-utils device-mapper-
multipath

2. iscsi-initiator-utils M/N\—<3 U h 6.2.0.874-2.el7 UIETHZ e =R L T,
rpom -gq iscsi-initiator-utils
3 AFx v U EFEIHRE

sudo sed -1 's/”\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. JILFINREBME !

sudo mpathconf --enable --with multipathd y --find multipaths n

@ DTFIC defaults BT %Z “find multipaths no WEALEXT
‘/etc/multipath.conf,

. liscsid 1 & l'multipathd | A'RITESNTVE ZCZRERL 95
sudo systemctl enable --now iscsid multipathd
6. 'iSCSI' zEM L TRBLET

sudo systemctl enable --now iscsi

Ubuntu
1L RO RAT LN —S% A4 VA M=)ILLET,

sudo apt-get install -y open-iscsi lsscsi sg3-utils multipath-tools
scsitools

2. open-iscsi /N\—< 3 >h' 2.0.874-5ubuntu2.10 LAFE ( bionic DIFE) F7cid 2.0.874-7.1ubuntu6.1 LA
B% (Focal DIFH) THZ L =ZHRLET,



dpkg -1 open-iscsi
3. R* v U FENCEE -

sudo sed -i 's/"\ (node.session.scan\).*/\1 = manual/'
/etc/iscsi/iscsid.conf

4. TILFNREBME !

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EQF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

(D DFIC defaults  BL%Z “find multipaths no WAL EXT
‘/etc/multipath.confe

5. Topen-iSCSI] XU ITILFINRY =)L) HBEMTRITINTVWBR I xEELET,

sudo systemctl status multipath-tools
sudo systemctl enable --now open-iscsi.service

sudo systemctl status open-iscsi

Ubuntu 18.04 TlJ 'iSCSI T —E > Z B B 7=8|C 'open-iscsi' ZHCE T B HEIIC
(D) iscsiadm EEOR—4y b - F— FERIET SRBENBD E T FLelS Isosid F— &
2% 'iscsid' * BHMICHIR T AL DICEE TR ECHTEXET

iISCSIB 2 EE DR E % f=IFENML
JRDTrident iISCSIEHSBERXRTEEZHEBHLT. LWy a Vv EBETEET,
* *iSCSIO B EERIME* . iISCSINEEEZRITIZEELXIELFT (TI7AILE 159) . hITLEK

EZRETDETRITREZRDSD. REVBEZRET S ECTRITREZFIF3I N TER
ERS



iISCSIN B EERIRZOICERET S L. iISCSIDBEEENTELRIFEILELEFTY, iISCSIOEDE
BEENICIT B LITHRLIEA. iISCSIOEZEENTERLICEEDICHELEWV. R
TNy ENTHRELBVWREDS T U A TOAHEMCTIHENHD T,

* *iSCSIECREFKER* : EEThVWtEy>arhsnd 7oL TBOYA V2 A5 £ TDISCSIHE
CEECHERREZRAELEYT (F74ILE179) - BE2THVEHENINEYy a0 7T+
INTHEBEOJA Y LESETRETORFERRZREC TSN, £lFO0/7oLTOF1>LT
hoOJ14>TB2FEFTORBZRECTBLSICKRETCTED,

Helm

iISCSIDBEEERELIBRETIIEET BICIE. iscsiSelfHealingInterval LU
iscsiSelfHealingWaitTime helm®- > X k=)L F fiZheimDEFHD /NS X —%,

ROHITIE. iSCSIDBHEEEMRZ3D. BEEEDTHERZ67ICREL TVWET,

helm install trident trident-operator-100.2506.0.tgz --set
iscsiSelfHealingInterval=3m0Os --set iscsiSelfHealingWaitTime=6mOs -n
trident

Tridentctl

iISCSIOBCEEREZEHEIFEET BICIE. iscsi-self-healing-interval KU iscsi-
self-healing-wait-time tridentctl® 1 > X k=)L X TIEEFHD/INT X —4,

RDFTIE. iISCSIDBEERMEREZ3D. BEEEOFHHERZ6DICKREL TLET,

tridentctl install --iscsi-self-healing-interval=3m0Os --iscsi-self
-healing-wait-time=6m0Os -n trident

NVMe/TCP7R) 17 L

ARL—=—Ta VI RATFLICHBLEOAT Y REERLTNVMeY —I)LZr > X M—=ILLE T,

* NVMelZIFRHEL OUPENHET T,

@ * Kubernetes/ — RO A—XILN—2 3 VHAHTEBIRER. FALTLWRA—RILN—
3 VSIS T BNVMe/ Sy r— S h R WNESIE. / —ROA—RILN— 3 Y ENVMe/S Y
F—STEHFLAITAUERS AV EARHD T,



RHEL 9

sudo yum install nvme-cli
sudo yum install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

Ubuntu

sudo apt install nvme-cli
sudo apt -y install linux-modules-extra-$ (uname -r)
sudo modprobe nvme-tcp

A=) ZRRELET
AVAM=IHRT LS. XOOAT Y REFEHAL T, Kubernetes?Z 5 A ZADE ./ — RIC—EDNQNHE|
DY THENTWBR I EZERALET,

cat /etc/nvme/hostngn

@ TridentTld. NVMeD'Z T Y L THNZADHESHB VK SIZEHZEE SN “ctrl_device_tmo’
9. CORTEREBLBEVWTLLETETL,
SCSlover FC/R) 12— L

Fibre Channel (FC;, Z 7/ /\F¥=xJL) Z7OLI)L%TridentCEA L T. ONTAPY X T L TR ML=V
—2Zz7OEDaZ VISV EETESLSICHBDE LT,

ClE=E 36
FCICMEBRIXY NT—0 /) —REZRELET,
v hD—UEE

1. 2=y bR =T 21 ZODWWPNEZES L £ 9, SEHICDOVTIE. BB L T T W "network
interface show" o

2. 4Z2I—8 (KAL) DAV EZ—T 4 AOWWPNZERL 7,
WHTBRANARL =T VIO RTLAA—Ta )T ZBRLTLETL,
3. RA LB —47v FOWWPNZEFERA L TFCRA v FICY —Z VI ERELF T,

FHICOVWTIE. BRAYTFARUA—DRFaXY bZBRBLTIEEL,

FRICDOWTIE. ROONTAPRF a2 XY b EBEBLTLIEEL,


https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html
https://docs.netapp.com/us-en/ontap-cli//network-interface-show.html

"I FANF Y RILEFCoEDY — = > DHE"
° "FCH & U'FC-NVMe SANKR X ~ DB E"
FCY—ILDA1 A=)l
ARL—FT 4 VI AFLEOAY Y REFEHEL T, FCY—IlZA XA M=ILLET,
* FC PVSTRHEL / Red Hat Enterprise Linux CoreOS (RHCOS) =179 37— h—/—R%ZFEHT 35

&l&. StorageClass TmountOptionZ18EL TA VT4 VD AR—XBE%ZRITL £ T discarde B8R
LTLIEEW"RedHat D RFa X k"
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RHEL 8LAf%
1L RDVRATFLINYT—S% A A R=I)ILLET,

sudo yum install -y lsscsi device-mapper-multipath

2. TILFNRzHBML :

sudo mpathconf --enable --with multipathd y --find multipaths n

@ DFIC defaults BL%Z “find multipaths no WAL XY
‘/etc/multipath.confo

3. BEITHRTH S Z & =R L ‘multipathd £ 9

sudo systemctl enable --now multipathd

Ubuntu
1. RO RFTLINYT—D% A VA M=ILLET,

sudo apt-get install -y lsscsi sg3-utils multipath-tools scsitools

2. TILF N2 =B -

sudo tee /etc/multipath.conf <<-EOF
defaults {
user friendly names yes
find multipaths no
}
EOF
sudo systemctl enable --now multipath-tools.service
sudo service multipath-tools restart

@ DFIC defaults BL%Z “find multipaths no WAL FXT
‘/etc/multipath.conf,

3. NBEWMTRITPTH S Z & =ML ‘multipath-tools’ £,

sudo systemctl status multipath-tools



SMBR a—L%=7OEYa=> I d5EmeLET

SMBR) a—LZOES 3 =>4 9 3ICIE. ontap-nas R4 /\—,

F>FL I XOONTAPY 5 XA ADSMBRY 2 —L%Z{EKY ICIE. SYMTNFSZO L)L
@ ESMB/CIFSZO MO DOMmAZHRET DBENH D £9 ontap-nas-economy, ZHNL5D
ZORaLoVWIFnDhZERELBWVWE. [RE SMBRY 2 — LOERHREL FT,

@ “autoExportPolicy SMBR U 2 — A TIEHR— I E Ao

EE%RIRT 2HIIC
SMBR a—L%® 7O 3=Z>J93H01IIC. UT2E BELTELBELRHD XTI,
* Linuxd> brO—5 ./ —REDH< EH1DDWindows7 —H— / — K TWindows Server 2022 E{T7L T

LB Kubernetes? 5 X%, TridentTld. Windows./ — R TETEINTWABRY RICTYT Y T N7-SMB
R)a—LOIPHR—EENET,

* Active DirectoryZ L 7> v L SL VR EH1DDTrident>—I L w ko =Ly hEERT BIC
|& smbcreds :

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windowstr—E X L TERESINCSIZOF >, ZREL X7 ‘csi-proxy ZzER L T T L) "GitHub:
csSIZOF " £7=13 "GitHub: Windows[a$CSIZ O <" Windows TE{TEI 1T L) S Kubernetes/ — R D

ISPAN
Ho

FIE

1. > 7L X XOONTAPTIE. HBEICIGC TSMBREERERT D H. Trident THEZ{ER TS D
TEET.

@ Amazon FSx for ONTAPICIZSMBHEBENKET T,

SMBEIBHEFIZ. OVWTNHDAEETIERTE F9 "MicrosoftBIEI VY —)L"HEB I+ IILE X F v 1
Y ETIXONTAP CLIZERB L £9, ONTAP CLIZ{EHE L CSMBREEREM T BICIE. ROFIEZEITL
x9

a PEICHLCT. EFEDTA LI FUNIEEZERL 9.

o vserver cifs share create AV Y Rl HEDEMKFIC-pathd 7> 3 > TIEREINATWS
NRAZHELET, BELINZDEFEELAEWVSE. OV RIZKBLFT,

b. 87 L 7=SVMICEEE[ T 5N TWBSMBHRE %R L £ 9,

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]
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apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

Helm

IROFHTIE. RIEBEZH%=FEAL TTridenttz v kZAzurell "$CP 1 > X b —JL L “cloudProvider &
ER

helm install trident trident-operator-100.2506.0.tgz --create
-namespace —--namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

ROBITIE, Tridentz 1 > X R—JLL. 7355 %I Azure %7 L "cloudProvider £ 9,

tridentctl install --cloud-provider="Azure" -n trident

AKSDZ <7 RID
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Trident 7R L —%
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tridentorchestrator cr.yaml |l “"Azure" '®E cloudProvider L
*cloudIdentity ‘azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXX & J o

Bl

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"

cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXxxxxx' # Edit

Helm
ROBIRZEH = ERA L T, * cloud-provider (CP) 737 & cloud-identity (CI) *7 545 DEZREL
F9,

export CP="Azure"

export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—-XXXX—
XXXXRXXXXXXX"'"

ROFTlIE. REBZH%={ERL CTrident=1 > X ;—JLL cloudProvider. ZAzurell '$CP FRE
L. ZUSING THEERIBEZH "$CI'ICERTE L “cloudldentity” £ 9

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$CI"

<code>tridentcti</code>
ROEIRZHZER L T, * cloud provider 7 54 & cloud identity *7 57 DEZFREL £7,

export CP="Azure"

export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX~XXXX~
XXXXXXXXXKXX"

ROFITIE. Tridentz A > A b—=JLL. 757 %ZIZREL. cloud-identity' % "$CI'IC "$CP F&E L
“cloud-provider £ 9,
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"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": {

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
1y
"permissions": [
{
"actions": |
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",

"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
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ions/delete",
"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"

1,

"notActions": [],
"dataActions": [],

"notDataActions": []

* AzurehM 7 R— R ENET location Z1DULEECT—2E > 2—%BRALET "EFESNIH TRy
' Trident 22.01DRFE Tl location INTX—&IE. NV I IV RER 7 71 ILORLEMICH DA
T714—ILRTY, RET—IILTERESNIIBADMEIFERINE T,

s BFERALTL7EV Ccloud Identity. client IDADS "I—H—HE|D LU T/-EEID" ZDID%

azure.workload.identity/client-id: XXXXXXXX—XXXX-XXXX-XXKXX—XXXXXXXXXXXo

SMB/RU 2 —LICEAT 3 ZDMDEN
SMBR U 2 —LZERT BICIE. UTHHRETT,

* Active Directoryh'5&E I 11. Azure NetApp Files I[CEFISNTWVWE T, ZBB L TV "Microsoft
: Azure NetApp Files MActive DirectoryiZfi & fERlES L UBEL I

* Linuxd> brO—5/—R DL EH1DDWindowsT —H— ./ — K TWindows Server 2022% £{T7L T
L2 Kubernetes?Z 5 X4, TridentTlx. Windows./ — R TEITINTWLWBRY RICYT Y hEN7-SMB
R)a—LOIPYR—rENET,

* Azure NetApp Filesh'Active DirectorylCxt L TEREETE D & S 1. Active DirectoryZ L 7> v ILZ BT
D EH1DDTrident>—T Ly b =T L v bZEKT BICIE smbereds :

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

* WindowsF—E X & L TERESINCSIZTOF >, ZREL XY ‘csi-proxy ZER L T T L) "GitHub:
csIZOF " £7=1% "GitHub: Windows[a 7 CSI 7 <" Windows TE{TE N T L\ Kubernetes/ — R D
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ZhiE. NwIIY ROMTNARRIMER TS, COEMTIE. Tridentldf&E S N7IFFRTAZure
NetApp FilesICRZEINTc TR TDNetApp 7 ATV b BET—IL. LU TRy bZ&EHL., 21
S5OT=ILELVHTRY FDIDICHLWARY 2a—LE S VA LICRRBELE T, FEBINTVWST:
®. nasType nfs 77 AL HAEAIN. NV I IV RTNFSAY a—LApFOESaZ>oanx
3_0

C DB IE. Azure NetApp FilesDfERZRIR L TR L TWBEMRET. ERICIE7OES 3 Z>J95HR
) a—LIC L TCENMOHEFEZRET D EHABERZEISELTVET,

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus
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AKSDEIETTRID

CDONYIITYREHETIE. subscriptionID. tenantID. ‘clientiD'& & “clientSecret' |, EIE
WRIDZFERT3HZEIEA T 3>TY,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource—-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource-group-1/netapp-account-1
virtualNetwork: resource—-group-1/eastus-prod-vnet
subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet
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AKSD 7 57 RID

CONYIITY REBETIE. tenantID. ‘clientD'& KT “clientSecret &, 757 RIDZERAT 3155
¥4 7> 3>TY,
apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident
spec:

version: 1
storageDriverName: azure-netapp-files
capacityPools:

- ultra-pool
resourceGroups:

- aks-ami-eastus-rg

netappAccounts:
— smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451

RET—INT1IIWN2%EFERALIEEEDT—EXLANILIEBRK

DNV IIY REBRTIE. BETS—ILRDAzure DIHFR "Ultra'Ic7R ) 2 — LHEEE SN “eastus’
9o Tridentid. ZDHZATDAzuUre NetApp FilesiICRZB SN TR TOH TRy bz BHMNICKREL. 20D
WFNMCHLWARD 2a—L%Z S VA LICEREBELE T,

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET

eastus

Ultra

location:
servicelevel:
capacityPools:
- application-group-1/account-1/ultra-1
- application—-group-1/account-1/ultra-2
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FE QoS BES/—ILEFERLI/NYIITY RO

DNy I Iy RIBRTIE. Azure® “eastus F&) QoS BRE S—ILDH B35

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3
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version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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CONYIIVRBRTIE. 1 D207 7AMILICEHORA N L —CT—IIL2ZEH&LET, . ELD
H—EXLRNILEYR—LTIEROBET—ILHHD., TNS5EKRIT A ML —I9 5 X% Kubernetes
TER T BB BICERTT, T—ILEXRTE=HIC. RET—ILDOSRILEZFERALELT

performanceo

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91le5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelLevel: Ultra
capacityPools:
- application—-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2
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Tridentx AT L. V=3 e 7RASEU TV —=ICEDWTT—20—RADKR) 2a—L%

IO 3=y TEE 9, “supportedTopologies' CD/N\w I T RERDTOv Uik, Nwv o

IR =23 ey —2OU R MNERBITZ1DICERINET, CCTEETS) -3y

Y —>DfElE. KubernetesZV T X2/ —RDIARILDI =308V —VDEE—BLTVWERHRE

BHbFEFd, D=3 eV —2lF. ANL—UISATIEETESHBMEDRXNTT, N\

OIIVRTIREINS ) -3 eV =007y b 2SR ML—20 35 ADFE. Tridentldds

EEN) =232V —UICR) a—L%ZERLET. FMICOVTE. ZBRBLTIETVCSI +
RODZEFERALET

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
supportedTopologies:

- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus

topology.kubernetes.io/zone: eastus-2

ARL—JUSRDOER
RDEKDICHED £29 StorageClass E&EIF. LEBDRA ML= F—ILZBRLTLETIL,
HEALTEEEDH parameter.selector 74 —JL R

ZEAL XY parameter.selector ZIBETTF XY StorageClass K a—LERANTZ7HICFER
SNBRET— I R a—LICIE. BIRLET-ILTERSNLEERDSHBD XY,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

SMB/RY 2 — LDEZH

ZfEA L £9 nasType. node-stage-secret-name’$ & Uf ‘node-stage-secret-namespace’ Zf#H L T. SMB
R a—LEIEEL. HEXRActve DirectoryZ LT > vIILEIEETEF I,
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LZAR—RAZCICERZ>—ILy b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: anf-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}



@ nasType: smb SMBRU 2—L%ZHR—rFTEZ3T—ITT1ILER) VT LET, nasType:
nfs £7lF nasType: null NFST—=ILICWHLT7 1 IILZZEHLZEX Y,

NY I TV RZEEBRLEY

NY I TY BRI 7ML EERLIcS. ROAR Y FZRITLET,

tridentctl create backend -f <backend-file>

Ny T T2 ROERICKELIGEIE. Ny I Y ROREICEANEENDHD 9. ROAVY R ZRITIS
& OJ2RRLTIRERZRETE XY,

tridentctl logs

W7 71 )L CRIEZSEL TEIELKS. create VY REBERTTCEFXT,

Google Cloud NetApp7R!J) 21— L
Google Cloud NetApp Volume/\v 27 T~ RDERE

Google Cloud NetApp VolumesZ Trident® /N IV TV RE L TRETET R LSICAD X
L 7zo Google Cloud NetApp Volume/\w o T RZfERAL T. NFS/R 2 —L ESMBR
Ja—LZERTETET,

Google Cloud NetApp Volumes K S -7 /\D ¥
Tridentid. VSRR EBETRHOD R T4 N\ ZRM L £J google-cloud-netapp-volumeso HR— b

INTWVWB 77t RXE—RIF. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T 9,

RZAN O3 ARUza—L HR-—bTNTWET7Y HHR—-—bTNZT771)

E—FK TXE—F AT L
google-cloud- NFS 771l RWO. ROX. RWX. RW nfs. smb
netapp-volumes SMB AT LI OoP

GKE®D 7 27 FID

277 RIDZERT 5 . Kubernetes’Ry Rid. BBREIZGoogle CloudZ L 7> v ILEIEET 2D TIE%
<. 7—270—RIDELTEEEY ST, Google Cloud )V —RICFIVEATEEXT,

Google Cloud TY Z I RT7ATT4 T4 ZiERTBICIE. U TFHBETT,

* GKEZf#F L TEA TN 3Kubernetes 5 X%,
*GKEZ ZRRICKRESINIT—270—RID. KLUV / —RT—=ILICRESINT-GKEX X T—3XH—/\,
* Google Cloud NetApp®D 7R 1) 12— LEIEE (roles/gcp.admin NetApp) O—I)LF/IFHR X LO—IL =
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* FHILULWGCPH—E X7 HU Y h%EIEE T BcloudProvider & cloudldentityx & O Tridenth'f > X k—JL T
£9, UTICHZRLFT,
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Trident 7R L —%
TridenttEBE F %R L CTridentz 1 > XA b—ILFBICIE. ZICHKREL. &

tridentorchestrator cr.yaml'|C “"GCP" 'E®E ‘cloudProvider ' L ‘cloudIdentity
“iam.gke.io/gcp-service-account: cloudvolumes-admin-sa@mygcpproject.iam.gserviceaccount.com” &

(e}

Bl

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-
admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

RDEBFEZ%Z AL T, * cloud-provider (CP) 73574 & cloud-identity (Cl) *7 545 D{E%HEL
x93,

export CP="GCP"

export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

ROB Tl REZHZFEAL TTridentz 1 > A b—JLL. ZGCPICEREL cloudProvider. %
RIEZ = $ANNOTATION' L T "$CP Z5%%E L "cloudldentity’ & 9

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>tridentcti</code>
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export CP="GCP"
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tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "1234567839"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



RAE TS — IL¥ERR

CONYIIYRIEBETIE 1207 71 IILICERORBT—ILHAERINE T, RET—ILIF. €O
3V TEREL storage £9, TEITFHET—EXLRILEYR—FIZIEROINL—ST—ILEH
D, TENSZRTRAML =05 X% Kubernetes TIERL T 2B RICIRIIB £ 9, RET—ILSANILIE.
T ZXRTRIHICFERINE T, LERIE. ROBITIE performance « RET—ILZX7F]T 3
7=DIZTARILE servicelevel 24 THMERAINTWVWE D,

Ffew —BOT 7 MEZIARTDREBT—ILICERATESLDICRELTED., B <2 ORET—ILD
TIAIMEZLEESZTLIEDTRICHTETFET, XDBITIE. snapshotReserve exportRule §
RTORET=ILDT T b LTHELET,

FAICOVTIE. ZBBLTLRETVW RIEET—ILY

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cbted6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y%m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZ2E4jK3b1l/qp8B4Kws82zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws82zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
XsYgbgyxy4zq701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westb
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%$40my—
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

GKEDZ 57 FID

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelevel: Premium

storagePool: pool-premiuml
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TridentZ T2, V=3 e 7RASEV T4V —=VICEOVWTT—270—RADKR) 2—L%
EEICOEY 3= TEET, “supportedTopologies CD/Nw I Ty RO IOy Tik. /Nv
IR =23y —2D) AN ERBETIHICERINET, CCTEREIDN—Tay
Y —>DfElE. KubernetesZV T X2/ —RDIARILDI =308V —VDEE—BLTVWERHRE
BHbFEFd, D=3 eV —2lF. ANL—UISATIEETESHBMEDRXNTT, N\
YOIV RTIRHEIND ) -3 eV -0 ey b 288X ML= 0 5 ZADIFAE. TridentldIs
ESN)—23 >V =R a—LZERLET, SFlICOVTIE. Z2B8RBLTIEEWVWCSI
RODZEFERALET

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl

topology.kubernetes.io/zone: asia-eastl-Db

RDFIE

NY IV RBRT 7ML 2tBLIcS. ROOARY FZ2RITLET,

kubectl create -f <backend-file>

Ny I RHEBICERINICC E 2RI 3ICIE. ROOARX Y RZRITLET,

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-b234-477e-88£d-713913294£65

Bound Success

Ny I TV ROERICKRBLIESEEIE. Ny I I RFOREICAIEBEIRHD T Ny I IV RICDWT

F. AXY RZEALTHEBTSH. ROAR Y FZRTLTAY 2R T L TRERZHETE XY kubectl

get tridentbackendconfig <backend-name>,
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tridentctl logs

BRI 7L OMEZESELTEELES. NI IV RZHIBRL Ccreate XY REBEERT XX,

ZL—=CUSADES

TFIE. ERBONY I I Y RZBRTZ2EAMNBRERTY StorageClass o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

74 —I)LRZ{ERA L /-EFH| parameter.selector :

AT % parameter.selector &« R a—LDKRAMIERAINZIZICTH L TEIEETETEXT
StorageClass "RET—IL" s R a—LIZIEF. BIRLET—ILTERINILEERZLRHD X,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

A= 0 3ADFMICOVWTIE. ZBRLTKLEETVW" AL —U 0 T RZEHT %0 "

SMBR 2 — LDEZRH

‘node-stage-secret-name'. BKIUVZHEHATS "nasType  "node-stage-secret-
namespace’ &+ SMBAU a—L%ZIEEL. BEXActive

DirectoryZ LTV vILZIBETET XY, HEROBEICHHIDLST. TARTDActive
Directoryd—H/NNXAD—R%Z/—RXAT—I2—0Lvw MIERTEEY,
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apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"
csi.storage.k8s.io/node-stage-secret-namespace: "default"

2= LZAR—RAZCICERZ>—ILy b EERTS

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace: ${pvc.namespace}

RUa—LTCICRBBEY—T Ly b RT3

apiVersion: storage.k8s.io/vl

kind: StorageClass

metadata:
name: gcnv-sc-smb

provisioner: csi.trident.netapp.io

parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"
csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}
csi.storage.k8s.io/node-stage-secret-namespace: S${pvc.namespace}
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(D nasType: smb SMBRU 2—L%ZHR—rFTEZ3T—ITT1ILER) VT LET, nasType:
nfs £7lF nasType: null NFST—=ILICWHLT7 1 IILZZEHLZEX Y,

PVCEZDHIPVCT ¥/ LA

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi
storageClassName: gcnv-nfs-sc

PVCHINA Y FENTWVBEHESHZHERT BICIE. ROARY FZRITLET,

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY

ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb79%9a213 100Gi

RWX gcnv-nfs-sc  1m

NetApp HCI Z7-|Z SolidFire N\ TV REHRELET
Trident¥RE CTElement/\'w V7 T R%Z{ER L TER T 3 AZEICDOVWTERRAL £ 9,

Element K S /NDEFHA

Tridentid. V5 RAREBETBTEODDANL—V RSANERMBLET solidfire-san, Y R—FENT
W37 71 XE—RIFE. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,

‘solidfire-san " A L —T RS AN,

_file and block volumeE— RZHR—FLTWET, volumeModeDIFE

‘Filesystem' s Tridentld R a—LZEHRL. 771N RTLZIERLET. 771X
TLDAA FIE StorageClass TEREINET,
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iSCSI

iSCSI

A)a—LE—F HR-—FThTWL3S
TIOHEXE—R

JOwvy RWO. ROX. RWX
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TJ774ILRXFTL RWO. RWOP

Element/\w o T > REZERR T BHIIC. ROBHRHAUNBIZHD £9,
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* NetApp HCI/ SolidFire 7 5 R R BBEX-IIAR) a—LZEBEBTES TV FA—HDILT>I vl

* FARTD Kubernetes 7—H—/ — RICEYZ iISCSIY—ILEZA VA M=)LTIRNERHD £T, 28R
LTLIEEW"D—h—/ — ROERER"

NI TV REBEA T3>

NYIITVRBEA TS avIZDOVWTIE. XORESBL T TV,

INTA—H&
TN—23 >

'torageDriverName

backendName®

TTYRKRAV ]

FVIP |

IS 2V

[ tenantname |

[ InitiatorIFCace |

UseCHAP'

702X JIN—7)
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3, TridentldCHAPZERBL X7,

FERTZ7IEXTIL—TIDDV
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T7A4IE

IELWTY
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T714ILY AT LD
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INTX—A& Bz FI7AILE
[ imitVolumeSize 1 EAALFT EXRINFAR) a—LYA AR ™ (F7AIIMTIFERAINEE
DEZBITLWAIBE. 7OESY  A)
AaZVIONEKMLEY
INTRL—RT355] ES T a—FTa > JBICER  nu
ITB3TNYIT TS5, il {"api"
: false. "method" : true}

@ NSNS a—T120%1T0\ FlBOT XY THRERIZEZFRE. T ebugTraceFlags
1 IFERLBVWTLREEW,

B DN YOIy R solidfire-san 3FEDAR) 2 —LEZBAT-RSA4N

ROBIE. CHAPRFEZFERTINYIIVR I 7AILE. FHED QoS RiFZzEA L= 3 DDA 2a— L&
ATDETI I ERLTVWET, FDHBE ' A ML=« U5 X%EFEEL T liops'storage 75 X+ INT X —
SEFERALEY

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
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B2: ODNYIIVRERAML—U TS ADERTE solidfire-san REF—ILZ®AT-RZAN

CDFE. RET—ILEHIC. ENS5%E BT SStorageClassesE E HICHEBE TN TVWBINY I IV RESE
771 ZRLTVWET,

ARL—=—STF—LICEETRS5ANILE, OB aZ U 0BICNYy I IV RIAML—YLUNICOE—LE
I Tridente A RL—UBEBE I, RETF—ILSEICSRNILEZEEZLED. R a—LESRILTHYIL—FL
7=bTEZEY,

MFICRINYIIYRERT 7AILDOFITIE. IRTOR ML= F=ILICRH L THEDT 7 4L HERE
TNTVET, THUTED. DRESNET type VILN— RET—ILIE. TERINZET storage £V
Yar, TOBITIE. —EBDR ML= F—IPMBDR A TZ2REL. —FOT—ILHLEDT 7 # )L ME
ZzEEZTLET,

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000
type: Silver
labels:
store: solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
- labels:
performance: gold
costs: "4"

zone: us-east-1la
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type: Gold

- labels:

performance: silver

cost:
zone: us
type: Si

- labels:

"3"
-east-1b

lver

performance: bronze

cost:

zone: us

"2"

-east-1c

type: Bronze

- labels:

performance: silver

cost:

"l"

zone: us-east-1d

RDStorageClassE#F . LERDRET—ILZERLTVWEY, ZFHT S parameters.selector A b+
L=205E R)a—LDORIAMIERATEZRET—ILEZFVHLET, R a—LlidE BERLR

BT—IRATERSNILERZDDBD T T,

=)D StorageClass(solidfire-gold-four) DRIIDKRET—ILICTvEVTINET, Tk, d—I

RONTA—IVREA=ILRDNT =XV A ERMTEH—DTF—ILTY Volume Type Qo0S. miE

MStorageClass(solidfire-silver) (. Siver/NT7 #—<IY >V RAERMTEZIA ML= F—I)LERUHL X

To TridenthEIRTBRET—ILZ2REL. AL —JBHNFELINDLSICLET,

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-gold-four

provisioner:
parameters:

selector:

csi.trident.netapp.io

performance=gold;

fsType: ext4d

apiVersion:

storage.k8s.io/vl

kind: StorageClass

metadata:

name: solidfire-silver-three

provisioner:
parameters:

selector:

cost=4

csi.trident.netapp.io

performance=silver; cost=3

fsType: ext4

apiVersion:

storage.k8s.io/vl
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kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=1

fsType: ext4d

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:
selector: performance=silver
fsType: ext4

E¥'%H‘:9L\TL;\ _b 67&:%< f2E

* RV aA—LT7IOERTIL—=T"

ONTAP SAN RSN

ONTAP SAN F 51 NDBE

ONTAP & &K 7T Cloud Volumes ONTAP SAN RS 1 /\Z{FEH L7 ONTAP N\w oI VR
DEREICDOWTEHRAL X9,
ONTAP SAN R S -7 /NDEFH

Tridentid. ONTAPY S X R EEETBTOHDIDSANZA FL = RSANZRELEFT, HAR—FINTL
%77t XE— FRI&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
« ReadWriteOncePod(RWOP)T ¥,
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RWO. ROX. RWX. RW
OoP

RWO. RWOP

ROXE L URWXIE. 77
TN RTLR) 2—L4
E—RTIIEATEEE
Ao

HYR—rENZ3T771)
AT L
T7AIY AT LTS

Lo raw70Ov o5 /N\1 2R
T9Y

Txfs1 . Text31. T

ext4 |

T7AINY AT LR
Lo raw7Ov o7 /N1 R
T9

Fxfs1 . Text31. T

ext4 |

T771IN R T LR
Lo raw7Ov o7 /INTR
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xfs] « Fext3). T
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* f£H ontap-san-economy KA 2 —LDFERAHHIXDELDHZVWEFEINDISG
BDH "HR— kTN BONTAPDOHIFR",

* fH ontap-nas-economy KR 2 —LDFERAHHNXDELDHZVWEFEINDISG
EDH "YR—FENB0ONTAPDOFIRE" & ontap-san-economy RS NIZFERATE

@ FtAo

* FALBVWTLEEV ontap-nas-economy 7 —XFRi&. T FXAEZVAN), EEU T
1 DZ—INFRIN 355

* NetAppTld. ONTAP SANZBR< $RTDONTAP R 51 /N TFlexVol BENLEZFEHRT 5 C
CISHREINTULERA. EBERY LT, TridentidX+ v 7> 3 v hFHOFER%Z Y HR—
L. ZRUSK LU TFlexVolR ) a—L%ILEREL £,

2—HHER

Tridentld. ONTAPEIEE £7/-I3SVMEEE (@EIFV XA 1—Y. vsadmin svMIA—. FIZBD%
FICRALO—INOI—H%ZER) CLTERITITZILZBELTVWET “admin, Amazon FSx for NetApp
ONTAPEE T, Tridentld. 7 5 A2 A—H£721F vsadmin svMA—H%ZFA T S0NTAPEIEE £/
IFsvMBEE. FRIEELCO-IILDFOEZFIDI—HFE LTEITINBZIHBELHD T fsxadmine D
fsxadmin' 1—HE. 77 AXEEEI—HICHKDOZBEENRI—HTY,

INTA—REFERAT B3HBEE limitAggregateUsage. 7 T A X BIBEDHERINET

(D 9, TridentTAmazon FSx for NetApp ONTAPZ{EH L TL\ 354,
limitAggregateUsage /NI X—RIEXA—HFT7 LTV hE ~fsxadmin ' A—HFT7HUV KT
IIHBEL FHA “vsadmine CD/NTA—AEIEET D EREMLIBIIKBMLET,

ONTAPHTTrident R S A N\HDMERATE 3. KDFRDELVWO—ILEERT D CIFARETIA, #HRLE
H Ao Trident D)) —XTld. ZLDIFE. ZEINZT API BEBMTREICHRDZH. 7y TITL—KH
L. IZ—HEIDRILAEDET,

NVMe/TCPICE8 Y 3 T DD EEEIE

Tridentid. XD K - /\%Z{FH L TNon-Volatile Memory Express (NVMe) 7O RJ/LEHR—ELET

ontap-sano

* IPv6
* NVMe7R 1) 2 —L®DSnapshote 7 O— >
* NVMeRJ a—LOHY A XEE

* TridentOABBTYER T NT=NVMe R 2 —L%EAVER—EL T, EDSA 7Y A7) %2 Trident CEBETE
BEDICTB

* NVMe=%-1 T4 TTILF/INX

* Kubernetes/ —RDJL—XTILo vy ATV EIZTL—X T vy D> (24.06)
TridentiZA =Y R—FLTULWEH A

* NVMe TxX A T+ 7ICHR— kTN TLBDH-HMAC-CHAP

* Device Mapper (DM ; 7/\1 XY w/\—) YILFI/INX
* LUKSEES1t
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(i)  NVMe IZONTAP RESTAPI TO&H##— kT, ONTAPI (ZAPI) TIEHH— FShEH A

NY IV RICONTAPSANR SANZRET 5%Emz LEXT

ONTAP SANK S/ /\CTONTAPNNY U LY R %= BT D T-ODBH A T3> %
BEELET,

2

FARTD ONTAP Ny I T RTlE. Trident TIEDRCEH 1 DOT7F VS —F% SYMICEID HTEHIHRE
rHOFEd,

"ASAR2YVZATL"ARNL—CBOEREICEVTHOONTAPS X7 L (ASA. AFF. FAS) X8

@ BDOFEd, ASAR AT LTIF. ENORDODICAML—CTAMY —URMERAIAE T, &8
B"ZN"ASAR2 AT LTSVMICT7I VT —h2EDYHTEZAEICETZIFLYyIR—D
50

BHORSANZRTL. 1 DFEIBERDORSANZERIBZIAML—JISRZERTEZCHTEE
Yo ToE XIE'ONTAP-SAN' RS A NZERATS l-dev] U5 XL 'ONTAP-SAN-T 1./ =X — 'one ZfEA T
3 774 b) VSRZRETETET

FANTDKubernetes7—H—/ — RICEYIZRISCSIY —ILZ A YA = ILLTHELLHBELRHD T, #BBL
TLLIEEW"D—h—/ —RFRa#EFELEFI"ZBBLTIIETL,

ONTAP/N\'w o T > R®DE8:

TridentiZld. ONTAP/\ Y JILVR @DIL\DIELO_ZO@:E N 73\% h%xEd,

* credential based : RELRMERZIFD ONTAP 2—HD1—HZE/NXT—K, ONTAP N\—>2 3> X DE
BEERARICED D 1-HIC 'admin' £7ziF vsadmin BEDFFIERINI-EFa2U T - OJ1> - 0O
— I\ EZERATRI xR LET

* SFBAEAR—X : Tridentld. NV I IV RICA YA M—=ILENTWVWBIEBEZE%FER L TONTAPY S XA &
BEITAECHTEET, COHZE. NYIIYRERICIE. Base64 TIZYIA—REN=OVZ147> bk
SEBAE. *—. BLWMEEINT/- CASEAE (M) HEFENTLVIRELHD XY,

BEONYIIVREEHFLT. LTV vIR—ROARCIAER—XOARZTIDEZDZ N TE
F9, el _ELC'U-ZR F*h%.:,quE?'j'/iHIVDT_U'C?'o SlJa)urL.\uIEjj__tL-tﬂbgx%‘&_‘;\ Ny IV
REEDSBEFEOFRZHIRTIHERHD £,

@ LTIV IICIEREOHAZEEL LS8 TR L. NI I ROERHEM L. k7
’I’)Lk*ﬁ?ﬂl(])wnﬁji/fb‘?amc_ NnNTW3cW>ITo5— b‘ﬁTéhi?’o

ILTYIvIIR—ZADFFEAZBMILEFT

Tridenth’ONTAP/N W OV TV R EBEE T BICIE. SUMENRE LTV S X2 %=NRe LI-BEEICNTZ L
TOIORILHDBETT, ¥ vsadmin BREDEFEERESNIEEOO—IIZFEHAIICZHELET
‘admine CHUZKD. SERDONTAPU ) — X TREA T ZHEEAPID AR SN2 AJREMD H B R D Trident )
)= DETHEBRMEDIEIRINE T, TridentTIE. HREXLDEF2UFTOT70>O—-ILE2ERL TER
TETEIH. #HEEINFEHEA
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NYITITYREEDONIRDELSICHED T,

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",
"svm": "svm nfs",

"username": "vsadmin",

"password": "password"

NYITIVRERIE. VLTIV IDTL—2TF AN TRESNDIE—DIGFATH S CITEFELTLE
TV NYIIYVRMMERCND . I—HRE/INXT—RKH Baseb4 TLY I— RN, Kubernetes > —
JLy b LTRIASNE T, LT vIILOMBIREBELRDIE. Ny I I ROEMEIIEFHEITT
To COUIBIZEIEEEAT. Kubernetes/ A AL —SBEBELNEITLET,

SEBAERN— X OFRED BRI
IR EIIBEFEONY VTV RISHBEERFEAL TONTAP Ny I IV REBETEEF T, NvIIYVRES
ICIE 3 DDINTAXA—EHURETT,

* clientCertificate : Base64 TTZ>1—R3IN/i=o 541 7> MEBBED(E,

* clientPrivateKey : Base64 TI > — R&Nf. BETIT SNI-MEBERDE,

* trustedCACertifate: (S8 SN 7= CASEBEZ D Baseb4 T > 11— R, S NT- CAZERT 35513,
CDONTA—AEIBETIUNELNHD £9, EEINE CAHNMERAINTULAVEESIZERLTHEVE
Ao

—EMR T — 7 JO—IPRDOFIETHERINE T,

FIE

1. 9S4 7 >V ERRE e F—2EMLET, EMEFIC. ONTAP 21—H¥ L TEREEd % & 5 1C Common
Name (CN ; #@%) #HRELF T,
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openssl reqg -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. SN T- CASEEAEZ ONTAP VS R ZICEEBML £9, COMBIE. X ML—IBEBEN T TICIT-T
WBATREMD B D &9, ERTET S CAHMERATNTUARWSSIFERLE I,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VSRR SA TV MNEFAZE e F—% 1V RM—=IILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

@ CHOOXRYRZEITTB L. ONTAPIFFFAZEDAIZ RO F T, FIR1TERINT
‘k8senv.pem 7 71 ILORBZEDFIF. ENDZANLTA VA M=ILEZRTLE T,

4. ONTAP X alUFq - O - O— )LD cert RAFAREZ T R— L TWBAR e #ERELET

security login create -user-or-group-name admin -application ontapi
—authentication-method cert

security login create -user-or-group-name admin -application http
-—authentication-method cert

S. £ ENI-FERE A FEA L TR % T X FONTAP B2 LIF > & <vserver name> |3, BIELIFDIP 7 K
LZAELVP SYM BICBEEIHEZ TLIET L,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver—-name>"><vserver-get></vserver—-get></netapp>"'

6. Base64 TiFAZE. ¥—. BLVEETNIc CAEAEZ T O— RT3,
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base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64

base64 -w 0 trustedca.pem >> trustedca base6t4

I AIDFIETHEMEZERAL TNV I IV RZERLE T,

cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

Fommmmmmmmm== e o esseseses s s s s e eses
o= o= +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

Fommmmmmmmm== e ee== Bt et
Fomomomoe Froccomomo= +

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

e S e e Fommmmmmrososorrrrrrrerere e me s e e e
Fommmmm== o= +

LA REEBH T BN, LTI vIEd—T—>3rv LT

BEONYIIYREEHL T JOREAEZFERLED. JLT7 v/ 2O0—F7—>3 > LD TESE
To CNIFEBEEDAETHHELET, I—HRENRT—REFERTZ/N\VIIY RIFEBEEZFERT S
ESICEHTTEIN, MEZEFERITINYIIVRIEA—HRENRT—RICESDVWTEHRTETEI,
NzZIIT3ICId. BEFEORIAEZHIFRL T ILVWEREEAEZ BT A3MELNHD 9, RITHER/NT X
— R ZBUEFH I Nf=backend.json 7 7 1 )Lz EF L T'tridentctl backend updateZ= 1T L £
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

NRT—ROAO—-T—23a Y ERTTIRICIE. X FL—IEERENRAIC ONTAP TI—F
ONRAT— FREHTZBENBD FT. COBICNYIIYRT Y IF— MGEET, G
() ®mEon-—7->a RATsRE. BROTHABEI—FICBMTECLATEET, £
D%, Ny /T KBRS NTHLVEREAMBRSINS &5 ICAD £T. COMBEICH
CHWIHEE. ONTAP 2522 BHIRTE £ 7,

Ny IITYRZEHFLTH., TTIEREINTVE R 2a—LADT7 7 XZHEENT . TDRDOARY 12—
LEGRICHOREELEFEA. NV IIYROEFRHHING B L. Tridenth’'ONTAPNw I T R E@BEL. LU
DR 2a—LNBZMIBTESLSICBDET,

TridentF D H X X LONTAPO — JLDYERY

Trident CALIE% 179 3 7= ICONTAP adminO— )L ZFEB T 3HEHL B VK 51, &/ \PrivilegesZ ¥
DONTAPYZ S RAAO—ILEERTE £, Trident/\w I LY RIBRRICI—12%2EHD . TridentfERL L
7=ONTAPZ S 22 O—I)LHhMER SN TUELRITINE T,

Trident71 A X LO—)LOERDOFFMICDOWVWTIE. ZBBLTLLEIW Trident A ZZ LO—)Lo TR L —42",
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ONTAP CLI/ >3y
1L XAy REFALTHLLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Trident2—HY0O1—HY&%=ERLET,

security login create -username <user name\> -application ontapi
—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_ name\> -comment "user description"

3 A—HicO—-ILEIvEYILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System ManagerD £
ONTAPY XA T LR %Z—2 v T, ROFIEZEHRTLE T,

1. AZZLO—ILOER :
a JSRZALNINTAHRZLO-IIZERT BICIE. [V 7R ZP>[REZERLF T,
(F713) SVMLARIILTHRZLO—-IZERT 3ICIF. *[X kL —1>[Storage VMI>[ERE]>[
I—HeO—JL]*ZERL ‘required SVM £ 7,
b. DIEICHBERENT A > (—*) ZBIRLF T,
C. [Roles]* C[+Add]*Z=ZEIR L £ 9,
d O—ILDIL—IZEEL. REEIVVILET,
2. O—)LETrident1—HICY Y F 95+ 21— O—IIIR—STROFIEEZETLE I,
a. T[7A A>DEMMH+ZFERL XTI,
b. RERI—HE%ZFERL. *Role* D RAY AT XZa—TO—ILEBRLET,
Cc. [fxfF (Save) |ZUUvILET,

FHICDOVWTIE. ROR—DZBRLTLIZTE L,
* "ONTAPOEEBHADARXZ LO—I)L"F /23" A A2 LO—ILDERER"
s"O— )L a—4%zERT 3"
WHECHAPIC & 3 IEHDERE
TridentTl&. R Z4/V& ontap-san-economy’ RS /NOWAECHAPZFEHE L Tiscsittw> 3> Zzs8s

TEFFET ‘ontap-san, CHUTIF NYITIVREETHA IO V2B TIHNENHD "useCHAP £
o ICERET D ‘true’ &\ TridentiESVMD T 7 4L b DA =T —2tEF a2 T4 ZWNHRCHAPIZERE L.
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A-HHE—IL Y bENYIIVRT7AILICKREL 9, EEDREEICIIINTTM CHAP Z MR35
CCZEHRELET, ROBEFZER/LTILEE L,

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

@ MuseCHAP | NS X—&IE. 1EIIFIFRETETST—INEBOAT>3>Td, T7A4ILET
|3 false ICBRESNTUVET, true ICERELTHE T, false ICRET D CIFTTFHEH A

' useCHAP=true' ICI1R T. [ chaplnitiatorSecret | . I chapTargetInitiatorSecret 1 . T
chapTargetUsername | « & U lchapUsername | 7«4 —ILREHNYI IV RERICEDIMNENHD £
o —2 L v b tridentctl update ZERITL TNV I TV RZERLIZRICEETEEXT

fHHE A
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*SVM TCHAPZtwv 7y LET,
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cat backend-san.json

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",
"svm" :
"useCHAP": true,

"username": "vsadmin",

"ontap iscsi svm",

"password": "password",

"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- R +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

o o —— e
- e +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

o —— o —— e it e
- e +

BZEOERIIFEEZTITT. SYMEDTridentiCE > TIL T VIV ILDEHRINTH 79T THRFEET
To FILWERTIXEF NI LT OO vILDMERSIN. BEFEOERISEISHES 7770 I8 D £Fd, &
WPVS 2l L THBER T . BFicCNILT OO vILDMERSINE T,

ONTAP DSANIBR A 7> 3 > & fl

Trident® -1 > X b —J)LEFICONTAP SAN R S 1 N\ %4ERf L TERT % 5HEICD VW TEREA
LXxd, COEI>a>TIE. NwIITYROBEEBlE. Ny IR
% StorageClasses|CY v E VI 370D MEZRLE T,

"ASAR2Y AT L"ARL—CBOREICEVTHOONTAPS X7 L (ASA. AFF. FAS) tERbFd, Ch

S5ONYI—oavid. BHINTUBRBEDNSX—ZDFERICHELE T, "ASAR2 VAT LMD
ONTAP > AT LDEWIDWVWTEFLCIF. TEBEZITELTETL. %
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24.06') 1) —2E L VONTAP
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—hrENEEA
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s AU EEELE T, CD5IE mkis'lE. R
— LT =Ty FETNBZECICERASINES,
NCED, FHISIHL TR a—L%ZET7+—<T v bk
TEET, TNAZANZZBRWVWT, mkfsOY >V RA
7 3> rEKICformatOptionsEIEE L TL 12T
Lo fiil © T-E nodiscard]

¥F51%FE ontap-san* € L T “ontap-san-
economy iSCSI 7O M J)LZERALIERZ1/V\—,
*iSCSI $ & U NVMe/TCP 7O ~ Oz AT 315
B. ASAR2 AT LTHYR—FEINET,

limitVolumeP ONTAPSANI IO/ I—N\wZIYRTLUNZERY "™ (F7x4)rTIHBERINEE

oolSize BBE0D. BERAJgERRAFlexVoltr 1 X, A)
denyNewVolum /\w I RHBLUNZMENT B7=6IZ#H L L\FlexVol
ePools R a—L%ZERTZCZHPRLET ontap-

san-economy. FTLWVWWPVDZFOET 3= > IlId.
EIFZDFlexVolDHDMERINE T,

formatOptions DfERA ICEE T S HELRFIE
Trident &, 7 #—<w MUIBZSRILTBOICRODA T a o= HRELTUVET,
* -E nodiscard (ext3. extd4): mkfs Ffic 7 Ov I ZHWELF A (RIOICTOVIZHETZICIE. VU

YR ZTF—=K TNARAELVAN—=R /2> 7O IZVT A ML=V TRIIBEY), CHUITIEHELE
DATay T-KI IZRHDDDDT, ext3. extd 771 DXTLICEEATEE Y,

* K (xfs): mkfs BRFICT OV I EBELEFEA. COF T avidxfs 770 SXTLISERTEEY,
Active Directory OFREEERZFRL T, /Ny I I R SVM (CX L TTrident Z585E 9 %
Active Directory (AD) SREEBEHRZFERA L TNV I TV R SYMICX L TEREET B & SICTrident ZFRETT £
To ADT7HIY D SYMIZTIERATBRIIC. VT ARELIESVMADAD RX> O bO—35 77
TRERETIVENRBDET, AD7HIY rEFRAL TS AZ—%ZBETBRICIEF. RXT1Y F/*)L%
ERR T ZREBHH D £9, BER "ONTAP TActive Directory R X+ > O FO—S D7 UV A% 1EMT 5" 55l
lcDWTd,

FI&E
1L NYIITVRSYMDRXAY =L 2 X T L (DNS) SREZHER L 9,

vserver services dns create -vserver <svm_name> -dns-servers
<dns_server ipl>,<dns_server ip2>

2. RDOAX > R%EEFTL T, Active Directory ICSVM OOV Ea2—2 7HO Y M EERLET,

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com

3. COOXYRZEFERALT. V5 XRFLIFSVMEERT B 1HDADI—H —XTZ T I —TZ2 kR L F

70


https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html
https://docs.netapp.com/us-en/ontap/authentication/enable-ad-users-groups-access-cluster-svm-task.html

ERS

security login create -vserver <svm name> -user-or-group-name
<ad user_ or group> -application <application> -authentication-method domain
-role vsadmin
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INTAX—&
luksEncrypti
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BEEAR) > —

nameTemplate

Brk)z TI7FIE
LUKSEES{tZBMICLE T, 2BRLTLETL "™ RE false ASAr2 X7 LD
"Linux Unified Key Setup (LUKS ; fi&F*—tv b7 B&.

w ) =R

BEER) S —IE L) ZFALEY. ASAr2 >
ATLTIHEELBVWTL T L,

NRAZLR) 2a—LBZERT BcHDDTYTL— ™
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R)a—L7OESa=Z>Tof

FIFIERERINTVWAEZEXRICSRLED,

version: 1

storageDriverName: ontap-san

managementLT

svm: trident

F: 10.0.0.1

_svm

username: admin

password: <p
labels:
k8scluster

assword>

: dev?2

backend: dev2-sanbackend

storagePrefix: alternate-trident

debugTraceFlags:

api: false

method: true

defaults:

spaceReserve: volume

qosPolicy:

standard

spaceAllocation: 'false'

snapshotPolicy: default

snapshotReserve: '10'

RSANZFERLTERSNIZIARTORY 2 —LICDWVWT. ‘ontap-san TridentiFLUN X & 5
—RIIRET BTeDIC10%DBE X FlexVollZBAIL £9 . LUN (&, I—HH PVC TEXRL T
C) A Fo<KEALYrXITFOEY 3= FENET, Tridentld. FlexVollZ10% %300 L
£9 (ONTAPTIXERABER YA X LTRREINETY) o I—HITIE. BRL/-FEBAIEER
HEDYTENE T, Flo. FATRERIR—IAMNTILISERAINTULARWLAT D, LUND
FANDERICRZZEHHD EFHA. Chd. ONTAP & SAN OFFMICITZELEHE A

EEINTNY I IY RDIFE snapshotReserve, TridentidXD KL SICHR) a—LDH A XZEHEL F

ERS
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Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

|CTridenthFlexVollZIBIN S $210%DAB=ETY o snapshotReserve =5%. PVCEK =5GBDHE. K2
— LDEEY 1 X1$5.79 GiB. FHEBEREARY 1 XIE5.5GIBTY, ‘volume show I¥ Y REETTD L. XD
BID &K S BIERMNRREINET,

Aggregate State Size Available Used%

_pvc_B89f1c156_3801_4ded4_979d_034d54c395f4
online RW 18GB
_pvc_ed42ecbfe_3baa_4afb6_996d_134adbbbB8ebd
online RW 5.79GB 5.50GB
_pvc_eB372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

R/E. BEOR) 2—LICHLTHLVWHEBEZTS IS, YA XZEERLITZEALEY,

&/\BRDKTEHI

RDBNE NFEAEDNTRA—=F 2T T AN FDIIICTEIEANLGHREZTLTVWE T, Chid. NvIT
YREEERITHIROBERFETT,

@ Trident CTAmazon FSx on NetApp ONTAPZ{EF L TL\3155. NetAppTld. IP7 KL XTlE
72<. LIFODNS®ZIEET D L eHRL T,

ONTAP SANOD

_NUE. ontap-san RZ1/\

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svim: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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MetroClusterD |

ZAAYFA—=N=—"RRAAYFNYIDERTHRICNYVIIY RERZFENTEHF T I3HNEDNBVLSICN
WOLYREHRETCEET, "SVMOL Uy —o3 > )AhnN0r,

RAYFA—N—ERAYFNY I —LLRICETIBICIF. ZEALTSYMEIEEL
managementLIF. /NI X—ZIFEEEL ET svmo Hl :

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

username: vsadmin

password: <password>
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SERAZEAN— X DFREED A

CDEARNEHKREH TIE. clientCertificate. clientPrivateKey H&U
‘trustedCACertificate (BESINICAZFEEREL TWLWAEFERIIA T aY) BICAATINET
backend.json BLWIE. 7 T4 7> MEAE. WER. EFEINI-CATEHE Dbase64T > 11— R1E
ZENETNEIELE T,

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz



XA ECHAP DA

RDOBTlE. useCHAP HICKRTEL FT trueo

ONTAP SAN CHAP D

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

ONTAP SANI ./ = —CHAP®D

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy

chapTargetInitiatorSecret: rgxigXgkesIpwxyz

chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>
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NVMe/TCP D

ONTAP/\w 7 T > R TNVMeZfEA T ASVMZREL TE K BELHD £9, ZHIENVMe/TCPOERK
BENY I Iy RIERTT,

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

SCSl over FC (FCP) o

ONTAPNwY LY RTFCZERA L TSVMEREL THEHRELAHD £9, CNIFFCOEERMNE/NNY D
IV REBETY,

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_ fc

username: vsadmin

password: password

sanType: fcp

useREST: true



nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

ONTAP SANT 1./ = — K 1 /\(DformatOptions Dl

version: 1
storageDriverName: ontap-san—-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:
formatOptions: -E nodiscard

RET—IzERTB/NvI T RDH

NEDH VTNV IIVREERET 7AILTIE. RDESBEFEDT 7 AILEDNIRTORA ML= TF—)L
ICRRESINTUWET, spaceReserve %L1 DIFEIF. spaceAllocation EDFRD encryption EIT
INET, RET7—ILIE. ARL—=E0S 30 TEELED,

TridentTl&. [Comments]7 « =L RICTFOES I Z VI SRILBRESINE T, OIX> MME REF—ILE

DIRNTDINILZTOES I ZVTBEICA L —U7R ) 2— ALK OB —9 BFlexVol volume TridentiZ 5%
INFd, ACL—UBEEIF. (RET-ILCCICSRNILZEERZLED. R a—LEZSRNJLTTIL—FL
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1ehTEEY,

NSDHITIE. —BEDRA L= F—=)LDHME D spaceReserve. spaceAllocation KXY
‘encryption fB. BRrUV—BDT=IIETI7HIL MELDBHEBEINE T,
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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ONTAP SANODZEE DA

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us_east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
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zone: us_east lc

defaults:
spaceAllocation: "true"
encryption: "false"

NVMe/TCP Dl

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
Svm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"

encryption: "false"

J\w 2 T2 R% StorageClasses IC¥ v EYI LET

JRDStorageClassE&E . [RET—IL=FEET 2NV I LTy RDAl, ZEBY 3 parameters.selector
714 —JLRTIE. BStorageClassHh’R) 2 —LDHRX MIFERTEZRES—ILEFVHLET, RJa—LA
ICIE BIRLUIRET IR TERSINTEERDEHD X,

* o protection-gold StorageClassld. ontap-san /N\wZI VR ! d=ILRLARNILOREZIRMET S
ME—DT—IL T,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* ., protection-not-gold StorageClassid. ND2EH LIBHDRES—ILICIVvEY T ENET,

ontap-san /NI IR I INSIE. =L RUANDRELANILZREITZIHE—DTS—IL T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* . app-mysqgldb StorageClassiZHDIFEDRE TS —ILICY Y E VT ENE T ontap-san-economy

NYPTITUR UL mysqldoRA F7 7 )= a3 EOR ML= T—IUIBRZIRE T ZH—D 7
'_')L—Cj-o

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* o protection-silver-creditpoints-20k StorageClassidRD2EFEBDREST—ILICIvE>TE
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* . creditpoints-5k StorageClassidDIBEH DR T—ILICTYvEV T EINET ontap-san /Ny ¥
TV READIBZEBDRE S —IL ontap-san-economy /NI IV R I T5lE. 500007 L2y hRA
Y hEEFOM—DT—ILAT )T T,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

* . my-test-app-sc StorageClass|IIcY v E>I ENET testaPP HDRIE T —JL ontap-san K3
1 /\ sanType: nvmeo _HUIHE—DT—)LTF—EXTY, testhApps

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

TridenthEIR T BRI T —ILZREL. AL —CBEDNFELEINDLSICLET,

ONTAP NAS RSN

ONTAP NAS R 5 /NODHE

ONTAP & & T Cloud Volumes ONTAP @ NAS RS /N\Z{EH L ONTAP /\w o TV
ROFEICDOWTERBL X,
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ONTAP NAS R 51 /\D ¥

Tridenti&. ONTAPY S AR LIBIET BT2ODRDNASIA ML —J RSANZRELET, HAR—FIhTWV
277t XE— FRI&. ReadWriteOnce(RWO). ReadOnlyMany(ROX). ReadWriteMany(RWX)
. ReadWriteOncePod(RWOP)T 9,

RSN ORI Ra—L HER-—FIATWETY HR-—bLEZh3T771)
t—F TXE—F AT L
I ONTAP - NAS | NFS Z74I)L> RWO. ROX. RWX. RW " nfs. smb
SMB AT L OP
FTONTAP-NAS-I 1./ NFS 771> RWO. ROX. RWX. RW " nfs. smb
=] SMB AT L OoP
I ONTAP-NAS-flexgroup NFS 771l RWO. ROX. RWX. RW " nfs. smb
J SMB AT L OoP

* {FH ontap-san-economy KHHR ) 2 — LDEREDIIDELDHZVWEFRINSGIH
BDH "YR— kTN BONTAPDHIR",

* f£H ontap-nas-economy KR 2 —LDFERAHHNRDELDHZVWEFEINDIG
BDH "FR—FTNEONTAPDFIRE" KTV ontap-san-economy RZANIXEHRTE

@ FtA.

* HALABVWTL TV ontap-nas-economy 7 —XfRi&. T HFXZVANU, EEUTF
1 DZ—XAWFEINZFE

* NetAppTld. ONTAP SAN%[RL TARTADONTAP R 51 /N TFlexVol BEILEX FER T3 Z
CIFHREINTUVWE A, EEEYE LT, TridentidXF+v > a3y FFRHOFERE HR—
L. #FNUTFELC TFlexVolZR ) a—L%EEL £ 9,

I—THER

Tridentld. ONTAPEIEE £7/-I3SVMEIEE (BEIFV T AAX1—Y. vsadmin svMA—. D%
BCRILO—ILDI—Y%2FEH) Y LTERITIHCHEEELTVEYT “admine

Amazon FSx for NetApp ONTAPERIE Tld. Tridentid. 7 7 A1 —HF7=ld vsadmin svMA—HZFERT
BONTAPEIEE £ /-I3sVMBEEE. FLEEILO-ILORDEAFIOI—HF Y LTERITINZIHBELRHDET
‘fsxadmine — @ ‘fsxadmin' I—H|d. VT AAEEBEI—HFICTKDLBZBERENRI—F T,

INTA—REFERAT 3HBEIE limitAggregateUsage. 7 7 A X EBEDHERNINET

@ 9, TridentTAmazon FSx for NetApp ONTAPZfEH L TL\3I5E.
limitAggregateUsage NI X—RIEA—HFT7 LTV bE fsxadmin ' A—HF7HUV KT
IIMEBEL FHBA “vsadmine CD/NTA—ARZIEET D ERELIBIFKBKL £,

ONTAPHTTrident R S A NHAMERTE 3. KOFBRDELVWO—ILEEMRT DI CIIARETTA, #HELE
H Ao Trident DFF) ) —XTld. ZLDFE. ZERINRT API BEMTRHREICKRDZT=H. Ty TFIL—KH
L. I7—HEIDPILCEBDET,
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ONTAPNASKR SANZFERLTNYIIVRZHRETDE REELET

ONTAP NASK S/ /N\TONTAPNNY I IV REZHRETZ-ODEH, SBEA T g .
BLUVITIVRR—FRUS—%BRLET,

25.101) 1) —ZLAB#E. NetApp TridentidIA FZHR— b LEX T, "NetApp AFXZA EL—2 2 27 L" . NetApp
AFX Z R L—3 2T Lld. R R L—SBOEEICEWTHOONTAPS X7 L (ASA. AFF. FAS) IR
BOFEY,

@ D& “ontap-nas’ AFX & AT LTIERZ4/N— (NFS 7O R LG E) B R—FINTUVET
AN SMB O R JJLIEHR—bINTLEE A,

Trident/\'w 7 T RIBRTIZ. SXATLDAFX THE I EIBETIHNENHD £FH A, #IRT 3 L “ontap-
nas’ & L T “storageDriverName Trident (FAFX > X 7 LZ BEIRICERE L £ 9,

Bk
* IARTD ONTAP Ny I T RTlE. Trident TR EH1DOT7T VS — %2 SYMICEIDH TS 4
BENHDFT,

CEBDORTANZERITL. 6D —AZBRIZA N —CUTRAZERTEET, LRI ZFEA
T2GoldV T RA%ERETET XY ontap-nas R4 /N ZFERHT BBronze” 5 X ontap-nas-economy
126

* IR TDKubernetes7—H—/ — RICEYIIRNFSY —ILZ A VA R—=ILLTELLRELRHD T, 250
LTLIEETWVW"CE6H2 B0 554

* TridentTl&. Windows./ — R TEITEINTWVWBARY RICYT Y FENTSMBAR 2 —LDAHDHR— LT
NEJ, FHICOWTIE. Z2BBLTLKLKIETWVWSMBR ) 2a—LAE O a0 d23%E FEELET .

ONTAP/N\w U T > R®DE83

TridentiCid. ONTAPNNw U T RDFREEIC2DDE—FHAH D F T,

* Credential-based : CTOE— R Tld. ONTAP/NW I LY RICHRRIEBRVPHURETT, FRIERINI-tFX
AT O > O—ILICEAEMITSNT=THO b EERTICHEHERELET, Fl . admin Fild
vsadmin ONTAP ON—2 3 e O E#BEZ R AIRICESH D=8,

* SERAENR—X I COE—RTIE. Tridenthi’ ONTAPY S X R L@ET 37 Ny I IV RICGERE %
AVAL=ILTBHBENDHDET, COBFE. NYIIYRERICIE. Basebd TTYI—RFRENI S
172 hEEAE. ¥—. BLUMERINI CASIAE (#R) HESENTULBHENHD FT,

BEONYIIVRZEH LT JLT VI vIIR—ADOAHKERAER—ROFRZTDER SN TS

F9, el —EICUR— b BEREEHEIF1 DT T, BOFREEARICTIDEZRBICIE. Ny I Ty
FEREDSBIFEDANZHIRT 2HENDHD T,

@ “ b?//v}btéﬁﬁﬁid)ﬁﬁ%*?‘éif_béz SS9, NyII Y ROERMNKREL. B~
7AILNCEBORAAENEESNTULBE VWS TS —HRREINE T,

LTS vIIR—ZADFF=EMICLET

TridentA’ONTAP/Nw VT2 R EBIET BICIF. SVMZEXRE LItV S XA ZRMRE LILEEEIINT ST L
TV IHBETT, P vsadnin BREDFMERSNIBEDOO-IZERAI S CZHRLET
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‘admine UKD, SHERDONTAPY ) — X TEA T ZHEEAPIN AN S N3 AIREMEN B B R D Trident )
) — RO EEMHIEERINE T, TrdentTld. DAZLOEFa2)FOF 40 >O—-)LEER L TER
TETEIH. #HEEINFEA

NYITITYREEDONIRDELSICHED T,

YAML

version: 1
backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
credentials:

name: secret-backend-creds

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",

A A

svm": "svm nfs",

"credentials": {
"name": "secret-backend-creds"

NYITIVRERIF. LTI ¥9 DT L—2TF XM TCRESNDIE—DBFATHDI ZCISEFELTL S
TV, NWIIYVRMIMERIND E. I—HRE/INAT— KD Base64 TLT>1— RIN. Kubernetes > —
JLy b LTHRIACNE T, LTV vILORBIRELRDIEZ. Ny IIY ROEREEHIEITTY, C
DRI EIEEERT. Kubernetes/ A b L —CBEENERITLET,
SERRER—XDFREEEBMICLET
FRFIIEEON Y I T RIFSIBBE#FER L TONTAP NIV REBEETEET, NVvIIVRESR
ICIE3 DDINTA—EHRETT,

* clientCertificate : Base64 TTZ>1—R3IN/=o 541 7> MNEBBED(E,

* clientPrivateKey : Base64 TI > d— R&Nf-. BEETIT SNI-MEBERDE,

* trustedCACertifate: (S8 SN 7= CASEBEZ M Baseb4 T > 11— R, (S NT- CAZFERT 35513,
CDOINTA—BEIBETINELRHD Fd, BN CAHWERATATULEVSESIZERLTHEVE
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Ao
— MR T -7 T O—IFROFIETEREINE T,

FIE

1. 9547 NEBBE X —% &L £9, £RMEFIC. ONTAP 21— L TEREEY B & 51 Common
Name (CN ; #H@%) #REL X9,

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. EfEINT- CAGIEAEZE% ONTAP VSR ZICEBMLE T, CONEBIF. RML—UBEENRI TICITOT
WBBEEMERH D F T, ERETETD CANMERINTULWEWESIFERLET,

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>

3. ONTAP VS RAICUSA TV MNEFAZE X —% 1R M—ILLET (FIE1) »

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>
security ssl modify -vserver <vserver-name> -client-enabled true

4. ONTAP X alUFq - O - O— )LD cert RAFAREZ T R— b LTWBAZ e #ERLET

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5i&*htﬂ%i%ﬁﬁbfwﬁ%TZhowmpﬁﬁLw>z<mmwnmm>M\ﬁEUme N
LABLUV SYM AICBETHBZ TLET LIF 1t —E XK > —h' T default-data-management | |
BREINTWBRZ t%ﬁ&?&@“éﬁ%b\a@ D £9,

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver—-get></netapp>"'
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6. Base64 TIEFAE. ¥—. HLMEMI NI CASFHEETLI— RT3,

base64 -w 0 k8senv.pem >> cert basebt4
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca baset4

I BIOFIETHEEZERAL TNV I IV RZEERLE T,

cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n

trident

o o Rt bt
o F—————— +

| NAME | STORAGE DRIVER | UuIlbD

STATE | VOLUMES |

o —— o e it b T e PP
- - +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

fom - Fomm e st et
o e +

LA EEEBHIT BN, LTI vied—T—>3> LT

BEONYIIYRZEHL T, MORRGEAEZFERLEED. L7 vIlzO0—7—>3 > LD TEX
To CHUIIEBESDHETHHELEF T, A—HFRENAT—RZFEATZ/N\VvIITY RISAAEEZFERT S
SOICEFTETEIN SBEXZFERIZINYIIVREA—HYRENRT—RIZEDVWTEHTEEXT, C
NZz1T3I1CId. BIFOREAEAEZRIBRL T ILVLEREEAEAZEMT 3HENHD 9, RIS, BEFich
7=backend.json7 7 T JLICHEBRNT A —EAHWRFENLHDZFEAL THEITLE T tridentctl update
backendo
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fems=mmmmm== R fes========scscsessssossssssss==ss=sa=s
fomm - fomm - +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e Fomm - o -
e e i+

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

R e et femsssses s e s ss s oses s s s s es
fmm====== fememe==== 4

NAT—ROO—FT—> 3> >%FTI3BICIE. A FL—BEBEDNRIIC ONTAP TL—H
DINAT—REZBHITIBELNHDET, CORICNYIIVRTZ Y ITF— DI X, it
() ®BEon-7->a :EFT3BIC. BROTREEI—VICEMT S LA TEET, £
DE. NYIITYRDBEFHINTHLVIEASENMER TN L SICBD £9, COIERAEICH
<EHWEEAZE(IZ. ONTAP 7S X AN SHIBRTE XS,

Ny IIYREEHFLTH. TTIERSNTVBRY a—LADT UL RSHWINT . ZOHBOAY 21—
LEFRICHOEELFEFEA. NV IIY ROBEFHHEING S L. Tridenth'ONTAP/Nw VT R E@fE L. L&

DR 2a—LABZNIBTEZLSICHBDFT,

TridentEB D H X2 LONTAPO — )L DYERK

Trident CALIE % 32179 % 7= ICONTAP adminO— L 2 fEA T Z3HEHNHRWVE S5IC. &/ \Privileges%x 15
DONTAPY S A ZO— )L %{EKTEZ X9, Trident/\'w I T RIBRICI—HE%E S5 . TridentfERL L
7=ONTAPZ S 2 ZO— )LHMERE TN TUENRITINE T,
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TridentZA X2 LO—I)LOERDOFHAICOWVWTIE. Z2BBLTLLEI W Trident A ZZ LO—I)Lo T L —42"

ONTAPCLI/ >3
1L x>y REFARALTHLLVLO-IILEZERLE T,

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm name\>

2. TridentZ—HD1—HRZEERHRL £,

security login create -username <user name\> -application ontapi
-authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description"

3 2—wicaO—-ILEYvE>YILET,

security login modify username <user name\> -vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

System Manager®{#FH
ONTAPY 27 LY Z— ¥ T, ROFIEZFRTLE T,

1. ARZLO—ILDIER :
a JZRAZLNITHRZLO-IIZERT BICIE 97 AXP[RE ZERLE T,

(F721E) SVMLARILTHRZLO—ILZERT BICIE. *[R kL —1>[Storage VMI>[FRE]>]
I—HeO—)L]*ZERL ‘required SVM £ 7,

b. DHEICHZKRENT7A Y (—*) Z&ERLET,

C. [Roles]* T[+Add]* = &R L £ 9

d O—-ILDI—IZEzEEL. [RE'ZI7VYILET,

2. O—)LZTrident1—H(C<y 792+ A—HrO—IIR—STROFIEZERTLET,

a. T[7Aa>oEm+Z&ERLET,

b. ¥ELI—HH%ZEIRL. *Role* D ROy AT XA Z_a—TO—ILEBERLET,

C. [f&%F (Save) 120 UvILZEY,

FHICDOVTIE. ROR=DZBRLTLIET W,

* "ONTAPOEBIERAD AR A LO—I/L"FIF"H XL LO-ILDOER"
c'"O—JLrA—H%EHT 3"

NFS T RXR—FrRUS—%EEBLET

Tridentld. NFSTV X R— bR —%FERBLT. 7O 3 Z 20 T3R) a—LADT7 72X %=FHIEL F
ERS
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TridentTIZ Y XAR— bRU S —ZFERAT2HRIE. RD2DDF T2 a>hHbET,

* TridentTld. T RR—bRUS—BHRZHNICEETEET, CONIBE— RTIE. FAIJERIPT R
LX%ZXRICIDR7AYIDI X ERAML—VBEENEELE I, Tridentld. CNSDEFEICEKET
3893/ —RIPELBERICEEBMNICT I RAR—FRUS—IBMLE T, £7IE. CIDRZIEELR
WEBIE. NT D woakdR) a—LTROD 77 O0-NILHROIZF v X FMIPRIARTII R
—kRUS—IEMENE T,

* AML—UEEBEIX. TIVRR—bRUS—HERLED. L—=ILZFHTEMLIED TEFEXT, Trident
Tld. BETHDIVAR—FRI)—BEZIBELBEVWHAED, TTAILFDIIRR— RS —HME
BEnxd,

IO RR—bR)S—ZHNICEE

TridentTl&. ONTAPNY I IV RDIVAR—bRUS—ZHMICBEETEE T, LD, L=

BIEEIZ. BRNBIL—ILEFHTERITZIDTIEHRL, T—H—/—RDIP THEINBZ T RLXZAR—

AZEETEET, TVRAR—FRUS—DEENKIIBICEZLEIN. TIRXAR—FR)—%ZZELTH.

ARL—=C0F5RARICHT BZFHOREIIRBICADET, THIC. AVa—LEZIYTYFLTWVWT, EET
NEEFRDIPEFODT—H—/ —RIEIFICA ML =205 RZAOT7 72X %2FIRL. SHEHN< BENMELTN
T-EBEHYR—FLET,

RAAFZI YOIV RR— b RIS —%FERAT B3HEIE. Network Address Translation (NAT; =%
C) whD—=0 7 RLRZH) ZFERALABAVWTLIESIWV, NATEFEREYT S, A L—O> kO

—JIFEBEDIPRRAMZRLATIEGRS 7O I RDONAT7 RL R %2R T 276, IT7

AR=FIL=ILICT—LBWNGEIE T IV ADEEEINE T,

(ll
2DODREA TS a2V ERATEIRENHDE T, Ny IT YV RFERDHZRICTLET,

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autoExportPolicy: true

COMEERXFRY %581, SYMDIL— vy 3 i, /—RODCIDR7Ov U %5Ad

@ BITUVAR—KRIL=I (TTAILEDITVRR—bERII—RE) #ZEUHRNICER LT
AR—=FRV—HWHBZCEHRITIVEDHD £9, 1DDSVMZ TridentERIZT B IC
I1E. DI NetAppDAR A N TFZ T T 1 AT TLEE LY,

CCTlE. LRROFIEFERA LTI OEENE DL SICEIET 2NN DWTEHBBL T,
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* autoExportPolicy DICREIN TV “true £©9o, ZHUE. TridentHh. CONYI IV REMFEH
LTsvmicxLTcZOE Y a=Z>yanfcAh) a—LAZCICZVRR— RS —%ERL. 7RLRXT
OvozERALTIL—ILOEMCHIREZNIEYT S Y "autoexportCIDRs Z/RLEXT “svml, R
A—LD /) —RIZEHEINZEXTIE. FOR) a—LANDRELRT IR %EZHBLETBIL—ILOBRVWEDT
JRR—bR)O—DMERATNE T, RUa—LH/—RIZABEINB L. Tridentix. $#8E L 7=CIDR7
AvJHRD ./ —RIPZzEUEBCR3qtree LA LEFIDI YV AR— MRS —ZERLET, CNH5DIP
I&. #FFlexVol volume TERINZ TV AR—bRUS—ICHEBMENET,

o fi :
= )\ I > RUUID 403b5326-8482-40dB-96d0-d83fb3f4daec
" autoExportPolicy ICERE true

" XAhL—=2FL T4 v R trident
= PVVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1¢c

* svm_pvc_a79bcf5f 7b6d_4a40 9876 _e2551f159c1ck L\ S HEiDqatree Trident Tld. & LV HHl
DFlexVolD TV A R— kR — CWSAFIDgtreeD LY XR— kR S —,
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc BXUVLWSHARDEDI Y X
R—bRUD— “trident empty MSVMEICERIMNET “trident-403b5326-8482-
40db96d0-d83fb3f4daeco FlexVolLY AR— kR I—DIL—ILIE. qtree TV A7R— kR
DICBENBRTARTDIL=INDR—=NN—tY MIBEDFET, ZOITIVRR—FR)I—E. B
BTSN TOWARWRY 2a—LATHBFRATNED,

* "autoExportCIDRs' 7 RL XAV DU A MDHEEFNF T, CDT 1 —JLRIFEBAET. 774+
fBlZ ['0.0.0.0/0" . ":/0" TYo BEINTULAWES., Tridentid. NTUTr—>a>%FEALT. 7—5
—/—RLETEOD 70— NINRDA—TFDA=ZF ¥ A7 RLAEITRTEMLE T,

CDFITIL192.168.0.0/24. P RLRAEMAIRRBETNATVWET, Tk, NTVT—23 > TIDT7RL
AHEHICE FNBKubernetes / — RIPHY, TridenthMER T 2 LU AAR— bR —IZBMENBZ xR L

9, Tridentld. T3/ —REBRITZ L. /—RDIP7RLAZEIEL. TEESNLTZRLZXTOY
2 &L “autoExportCIDRs £ 9, BRI, IPE 7 LR VT LI, TridentidNBAL/ —RDUS+1
7Y RPOIIRR—bLRYS—=IL—=IL%ERLET,

Ny I TV RDYER#IC 'autoExportPolicy' & & U 'autoExportCIDRs # B TS £ T BEEMICEIE I NS /\ Y
JIVRIZEHFLWCIDRs ZEML7=D. BEE®D CIDRs ZHIFRL7=D TEF X J, CIDRs ZHIRT B3I, B
FEOEGAMUIBIINABAVWELSISERLTLIZTW. Ny I IV RIZH LT I autoExportPolicy | % #E&fIC L.
FETERLIEIVAR—FMRUS—IZRIECHTEERT, ThISIE. Ny I IV RERT T exportPolicy
1 NIA—BZHRETBIHENDD £,

Tridenth'/N\w I T RaEER F o IZEFH L71-%. F7-I3W5T B3CRD% tridentbackend AL TN\wv oIV
RZF w2 TZ tridentctl £,
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export

chapInitiatorSecret:

chapTargetInitiatorSecret:
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>

fileSystemType: extd

J—RZHIRT B &, TridentiEINTDIIRAR— bR —ZFTvIL T ED/—RIIRIGTET7I€
ZI—=ILZHIBRL £, Tridentid. BIEXNRNYIIYRFOIIAR—FRUS—H5Z0D/—RIPZHIFRY
BT AEBNY IV b ZBRLELET, L. COIPHISAZADH LW/ — R THINRATNS55%
PREET,

BEONYIITY RYHZHEE1F. ZFRALT/NYI IV REEHT S tridentctl update backend’

. TridenthA TY RR—bRUS—ZEFMICERETEDLSICHDEFT, ChickD. Ny I ROUUID
atreeBICEDVWT, BEICBLTEWVWSEFIDOH LWVWI I XAR— RU S —H2DEHRENE T, Nv I T
VRIZHBDR) a—Lld. PO LTBEYTMLIEHEIC, FILER LIV RR—FERU S —
ZEALET,

EBERINLIY K- MRUS—EEBLTAY ST RESIRT 3 L. BICERE
()  EIoxR—PRUS—PEIRINET, Ny oIV ROBERSNZ L, ZONY IR
BE LWy 2T ke LTROA. $LWI S K- U S — DS hE T,

BESRD/ — FDOIPT FLAWEHREINIIZEIE. €D/ — R TTrident’Ry Rz BiEEFH T 2HENHD FT,
ZDE. TridentiFBEELTVWBNYIIYROIIRAR— RIS —ZEHLT. IPOEEZRMLE T,

SMBRY a—L%x O3 =Z>0923%mEx LET
ZVDEBHIRERBEIE. ROY—I)L%ZFEBLTSMBAR) 2a—L%Z O 3=V JTEXJ, ontap-
nas FZ41/%

AT XOONTAPYZ S A ZFBEDSMBRY 2 —L%Z{ER T BICIE. SYMTNFSZO )L
@ ESMB/CIFSZ7ORIINOWMAEZHRET DIHNENH D £9 ontap-nas-economyo IL5D
ZOoRalonwgFnhzRELBWVWE. [RE SMBRY 12— LOERHREL F7,
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@ “autoExportPolicy’ SMBR U 2 —ATIEHR— I E Ao

EE%FRRT BHIIC
SMBAR 2a—L% O3 =209 3H1IIC. UTE2E BLTEKBELRHD XTI,
* Linuxd> bO—5/ —REDHE L EH1DDWindowsT —H— ./ — K TWindows Server 2022% E1TL T

LB Kubernetes? 5 X%, TridentTld. Windows./ — R TETEINTWARY RICTT Y kETN7/-SMB
R)a—LOIDYR—rENET,

* Active DirectoryZ L 7> v ILE LD EH1DDTrident>—I Ly ko —ULw b ZERT BIC

(& smbcreds :

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Windowstr—E X L TERESINCSIZTOF >, ZREL X7 ‘csi-proxy ZzEBR L T T L) "GitHub:
cSIZOF " £7-13 "GitHub: Windows[a$CSIZ O <" Windows TE{TEI 1T L) D Kubernetes/ — R D

ISPAN
Ho

FIE

1. 22 7L X RDOONTAPTIE. HEICECTSMBREEZER T 5 & B, Trident THEZERTZ L H
TEET,

@ Amazon FSx for ONTAPICIZSMBEBENMRE T,

SMBEEHAEIZ. OLWITNHDHETERTEF X "Microsoft BIEO VY — )" HE T A IILE X F v A
> F-IZONTAP CLIZfER L £9, ONTAP CLIZ{ER L CTSMBHREEXERR T 5 ICI3. ROFIEZEITL
E3CR

a BBICHLCT. EFEDOTA LI FUNEBEZERL 9.

o vserver cifs share create AV > Fld. HEDIEMEC-pathdA 7> 3 > TERESINATWVWS
NZAZHRLET. BELINZIDNEFEELBZWSE. IV RIIKBLET,

b. ¥5F L 7=SVMICEEEF T 5N TWVWBSMBHEZER L 3

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

C HEMER SN ZREELE T,

vserver cifs share show -share-name share name
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Fo ONTAP NI LY RIBRA T a>DIARTDFSXICDWTIE. ZBB LTI TL "FSX
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smbShare TOWITNDEIEETET XTI, MicrosoftBEI2E1>Y smb-share
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nasType HICERET DIHBELHD £ smb. nullDIFZE. T 7 smb
AL FETY nfso

‘ecurityStyle' FLOWAY 2—LDEFXa TR ZICRET ntfs £/l mixed
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— L

[ unixPermissions | FLWARY 2 —LDE—K, *SMB/RY 2 —LlxZE ™
ICLTELLRELHDET, *

RZEBSMBZERICT D

25.06') 1) —ZLAPE. NetApp Tridentid. A TDHETIER IN/SMBRY) 2 —LDREBTOE 3 Z>T
#HR—KLZET, ‘ontap-nas’& L T ‘ontap-nas-economy' /N\v I LYK, t+217 SMBZEMICTB .
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ADFIEHSNIT OV A%RHBETEET,
BxTsnwTrzwn
* 1 >7R— b “ontap-nas-economy 7R 2 — LIFHR— TN TULWEHEA.
cHmAMODERIO—->OHANYR—FINTULET “ontap-nas-economy’ 7R 1) 22— L,

* Secure SMB B"B#MICAE > TWBIFE. Trident (/N I T FICEEE#HINTLS SMB HEZEMFL &
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:

name: backend-tbc-ontap-invest-secret

2 AbL=Y IZRITERZEMLET,

EBINS S trident.netapp.io/smbShareAdUser A RL—J O S RICT7 /) T—2aV%EBMTE L
T, EFa7sMBZRBERICBEMICTDZIECNTEFRT., 7/ T—ravIiliEBESNI—HF—EIX
‘trident.netapp.io/smbShareAdUser CIEINTI—H—RLALTHIBENHD £
‘smbcreds M, DIEPRIE “full controlo

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret—-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

1. PVCZIERL 7,

ROBITIE. PVC ZERLL T
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NASDFREZ T 3 > &

Trident® 1 > X b —)LBEFICONTAP NAS R S N%E{ERL L TER T % A7EICD VW TERA
LXxd, COEI>a>TIE. NvIITVROERBlE. NV IR
% StorageClassesiCYwE> T T30 DEFEMERLE 9,

25.101) 1) —ZLAB#E. NetApp TridentidIA FZHR— b L X, "NetApp AFXZA FL—2 2 X7 4", NetApp
AFX ZhL—2 Y ZXTF LG ARL—CBOREICEVTHOONTAPR—I D X7 L (ASA. AFF,
FAS) L IZB%D £T,

(D D& “ontap-nas’ K T /\— (NFS 70O b JJ)LF E) IENetApp AFX S X F7 LTHR—FENT
WETH. SMB 7O R JNIFHR— TN TUVEEA.

Trident/\w 7 T RIBETIE. AT LDNetApp AFX A L —2 S XTFLTHZ EZIBEET DIHELDH
DEH A, BRI S ¥ “ontap-nas’ & L T “storageDriverName' Trident IJAFX X kL —2 & X7 L% HEIMIC
BRELET, UTORICRITELSIC. —BDONY I ITY RIBR/NTXA—RIEAFX A L —2 O X7 AICIEE
HEhEHA.

NY I IV RERA T3>

NYIIYRBEA TSI VICDOVWTIE ROKRZEBRBLTLIZTE L,

INTA—H ShiBA FI7#IE

IN—> 3] =
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T. TridentRO 77 Vr— KX RO
BEWICEHINET, RJa—L%
O 3=>4093KS5ICTridentT
BEDT7IUSF—R)RARERELT
WaBa. 77075 —k) X MD&HI
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BRENFAR) a—L A XN DEZBZ 3%
&, 7O az- kML E9,

SN a—T4 IBIERTETNYI TS

To Bl

ERLABWVWTL 23V debugTraceFlags 5 7L
a—Ta 0 7ZRTLTVWT, RO TH

{"api" : false. "method" : true}

BBRIGEEREXT,

NFS £7:1& SMB 7R 2 —LDER =B LE T, 7
‘smb £ 71 nulls null ICERET B
v T7ZAILNTNFS AR a—LALICRD XY, I8F
TNTWVWBRIEE. BIC nfsSSAFX A L —2 X T L

T2 3avid nfs.

Fo

NFSYO Y b AT a>oBEAYITRYI--UX
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BE. TrdentiE A FL—SNY O ITY ROEKRT 7

TISIEEEINTWBY IV AT 3V EFRLT
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UhATFIUEHBELFE A

FI7AILE

) (T7A4ILFTIRBERAShEEA

null

fs

3
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NTA—=H Bl T Ak

gtreesPerFlexvol FlexVol %70 D& K gtree o, BRAEEH K [50.  "200"
‘ 300] T¥

smbShare TOWTNHOEIEETETE I, MicrosoftBEIE]>Y — smb-share

JLET-IZONTAP CLIZER L TERR S 7i-SMBHH

D%AFI. TridentCSMBEEZERTE 3L 512T 3

281, R a—L NOHBOEEFT7 /X z22I1LT3
BRIENGA—2ZZEA0OFFICLET, #TFL =
ADONTAPTIlE. CDOINTA—=RIEZAF TS 3> T

9o CD/NT X —A|FAmazon FSx for ONTAP/\w &
IYVRTHETHD, BICTACIFTEEHAS

MuseREST | ONTAP RESTAPI ZfERT 37D T —I)L /NTX— true ONTAP 9.15. 1R DIHE
A —, useREST ICERET DL true. Trident . FNLSNDIEEIE falseo

IZONTAP RESTAPIZfER L TNy I > KB
LF*9d, false Tridentid. NV I IV REDBEIC
ONTAPI (ZAP)) FUH LZfERAL F£9. CDIEEEIC
IFONTAP 9.11.1 LIENMETY, I5IC. AT
AONTAPOZ 1 >O—)LICiE. “ontapi' 6. —h
. FBRIICEZE SN vsadmin' & L T “cluster-
admin'1&&, Trident 24.06') ') — X & & TU'ONTAP
9.15. 1% Tld. ‘useRESTEHREINTWLS ‘true’ T
7 #JL &, ZE "useREST (C “false’ ONTAPI (ZAPI) i
UCHLEFEALET, BEINTWVREHEE. BIC
‘true AFX X L —2 X TF LA,

limitVolumeP ONTAPNASI IO/ X—/N\wJI> R TqtreezEAYT "™ (F7#4ILLTITERAINEE

oolSize 35eD. BRAIgEAFlexVolD&RAT 1 s A)

denyNewVolum % &R L “ontap-nas-economy'/\wv 2 I > Rhiqtree

ePools BRI T BT=DICH LUFlexVolrk ) 2 — LZ{EKT B
CeEd, FLLWPVOTOEY a=Z>JICiE. BifE
DFlexVolDADMERINE T,

adAdminUser SMBEEA®D 7ILT U+t X1E%FFDActive Directory
EEEI—HY—FF21——JI—TF CD/INTX
—RzZFEALT. SMBEEADZ/LOY bO—ILIE
Rz OEEEMEREZNELF T,

A a—LD7OESaZ>FEONYIITY RIEBRA T3>

NEDFATaUEFERALT. OT 74N FOED a VI %25 TEE Y defaults REDTE IS 3

Yo FICDWTIE. UTORERFZESRL T LY,

INTA—=H Bz T7#I bk
FEMDEES] qtreelcX T3 AR—IENDO YT "IEL L

MEFDTHD ANR—ZAYHFR— > EF—KR: Thoney () "L
#m) #2BL 71 Tvolumes (v 2)
T<LrEEw

'+7>3v bk {#ERBY % Snapshot R1) > — AN
A —)
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NTA—=H Bl TI7#I b

[ QOSPolicy 1 ERLL 7R 2a—LAICEIDHETS QoS RU>—4)L ™
—To AML=TF=IILINY IV RIEIC
QOSPolicy % 7zl& adaptiveQosPolicy D W\ g NihH 7z 1E
RLFT

r TEATT147T QSR >—TIL—TF {ERLF=R) ™
adaptiveQosPoli a2 —AICEIDETEY, A NL—UTF—)L/ Ny oI
cy | ZBBLT > RIrIZ QOSPolicy ¥ 7:id adaptiveQosPolicy ®
TV WIhHhZZRL T, BARMICKE TS ONTAP -
NAS TlFHR—rEhEzt Ao

RFwF>3 Snapshot BICUHF—TENTWVWER) 2a—LDEIE RODHZEIX 0]

w b FH snapshotPolicy I& nonel .
TN DIFEIF T1 T,
‘plitOnClone ERBHC O O— YN X TV b LET LWWR
MEE=1t. #FL LR 22— L TNetApp Volume Encryption (NVE LW\ X

) ZEEMICLET, T7AINMIETY, ‘false CDA
T2 avEFERTBICIE. VSXATNVEDSTE
VAMEREIN. BRICES>TVLWBRRERHD T,
NI T RTNAEDEMICH > TW3IE

4. TridentcFOES g=>danN=dRTORY

21— LTNAEDEMICED £9, FMICOVWTIE. %
BB L TL IV TridentE NVE S &K UNAE & DEHE

"
[o}

fERBAR S — Tnonel *fERT 3MEEEILR S —

r FLWARY2a—LDE—R NFSAR) 2 —LDIBEIE 1777
unixPermissions 1« SMBRU 2—LDBEEIFZE (
1 ZEHARL)

(Z+wFoa 7RI 2ERZEELEXY, .snapshot T« NFSVADIZEIE Ttruel NFSV3DIH
w b AME Lok &l Tfalsel

[exportPolicy fEETBHIYAR—KRUS— T7#I bk
1 EABLET

‘ecurityStyle' HLWRY 2a—LDtEFxa) TR NFSOHR— NFSOT T #JL METT unix
Fmixed 8L P unix ZFaUF s FXSMBIEZZEY o SMBDT 7 #JL ME T ntfso
R—bFLEIT mixed BLUP ntts X2 ) TR

nameTemplate HRXALR) 1—LBEERTZIDOT>TFTL— ™
Mo

TridentTQoS R > —J )L —F % ERT 5115, ONTAP 9 8UENMETY, HEThTULA
@ WQoSTRY =TI —T%=FERAL. RUS—JI—THEAV AT FaIT> MIERICER
INBELSICLET, QSRUS =T I—TH2HETD . IRTOT—I70O0—RDEFHRI
— 7y FrOLERDERINE S,
A)a—L7OEY3=>T0f)

TI7AIEDBERSNTUVWBHIZRICTLET,
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version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
labels:

k8scluster: devl

backend: devl-nasbackend
svim: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:

api: false

method: true
defaults:

spaceReserve: volume

gosPolicy: premium

exportPolicy: myk8scluster

snapshotPolicy: default

snapshotReserve: "10"

D7=HIZ ontap-nas €L T “ontap-nas-flexgroups Trident. FTLWETEZFERAL

T. SnapshotReserve D/N—tVT—I ¥ pvC ICBHhHETFlexvol DY A IHBEYIERESND LS
ICBRDFELTe A—H—HPvcEERT D L. TridentldFILLWHEAEZAWVT. &DZBLDIR—I%E
BOTDFlexvol ZELE T, CODFHRICED. I—H—IF pvc HTEKRLEEZTAATGERBEIRZTHE
HICRITED ., BRLIEEEHKIDHDLVEHEZZITIRZ CEHRCBEDET, JITWMBZZidHh £t
bo v21.07EDEID/N—2 3 0 TlE. A—H —hsSnapshotReserveZ 503 ICERE L Trve (FIRIL5GiB)
ZERLIEGE. EFTAAFTELRIR—RF2.56iBLHMMFOENFEATLE, TN, I—H—DEKLT
DIFLETHD. snapshotReserve FNUIEFDN—EVT—ITJ, Trident 21.07Tldk. I—H—
NERTEIDISETAATBEBAR—IATHD. TridentlFEFNZEEELZXI. “snapshotReserve &
FTOEDRNETE LTHEZRRLET, CNIFEHAINEHA “ontap-nas-economyo, CNHEDEKSIC
BEE T 2 H\VERERE T BICIE. RDFIEBRBLTLLIZETWL

FARIIRODEEDTY,

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

snapshotReserve = 50%. PVCUUZ T X k =5GIBDIFH. K a—LDFFHY 1 X1F5/0.5=10GBE D,
ERARIRELY A 21— —DPVCU I IR M TEKLS5 GBICZRD £9, “volume show' IV > K ZRIT
TR ROFDKSBRERBRREINE T,
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Vserver Lui tat ype Size Available Used%

online Rw 18GB 5.

_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1GB 511.8MB

2 entries were displayed.

MFina > X =IO 5DBEONY I IV RiE Tridentz 7w FJL—RT BRI EEEDOLSIZHRY 2
—LZz7OES3Z>ILEY, 7Yy TIL—FREINER LAY 2—LICDOVWTIE. EEZRMETEZ78
ISR 2a— LA XZEETIRENHD £, HlZIE. 2GIBDOPVCT “snapshotReserve=50" LA R DEXTE
Tld. 1GBOEZIAAHTREBIH ZIFOR ) a—LAMERR SN TWVWE LT, FIRIE. A 2—L%3GBICH A
AZEFTBH L. 6GBDOR) 12— LA TIGBOEZIAAAREBEEN T TV r—> a VICREEINE T,

&/\BRDLEHI

RDOBNF FEAEDNSRA—=RZTITAIFDFFRICTZIEANLBREZTLTVWET, Chid. NvIT
VRZERIBIROEELFETT,

@ 2w k7w ONTAP T Trident ZEH L TW3B&IE. IP 7KL XTIEA < LIF O DNS %
HIEETRICEHRLET,

ONTAP NAST ./ = —Df|

version: 1

storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

ONTAP NAS FlexGroup Dl

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

dataLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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MetroClusterD |

ZAAYFA—=N=—"RRAAYFNYIDERTHRICNYVIIY RERZFENTEHF T I3HNEDNBVLSICN
WOLYREHRETCEET, "SVMOL Uy —o3 > )AhnN0r,

O—LLRABRAYFF—N—C XAy FNy I %RITTBICIF. managementLIF ZHBEL £,
dataLIF &V svm /INT X =526 :

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

SMB7R ) 2 — LD

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password

108


https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery
https://docs.netapp.com/ja-jp/trident/trident-reco/backup.html#svm-replication-and-recovery

SERAEAN— X DFREED A

hidF. NIV RORNEDRERF TS clientCertificate. clientPrivateKey B&U
‘trustedCACertificate (BESINICAZFEEREL TWLWAEFERIIA T aY) BICAATINET
backend.json BLWIE. 7 T4 7> MEAE. WER. EFEINI-CATEHE Dbase64T > 11— R1E
ZENETNEIELE T,

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

dataLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix

BEIT Y AR— bR S —DF)

COBE. BIMNABRT O XR—bRUS—%FRALTIVRR—bRUS—%2BHNICERE L UVEET
& SICTridentliCi8Rd 2 AEZ "L TVWET, Tk, KRS /N& “ontap-nas-flexgroup” K 51 /AT
[ & 5 IC#8E L “ontap-nas-economy’ £ 9,

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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IPv67” K L XDl

ZDHE. ZRLTWVWEY managementLIF IPV67 KL XZERA L TW3,

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-1la
backend: testl-ontap-ipvé6
svm: nas_1ipv6 svm
username: vsadmin

password: password

SMB7R!) 12— L= {EMA L 7=Amazon FSx for ONTAP D

o

110

smbShare SMBR ) 2 —L%ZEH T BFSx for ONTAPDIZE. /NT XA —RIINETT,

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix



nameTemplateZ 8 L 7=/\v 7 T > K& DAY

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:

nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\

lume.RequestName} } "

labels:

cluster: ClusterA

PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

RET—ILzERITZNY I FOA

UTICRSY Y TILDONY VIV RERT 7AILTIE. RDESBEFEDT 7 AIL DB IRTORI L=
—JLICRESINTUVWETY, spaceReserve 72LJ DIFHIE. spaceAllocation EMDFRND encryption
RITINFT, RET—IIIF. AL—2E02 30 TEELEFT,

TridentTl&. [Comments] 7« —JLRICTOES I Z VI SRILHREINE T, OAX > ME. DFlexVolF 7=
IEDFlexGroup ontap-nas-flexgroup CHAEL FT ‘ontap-nas. Tridentid. {RET—ILICEET ST
RTOIRNNZFAED I ZVIBICANL—YR) a—AICOE—LEFY, A NL—YUBEEIE. RET—
WG RIVEEEZLED. R a—LZSRILTIIL—FMELEEDTEEXT,

NSDFITIE. —BEDRA ML= F—)LDMEBE D spaceReserve. spaceAllocation KXY
‘encryption fB. BLUV—BDT—ILIET 7 +IL MEL D BHBEINE T,
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ONTAP NASOD

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
gosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
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app: wordpress
cost: "50"
zone: us_east lc
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_ east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"
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ONTAP NAS FlexGroup D

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve . none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east Ic
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze
creditpoints: "10000"
zone: us_east 1d
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defaults:
spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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ONTAP NAST 1./ = —Dfl

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:
spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"

N\ I R% StorageClasses IC¥ Vv EVT LET

JR(DStorageClassEEFEIF. BB LTIV, [(RET—ILZFEHTZN\vIITY ROH)l, ZERYT 3
parameters.selector 7« —JL RTld. &StorageClassh’R) 2 —LDHKR MERTETZRES—IL%
HOHLET. AU a—LlCE. BRULERET-ILHNTEREINLEERDEHD X,

* . protection-gold StorageClassld. ontap-nas-flexgroup /\WZI VR ! =LKL ARJLDR
EZRETIHE—DT—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* . protection-not-gold StorageClassid. NDIHFH L4BHDORES—ILICIVvEYITENET,
ontap-nas-flexgroup N\w 7 IV R ! SBUNDREZELANILZRIETEZIHE—DTF—ILTT,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection!=gold"
fsType: "ext4d"

* o app-mysgldb StorageClassidRDAFBDRE T —ILICR v E>Y I ENET, ontap-nas /Ny I T
YR INE mysqldoBZ A FTF TURDRA L= F— LM ZIRET 2HE—DT—ILTT,

117



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* [l protection-silver-creditpoints-20k StorageClassid. ontap-nas-flexgroup /\Ww I IV
RN —=LRILDREE 200007 L2y bRA Y F RIS 2H—DF—ILTY,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* o creditpoints-5k StorageClassld. ontap-nas NV I IV READ2EFEBDREF—IL ontap-
nas-economy /AW IR I THABIE 50000 L2y hRA Y b EFOM—DT—ILAT 7 )T T
ER

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

TridenthhZEIR T Z2RET—IILEZREL. A L—SEEDBEEINEESICLED,

BH dataLIF #EARER

VAR ER ICdataLIFEZE I 3ICIE. OOV RERITLTHLWAY I IV RISONT 71 ILICEF N
JedataLIFZ38E L £ 9
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ PVCH DU EDR Y RICEFH SN TUVWEES. FILLWT—XLIFZEMICT BICIE. Wind 3
IARTORY REEFIELTHSBEREICETHRELHD T,

tF a7 RN EEROH

ontap-nas RS/ N—%RALK/NY I I> RERK

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas-economy RS /N\N—%FBL7/N\v I I RiERL
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas—-economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

ARL=STF =B FERLENY I RIBR

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svmO
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

ontap-nas RS AN—ZFHALIAML—J 0 F DA
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

C) MBI L T I "annotations' X 2 7SMBEB®ICL X T, Nv oI Y RZE/IFPVCT
BRESNIBRICBERERL., 7/ 7—arhiBnetE+ a1 7SMBIFHEREL FH Ao

ontap-nas-economy RS A N—ZFBLILA L -0 5 XD

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

B—n AD 1—H'—|Z& % PVC Of
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

B D AD 21— —|Z K3 PVC Df
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

NetApp ONTAP Xj/5®MD Amazon FSX

Amazon FSx for NetApp ONTAP CTrident’ {# 4

"NetApp ONTAP &t Amazon FSX" (&, NetApp ONTAP X kL —JARL—F 4 >
GIORTLEEBETE3T 71 AT LOEICETEOREICTS. FILYR—CR
DAWSH —E X TY, FSX for ONTAP ZfERHT 3 &. EWVEBNT=FRY k77 v TDHEE.
INT #—I R, BIBMEERFALANS. AWSICT—H2%ZRRINTZT-D > T
S, B, EXa) 7o, IRMZEETE XY, FSX for ONTAP (. ONTAP 7 7
I AT LOEBE  BIEAPIZ Y R—FLTWE T,

Amazon FSx for NetApp ONTAPZ 7 1 JLY X7 L% TridentE #1595 £+ Amazon Elastic Kubernetes
Service (EKS) TZEITTMNTL 3KubernetesZ7 5 X2H', ONTAPEZEB Y 923 7O0v oLV T 71ILDK
AR a—LE O 3=V ITERLSICHEDET,

T7ANI AT LG 2 TFTL I XD ONTAP 7 5 XU T=. Amazon FSX DFZA4<X VUV —XTT,

BSYMRICIE. T7AIINETANEBE T AN AT LICKRING 2T —42AVTFTH3 1 DU LEDRY 2
—L%{ETE £9 -, Amazon FSx for NetApp ONTAPIE, 75U RDIYRZ—Y RIT 7ML AT LE L TR
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HINET, FLLWI 7ML IFLDORA 7Id * NetApp ONTAP * T,

Trident¥ Amazon FSx for NetApp ONTAPZ {§F ¢ % £. Amazon Elastic Kubernetes Service (EKS) T3E1T
TN TULBKubernetesZ 5 XZH, ONTAPZER X 57 O0v 0LV T 7AILDKEAR) 2a—LZz 7O
CIZVTTEDRLDICHEDET,

2

"Trident®ZE4"FSx for ONTAP X Tridentx i 59 B ICid. THICRDHDHNHBETT,

* BET2M Amazon EKS 75 X & £ 714 'kubect!' 1 > X b—JL SN i-B 2 EEE! Kubernetes 75 X4

* USRARADT—H—/— RHhSBERREABIZDAmazon FSx for NetApp ONTAP 7 7 1 LY AT LEB &
U'Storage Virtual Machine (SVM) o

s EfgIhTW37—Hh—/— KR "NFSZ/zIZiscsI"

@ Amazon Linuxd & PUbuntu THER / — RO #EEFIER ETL £9 "Amazon Machine
Images MBE" (AMIS) EKS O AMI 21 FICIELTEARD £,

EEREE
* SMBRYa—L:
° SMBR 2 —LlE. ZEALTHHR—FETNET ontap-nas RS1/N—Ddo
° SMBARY 2 —AlE. Trident EKST RA > TlEHR—bThEH Ao

° TridentTld. Windows./ — R TETEINTWVWERY RICYT Y RENTSMBR) 2 —LDHHHR—
FENET, SFEMICOVWTIE. Z2BRBLTLKIETVW'SMBARY a—L%E TOEY 3 =209 3 %Emx
LExd",

* Trident 24.02&X DEIDN— 3 > Tld. BEINY I 7y THEMICE > TULBAmazon FSx7 71 IL X
TLEICERR S NTIZAR ) 22— Lld. TridentTHIBR TE £FHA TL 7. Trident 24.02L4F& T C D 8 % [o]38¢
I BICIE. AWS FSx for ONTAPD /N U T R#& 7 71 )L T apiRegion AWS. AWS. H & Uans
‘apikey % ‘secretKey 3 BEL XY fsxFilesystemIDs

TridentiCIAMO—J)L%Z38E T 25 81dE. « apiKey. HKU secretKey DT 1 —JLK
() &rridentiCBBRMICIEET 3UBEBHD FHA apiregion, HMEICOVTIE. ZBH
LTLEETL"FSX (ONTAP O#ERA > 3> efl) "

Trident SAN/iSCSI £ EBS-CSI R 51 /\—D[EEfEA

AWS (EKS. ROSA. EC2. X7/IFZFDMD1 > XAZ>RX) Tontap-san K 5 /\— (iISCSI R ¥) ZFERT S
FEDHZE. / — RICHRERTILF/IN AR D Amazon Elastic Block Store (EBS) CSI RS A /N—ECFHEET S
AEEMNHD £FT, AL/ —FEDEBS 74 AVICFHEFTICTILFINZADEEET 2 Z & Z RS BICId
TILFINZAFRETEBS ZMRN T ZHELNHD £, COHITIE. multipath.conf EBS T4 XUV ZTILF
INZADSRA LB S RERTridentREZ L 7 71 )L
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defaults {
find multipaths no
}
blacklist {
device {
vendor "NVME"
product "Amazon Elastic Block Store"

Ee
oo,

TridentiCIF2DDEREEE— RH'H D £ 9,

CULTFTIUIUVILR—R () LT vILEAWS Secrets ManageriCZ 2L E T, 77 1)L
AT LOA—Y, F£IESVMBICRESINTWVWAA—HE2FEHATEXY fsxadmin vsadmin o

Tridentid. SVMI—4, XEEHOHBITRILO—IILOI—HFE L TEITIZCZzBE
@ LTWXY vsadmin, Amazon FSx for NetApp ONTAPICI&. ONTAPY 5 XX 1—H (|
HBRENHEI—YH admin LV “fsxadmin  £9o Trident COERAZELS PEIOHLF

9 “vsadmine

* SFBAEAR—X ! Tridentid. SVMICA VX b=ILENTWVWBIEBAEXFERAL TFSX7 7MLV AT L L
DSVMEBELE Y,

i

REALZBMICT B AEDOFHFMICOVTIE. AL TWA RSANEGA TORMESRL T 2TV,
* "ONTAP NASZRZE"
* "ONTAP SANEZ:E"
F X MEHDAMmazonI S A X —2 (AMIS)
EKSUZRARIEEIEXIERARL—TFT o4 VIO RTLEYR—FLTVETH. AWSTIEZO >V T+ LEKSH

IZHFE DAmazon Machine Images (AMIS) H&iBE TN TWLWE T, XD AMI |E NetApp Trident 25.02 T7 R
FENTWLWET,

[iES NAS NASTI./3— iSCSI isScsSITad/ =—
AL2023 x86_64 ST (ZL\, lE0 ={AN ={AN

ANDARD

AL2_x86_64 (=R &0 [ELv* [ELV*
BOTTLEROCKET x |F\** &LV, N/A N/A

86 64

AL2023_ARM_64_S |%()\, [EY{AN [=qAN =4 AW

TANDARD

AL2_ARM_64 AR &L [E{A% A\
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BOTTLEROCKET A |£(\** 10N, N/A N/A
RM_64

/- RZzBEEFHCETICPVEHIRRT S CIFTEEEA
* **Trident/\—</3 > 25.02 O NFSv3 TIFENMEL £E Ao

BIOAMIATE 12U X TR TUBVBA, HHR— RN TOBL LS BHRTEAC, 8
(D) EFAFINTOBUCLEBRLET, COUZ ML AMIDBIET 32 EAhH> TS
SE0H1 R LTHIELET,

7 A MEBER -

* EKS version: 1.32

* 1Y R b—)LAE: Helm 25.06 5K T AWS 7 R > 25.06

* NASICDWTIE. NFSV3ENFSVA1DEAZ TR ML E LT

* SANICDWTILISCSIN#A% T X b L. NVMe-oFIZT X FLEHATL T,

KITSINTA N

1R : ARL—U U5 PVC. POD

* BBk : Rw R, PVC GBE. gtree/LUN-ITO./ Z—. NASEAWSNY I 7w )
FHICOWVWTIE. THE5ZJELETL

* "Amazon FSX for NetApp ONTAP D RF a2 X > K"

* "Amazon FSX for NetApp ONTAP (CE8 9 5 J O 5EET9"

IAMO— )L £ AWS SecretZz {Ef{d 2

Kubernetes7hv RHBAWS Y —RICT VLR TBLDICHKET BICIE. BBRBBRAWS Y
LT vlZziBET 2R 0ODIC. AWSIAMO—JLE L TEREEL 9,

@ AWS IAMO—)LZfER L TEREF 9 B 1Cld. EKS%E{ER L TKubernetesy S A X #E AT 3 HE
hrHbFEd,

AWS Secrets Manager>— 2 L ~ DERR

TridentidFSx SVMICK L TAPIZEITL TA ML —CZ BB 370 EDROHICIEIL TV vILHREIC
BODET, INSDILTUIvILEREITETICIE. AWS Secrets Manager>—27 L bz ERLE T,
ZD7=8%. AWS Secrets Manager>—7 L w k& F1ZERR L TLWARWEEIE. vsadmin7AD > bD I LTV
DYIINEBUCI—UL Y FEERTIRELNHD £7,

ROFITIE. Trident CSIZ LT > v ILZ &N SAWS Secrets Manager>—72 Lw M E{EREL £ 9,
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAMZAR 1) > —DERL

TridentxIE L < E179 3 ICId. AWSDIERHHNETT, D7D, NERIER%Z Tridentift 59 3R > —
HERR T AR BHLHD £T,

RDBIE. AWS CLIZER L TIAMAR ) > —Z1EH L £ 9,

aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json
—-—-description "This policy grants access to Trident CSI to FSxN and

Secrets manager"

K1) > —JISONDAI :
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"Statement": |
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",

"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
b
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

H—EZ 7HY Y kOEEIT (IRSA) D Pod Identity 7-1% IAM O—JLE R T 3

Kubernetes H—EX7H T > b EREL T, EKSRY R ID £7EH—EX7AHT > COBEENIT (IRSA) A
® IAM O—)L%Z 5D AWS Identity and Access Management (IAM) O— /L% 5| ERIF3 e TEXT, h
IC&D. COY—ERTHO Y M EFERTAESICKRESNLINTORY RiF. £200—ILH7 74 MR
ERFOITRTDAWS H—ERICTIERATERLSICHEDET,
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Ry RDTVATYTAT4

Amazon EKS Ry R 74 F > T« T+« ORE[IFIE. AmazonEC2 1 VXA XA7OT7 7LD
Amazon EC2 1 > XX > RICEREHBEREFIRMET IO EERKIC. 77XV r—>a > ORIEHRE=EET 3
MeREZ IR L £ 9,

EKS /5 X2 —I- Pod Identity % > Z h—JL L £

AWS OV —)LFE=IERDO AWS CLI O REEHL T, PodID Z{ERTE £ 9,

aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

FMICDWTIE. "AmazonEKS Ry R 74TV FT 4 T4 I—S YV M ERET 3"

trust-relationship.json % {Ek:

EKSH—EXFU VI NILARY RIDICRHLTIOA—-ILZ5|ERITENDLDIC. trust-
relationship.json ZER L £9, KIS, UTOEFERU S —ZHF OO0 ILZERKL £,

aws iam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

--description "fsxn csi pod identity role"

trust-relationship.json 7 7 )L:

"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

IAM O—=)LICO—I)L RS —%T7RYyFLET:
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AIOFIEOO—IILRY S —%, ERLIIAM O—LICT7 Ry FLET,

aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \
--role-name fsxn-csi-role

Ry R ID OEERTZ1ER T 5:

IAM O—JL & Trident t—E X 7H 7> k (trident-controller) DRFICAR w K ID ORSE I+ % 1ERL L £
ER

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
—--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

-—-namespace trident --service-account trident-controller

HY—EX 7AHTY ~DOREMIT (IRSA) D 1AM O—)L
AWS CLI OfER:

aws iam create-role --role-name AmazonEKS FSxN CSI DriverRole \
-—assume-role-policy-document file://trust-relationship.json

* trust-relationship.json”7 71 JL © *
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"Version": "2012-10-17",

"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-

provider/<oidc provider>"

by
"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc_ provider>:aud": "sts.amazonaws.com",
"<oidc_provider>:sub":
"system:serviceaccount:trident:trident-controller"

77 IDRD[EREFEH L trust-relationship.json” £ 9

* <account_id>-EERDAWST7 7> ~ID

* <oidc_provider>- EKSZ 5 X Z®DOIDC, oidc_providerzB§ 9 3 (CI&. ROOAT Y RZEHTLF
ED

aws eks describe-cluster —--name my-cluster —--query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

* JAMZR ) & —(ZIAMO— )L Z BEE(F 1T B> .

O—LZER LS. ROAXY RZEALT (EROFIETER L) RS —=2O—ILICEERMT
9,

aws iam attach-role-policy --role-name my-role --policy-arn <IAM policy
ARN>

* OICDTANA AHBEEMTONTVS  E 2R L FT+!

OIDCTANA AN S A RICEEMTOENTVWES L ZHRLE T ROIVY F=zEAL THETSE
9,
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aws iam list-open-id-connect-providers | grep Soidc id | cut -d "/" -f4

HADZEDSZEIE. XDOAY Y R%EFEAL TIAMOIDCR 7 5 XA 2 ICEHE[ITE T,

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

eksctl ZFEBE L TWLWBIBEE. XOFlZFERALTEKS DY —EX 7HT> O IAM O—ILZERR L £

ER
eksctl create iamserviceaccount --name trident-controller --namespace
trident \

--cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

--attach-policy-arn <IAM-Policy ARN> --approve

Tridentz 1 > X k=)L

Tridentld. Kubernetes CTAmazon FSx for NetApp ONTAPX b L —CEE%# St L. H
RECEBENT IV r—2a>08AICERTESLS5ICLET,

KOWTNHADAETTridentz 1 V> A M—=ILTEFZET,

e Helm

*EKS7 k7>

AFTwFiay bMEEEFBAT3%E1F. CSIRFTyFoay b bO-FT7RFA2ZA YA M—ILLE
To FHICOVTIE. ZBRBLTKEETWVWCSIR) a—LDAF v T3y bMEREZEMICT ",

HelmZ% /A L 7=Trident® 1 > X b —JL

132


https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html
https://docs.aws.amazon.com/eks/latest/userguide/csi-snapshot-controller.html

RYRDTATYT14 T+
1. Trident Helm'J RS R ZEBML £ 9,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. XOF=EFERLT Trident 21 > XA —ILLE T,

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

OAVX Y RZEFERAL T, &Fl. F—LAR—R 53T AT—RRA 7FXI)5—23>D/N—2 3
U DESIVEBRYE, A1 VR M-I OFEERESETEE T helm listo

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

H—EPZ FAYY R 7YYL I—2 3> (IRSA)
1. TridentHelmJ7RS R EEBHML £,

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. 020K JONAHZ— V5T RID DEZRELFT,

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:

arn:aws:iam: :<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
--namespace trident \

——Create—-namespace
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]7\/ l\“%ﬁ% L/T\ %-ﬁ\-ﬁ\ *_-LAZ/\O_Z\ 7‘57\ 27___&2\ 77”)/7__\/3\/0)/\‘_:/“3
V. VEDIVEBEBRBE. A VA= I)IOFlZHESEETEERY helm listo

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-
100.2510.0 25.10.0

iSCS| Z{ERT255ld. 75147 IS >TIiSCSIBEMICHE>TWVWBR e xEEL TL
72U\, AL2023Worker node OS A L TLW3IEE (. helm 1 > X b —JLEFIC node prep
INTA—R=ZBMTBET.ISCSI VAT DA YVAM=)LZBELTEET,

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-
set nodePrep={iscsi}

EKS7 RA > %{EHR L CTridentZ 1> X b—JL$ 3

Trident EKS7 KA VIiCIE. BFIOEFXa U T /Ny F. NTEBEMNSENTHD. AWSIZ K o> TAmazon
EKSYEETIZEIREEEINTWE T, EKS7TRAVEFERA TS L. Amazon EKSY S X XADEEM ERE
UE—BLTHEFREL. TRA>OAV R =)L, BH. EFICHRELEEEZYRTE X,

BItRSR
AWS EKSH®DTrident7” KA V%R E T DHIIC. XOEGZmIZLTWA I EZBERLTLIEETL,

*TRAVHTRO) TS 3> h&HBAmazon EKST S XX T Ho > b
* AWS Marketplace NDAWSHEFE :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - 7 : Amazon Linux 2 (AL2_x86_64) F7zI¥Amazon Linux 2 Arm (AL2_ARM_64)
* /J—R&AT AMDZE7=I13ARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls

AWS[A T Trident 7 KA > BMICT S
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BEIVY-IL
1. TAmazon EKSO >V —I)L%Z B Z £ https://console.aws.amazon.com/eks/homet/clusters,
2. EIOFETF =23 RA VT VT AR ZBIRLE T,
3. NetApp Trident CSI7 RA > ZFRET 20 T A X DAHIZERL £,
4 *FRAEFERL. “BMOT A% FIRLE T,
S. T RAVEFERT 3ICIE. ROFIEICRWET,

a. AWS Marketplace 7 RA > o> a>rFTRXo70O0-)LL. BERY I XIZ IMridenty CAF]
LEY,

b. Trident by NetApp Ry 7 XDALRBICHZF v IRy I RZERLET,
C. a1 ZBERLFET,
6. [Configure selected add-ons* settings] X—> T. XDOFEEZRTLE T,
@ Pod Identity BSE(H 3 2EALTV3EAIE. CNSOFIEERFy 7L TS
a. FETZN—SaE&ERLED,

b. IRSAFREEZEA L TVWBIHEIE. 77> a VBHRE CHEARELEBREZLIREL T
L

*ERITBN-U a3 EERLET,

* T RAVEBERAE—T ICRE> T, WBHfE 2> 3 >0 configurationValues /X T X —4 %,
FIDFIETIER L7z role-arn ICEREL £9 (BIFXDHERTHZ2RELHD £T),

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
[Conflict resolution method] C[Override]Z#EiR T 5 & BIEFED 7 KA > D1 DL EDFKTE % Amazon
EKS7RAVERETLEESITETEY, COA TP avaEENCLAVEGE. BEORELHEETS
. BEIFRBLET, RRSNAEIS—XyvtE—CFRLT BEO NS TV a—FTa V0%
TS5 TEET, COATT 3 V% ERT BHIIC. Amazon EKST RA VHBESERBICHERE
EEEELTOVARVWI EZRRLTLLETL,

7 RN EERLE TS

8. [MEERL TEMIN—2 T "MER]I ZZIRLE T,

TRAVDAVAM=IDBETTBRE AVZA=ILENTWVBRT R VHRTREINET,

AWS CLI
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https://console.aws.amazon.com/eks/home#/clusters

1./Ep% 9 % "add-on.json' 7 7 1)L :

Pod Identity D3H&IE. XROFTREZFEALET:

() evxz

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

IRSA FREEDIZEIF. XOFERZERLFT:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",
"serviceAccountRoleArn": "<role ARN>",
"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",

"cloudProvider": "AWS"

() % WOFETHMLEO—LOARNICES B ET <role ARN>

2.TridentEKS 7 KA >Z 1> XA —ILLF T,
aws eks create-addon --cli-input-json file://add-on.]json

eksctl
ROBITIE, TridentEKS7 RA>ZA VA =ILLE T,

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Trident EKS7 R 74 > OFEH
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BEIVY-IL

- Amazon EKSO > — )L Z R & https://console.aws.amazon.com/eks/home#/clusters & 9o
2. EIOFETF =23 RA VT VT AR ZBIRLE T,

3. NetApp Trident CSI7 RA > ZBH T30 T XX DAHIZERL £,

4 [T RAVEZTZBERLET,
5
6

—_

. Trident by NetApp Z3#IRL. Edit*ZzERL X9,

. [Configure Trident by NetApp *]R—> T, ROFIEXRITLE T,
a FRIZN-—JamBERLET,
b. [Optional configuration settings]** BB L. HEBICIGCTEEL XY,
c ZEEZREF ZFRLET,

AWS CLI
RDOBITIE. EKSTRAVEEHFLET,

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

eksctl

* BEUVDFSxN Trident CSI7 RA VY DIREDN— 3 VR L TLIESTV, 29T ARAICETH
Z ‘my-cluster £9,

eksctl get addon --name netapp trident-operator --cluster my-cluster
6
NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES
netapp trident-operator v25.6.0-eksbuild.l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

* BIDOFIED H S Tupdate available TIRENFoN—2a VI RA > ZEHLF T,

eksctl update addon --name netapp trident-operator --version
v25.6.0-eksbuild.l --cluster my-cluster --force
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https://console.aws.amazon.com/eks/home#/clusters

7 a3 FHIBRL. WINhHDAmazon EKS7 K74 VERENBEFEDERECHFE L TLWBIBE —-force
« Amazon EKS7 RA >V DEFIIEKML £9, BEDERICRIDOIT—XyvtE—IWRREINET,
CDFA T AVEIBET DHIC. BETI2UNENHBERED Amazon EKST KAV TEEINTLVAL)
xR LTLIETV, TNHODEREIXCDA T3V TLEETINET, CORTEDEFDMOA T
I VOFMICOVTIE. ZBBLTLLETWVW"7 R4 2" Amazon EKS Kubernetes 7 + —JL REIED
FRICDOWTIE. 2B LT TV "Kubernetes 7 + —JL REE",

Trident EKS7 R4 > D7 >+ > X b —LIEIR

Amazon EKS7 RA V& HIRT Bl RD2DODA T arhHb 9,

DSRBCT RAVY IR I T7%2RIEF-COA T 3 >%EFIRT B . Amazon EKSICKBREDER
DHIFREINE S, £7-. Amazon EKSHE#FHZEM L. BHZHHE L =% ICAmazon EKST R4 > %= BE)
MICEFH T EEDHIBRENE T, 72750, T REZEDTRAVY I ROz 7I3MFEINE T, COF
ToavaEERT B L. 7 RAVIFAMazon EKST7 RA Y TIEBR<KBEEBERE A VI M=ILICRD XY,

AT avEFERTDIE. PTRAVDDA I ZALIIRELFFA. P7RAVEFRIFITAICIE. OV
YROATFT 3o EDFERFEFERL --preserve £9,

VIAZ—DBT RAY T I T7ZZTL2ICHIFRT 2-NetAppld. 77X Z—ICKET S )Y — DR
WEEICDH. T AZ—DH5Amazon EKS7 RA VHHIBRT 2 2B LET, ATV R B6F T
IVZHIBRLT7 R A U %ZHIBRL --preserve delete £9,

(D) 7EAVICAMTHYY MBEERITSATUSHA. IAMT AT FEHIRE NER Ao
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BEIVY-IL
1. TAmazon EKSO >V —I)L%Z B Z £ https://console.aws.amazon.com/eks/homet/clusters,
2. EIOFETF =23 RA VT VT AR ZBIRLE T,
3. NetApp Trident CSI7 RA > ZHIBRT 20 5 XX D&HIZEIRL £7,
4 FRA*ZT%EIRL. Trident by NetApp ZEIRL £ 7,
S. T*HIBRI ZFIRLE T,
6. [Remove netapp_trident-operator confirmation]*4 «f 714 T. XDOFIEEETL £,

a. Amazon EKSTT7 RAVOREXBIELAWVWESICTRICIE. [V RRICHERFZERLE T,
DSRRAZTRAIY IR I T7%2% LT PRAVOITARTOREZBD TEETESLSIC
I2HEF. COFIEEZERITLET,

b. Tnetapp_trident -operator *; ¥ AL £7,
c. T*HIpR) ZFEIRLE T,

AWS CLI
HUSARADBEINCEZHER my-cluster . ROIAIY Y REERITLE T,

aws eks delete-addon --cluster—-name my-cluster —--addon-name
netapp trident-operator --preserve

eksctl
RDOAR Y RIE. TridentEKS7 RA V%274V X M=ILLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

AML=INYy I IV RDOEKE
ONTAP SAN Y NAS R S +1 ND#HE
ZAML—=I Ny I ITY RZERT BICIE. JSONKTZIZYAMLIER DR 7 7 1L ZER T 2B BN H D £
T Z7AIICIE. EFRHITDZIAML—20DRA14 T (NASET=IEZSAN) « 771 ILOBETD I 71ILS AT

L, SVM. LUV ZDOREHEZIEETINELRHD FT, XDAF. NASR—ZDR ML —J%FEH
L. AWS>—2 L w hEFEHL TERTASVMICZLT OO vILZ &N T 2 5E%= "L TUWET,

139


https://console.aws.amazon.com/eks/home#/clusters

YAML

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name"

type: awsarn

JSON
{
"apiVersion": "trident.netapp.io/v1l",
"kind": "TridentBackendConfig",
"metadata": {
"name": "backend-tbc-ontap-nas"
"namespace": "trident"
by
"spec": {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws:secretsmanager:us-west-2:XXXXXXXX:secret:secret-
name",
"type": "awsarn"

140



KDOIAYY REZEITL T, Trident/\w o T R (TBC) ZERELURIEL F,
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kubectl get tbc -n trident

NAME BACKEND NAME

PHASE STATUS
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io

parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

AWS Bottlerocket CTNFSV37R ) 2a—LZ 7O 3 Z>F 3 3IC1dE. BELREZIAML—2 S5 ZUEML
‘mountOptions” £ 9,

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

media: "ssd"

provisioningType: "thin"
snapshots: "true"
mountOptions:

- nfsvers=3

- nolock

ARL=C0FRENTA—EELUVNTA—REDEEICL B TridentiC & 2R ) a—LDpTFOES 3 Z>d
HEDFFHICDWTIE PersistentVolumeClaim. ZBBB L TLEET VWKubernetes 772 =7 k& Trident
IR

R |\ b-‘)“ﬁ?Z’ET’FJﬁZ?—%o

FIE
1. THhUdKubernetes4 72 19 DT, kubectl #4w% L TKubernetes TIERL L & 9

kubectl create -f storage-class-ontapnas.yaml

2. Kubernetes & Trident®@A T lbasic-csiy A L —J 95 ADBRREIN. TridenthN\w I T RTT—)L
ERELTVWBRZ xR LET,

kubectl get sc basic-csi
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NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

PVCDERL

https://kubernetes.io/docs/concepts/storage/persistent-

volumes["PersistentVolumeClaim "*] (pve) &, 25 RA EDPersistentVolumeAND T
I ABRTY,

PVCIE. HEDH A XXLIETIVELRAE—RDAML—VZERTBILIICKRECTCETE T, VI RIEEE
&, BEETF 5N T 3 StorageClassZ A L T. PersistentVolumeD %1 X7t RE—K (X7 #—<
VARY—ERLRILAY) UEZFETETET,

PVCEER LT=5. R a—L%ERYRICNTVRTEET,

Y=ZT7 TR DA
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PersistentVolumeClaimt > /ILY =7t X ~

RIS, BEANABPVCEREA 7> a>oflzrmLET,

RWX7 7t X Z{mz 7=PVC

CDAE. WS 51D StorageClassiCBET T S5 NT-RWXT7 7 A& FOEAXMNABPVCEZRLTULWE

9 basic-csio

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

iSCSI Z £ L 7= PVC DO

CDFITIE. RWO7 Ut XZHFDISCSIBEDEARPVCH,. StorageClassiCEEE[ITHNTWE T,

protection-goldo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVCZ{ERLY %

Flig
1. PVC Z1ERE L £ 9

kubectl create -f pvc.yaml
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2. PVCRT—RRAZHERLF T,

kubectl get pvc

NAME STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE
RWO S5m

ARL=—C0FRENTA—BELUVNTA—REDEEICL B TridentiC & 2R a—LDpFOEY 3=y
HEDFEMICDOUWTIE PersistentVolumeClaime 2B L TL 7ET W Kubernetes 772 =7 k¥ Trident

7.1'7“/“17 l\"o

Trident/E 4

CNBDNFA—=RIF FEDZATDR) 2a—LDTAOED 3 =T ICERAT S Trident TEEINTWVS

AbL—=T =L RELE T,

B ZEASILEY & et )OIk THR—FEH
ECN
XTFq 7 M XF5 HDD. N1 77U T—=IJLICIECD XF4T72A47 ONTAPNAS.
w R, SSD RATDAT4 DHEEINZEL ONTAPNAS =1
THEFEFNnTWL It J=—
£9., N1V ONTAP-NAS-
v RIFEAZE flexgroup «
BKLEXY ONTAPSAN .
solidfire-san-
SAN . solidfire-
san-SAN DL\ §*
nhISHI L T
W9
JOEsa=y w=F) ULy TR0 FOE azZry Jwvo Al
TRAT A 3=>4 JHEDIEEST ONTAP ; thin
HEzHHR—F hELE : All ONTAP &
LEX9 solidfire-san-
SAN
backendType XF5 ontap-nas T=ILEZDR NYyIIVEREH IRTORSA
« ontap-nas- ATONY I IBEINT N
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B% ZANDLFET

Snapshot 7J—){E
sO—y 7—IE
=1L 7—IU&E
IOPS B

fig

true false

true false

true false

EDEHK

refit

T=ILIE.
Snapshot # 5T
R a—L%EY
R—rLET

T—=ILIERY a
—LOr7O—=
VO mYR— bk
LET

7L TS
ftEnfrRa
—LEHR—-k

T—ILiE. TD
EFNT IOPS
AR I B HERE
A TWET

M A D ONTAP Select ¥ R T LTIFHR— TN TULWFEEA

YOTNT TV =3 o7r7aA

DJITR b

Snapshot HE%f
AR 2— L4

J0O0->hE%W
BAR)a—LA

=g (@A) =EHIEAN
R)a—L

AR)a—LT

IOPS HMFREES 1

FL7:

THR—FEN
ESr
ontap-nas

. ontap&®
A solidfireX A

ontap-nas
. ontap&
A solidfire A

ONTAP-NAS .
ONTAP-NAS-T
d/z=—.
ONTAP-NAS-
FlexArray &' )L —
7. ONTAP-
SAN

solidfire - SAN

AhL— 05 REPVCHMER ST N5, EDOPVERY RICYOVNTEFT, T T
3. PVZERY RICEHRTD7-HOIT Y REEHREFERLET,

FIE

1L RUa—LZERY ROV ELETD,

kubectl create -f pv-pod.yaml

RIS, PVCZRY RICERT 21O DEANLBRENZRLE T, BARKRE !
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kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage
persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"

name: pv-storage

@ EWRRIERZFERAL TERTEEXI, kubectl get pod --watcho

2. R)a—LPBIYIOVREINTVWR e ZESRLE Y, /my/mount/paths

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc ae45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

Ry FZHIBRTES L DICHBDE LT Pod7 FUT—2 aVidFEELBLSBZD EFIH KU a—LIFED &
ERS

kubectl delete pod pv-pod

EKSY 5 X2 TDTrident EKST K7 > DETE

NetApp Tridentld. Kubernetes CTAmazon FSx for NetApp ONTAPX kL —CEE%Z SIE
EL. ERECEEEN T IVIT—2aVDEAICERTESLSICLET, NetApp
Trident EKST7 R A 2ICIE. &BFOEFa )T Ny F. NTEEHNSENTED, AWS
IC&k 2 TAmazon EKSE BT 3 C E RIS NTWVWE T, EKST RA>ZFHRT S
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. Amazon EKSV7 S XA DM ZEMz—EB L THEERL. 7RA>DIV I b
— L. H8R. BHICHREREXSZHIHTETEXY,

IR
AWS EKSH®DTrident” RA > ZFRE T BAIIC. ROFXHZBLL TWVWBRIEZHERLTIIEEL,
c P RAVEFERT B1EREZIFDAMazon EKSY S XA T7HU > ko ZBBL T TV "Amazon EKST
E P
* AWS Marketplace NDAWSHEFR :

"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMIZ - 7 : Amazon Linux 2 (AL2_x86_64) ZF7zI¥Amazon Linux 2 Arm (AL2_ARM_64)
* /J—R&AT AMDZX7=I13ARM
* BX7FMDAmazon FSx for NetApp ONTAP 7 7 1 LY X T Ls

FIig

1. EKSTRw RARAWSD Y —RICT VR TEBRELDICTB0HIC. IAIMO—ILEAWSS —2o Lw b &1ERLL
TLIETV, FIBICDOWTIE. Z8BLTLLEIVWIAMO—)L & AWS Secretz{ERL T %"

2. EKS Kubernetes7 5 XX T\ [7 RA VIR TICBEIL £,

tri-en\f"eks @ ( Delete cluster ) ( Upgrade version ) \E%:

(O End of standard support for Kubernetes version 1.30 is July 28, 2025. On that date, your cluster will enter the extended support period with additional fees. For more Upgrade now

information, see the pricing page [7.

¥ Cluster info it

Status Kubernetes version info Support period Provider
@ Active 130 @ standard support until July 28, 2025 EKS
Cluster health issues Upgrade insights

©0 ©0

Overview Resources Compute Networking Add-ons Access Observability Update history Tags

[ (@ New versions are available for 1 add-on.

Add-ons (3] Infa | View details Edit Remove

[Q Find add-on ] [ Any categ... ¥ ] [ Any status ¥ ] 3 matches <1

3. [AWS Marketplace add-ons]*IZ 772t X L. _storage_categoryZ#ER L £,
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AWS Marketplace add-ons (1) @

Discover, subscribe to and configure EKS add-ons to enhance your EKS clusters.

[ Q_ Find add-on ]

Filtering options

[ Any category ¥ ] [ NetApp, Inc. ¥ ] [Any pricing model ¥ J ( Clear filters )

M NetApp NetApp Trident O
NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your developers and
administrators focus on application deployment. FSx for ONTAP flexibility, scalability, and integration capabilities make it the
ideal choice for organizations seeking efficient containerized storage workflows. Product details [2

Standard Contract

Category Listed by Supported versions Pricing starting at
storage NetApp, Inc. [2 1.31, 1.30, 1.29, 1.28, View pricing details [
1.27,1.26, 1.25, 1.24,
1.23
Cancel

4. NetApp Trident Z3EL. Trident7 RA>DF T v IRy I XZBIRL T Next* 2w I LET,
S. MBRTVRAVON—avEFRLET,

Configure selected add-ons settings

Configure the add-ons for your cluster by selecting settings.

Listed by Category Status
storage (&) Ready to install
M NetApp

You ean view the terms and pricing details for this product or choose another offer if one is available.

(D You're subscribed to this software x ‘

Version
Select the version for this add-on,

v25.6.0-eksbuild.1 v |

» Optional configuration settings

Cancel Previous c

6. RERT A VREZHHELET,
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Review and add

Step 1: Select add-ons

Selected add-ons (1)
(Q Find add-on ) ¢ 1
Add-on name Y Type v Status
netapp_trident-operator storage (@ Ready to install
Step 2: Configure selected add-ons settings

Selected add-ons version (1)

1
Add-on name a Version v IAM role for service account (IRSA)
netapp_trident-operator v24.10.0-eksbuild.1 Mot set
EKS Pod Identity (0)

1
Add-on name A IAM role [3 v Service account v

No Pod Identity associations
None of the selected add-on(s) have Pod Identity associations.

7. IRSA (H—ERXR7HDU > rDIAMO—IL) ZFEALTVWSEEIE. BMNOBREFIEZSRBL TS
W "CHEBLECELTETV,

8. Tl*Create* ] #ZEIRL XY,
9. PRAYDRAFT—2AMN Active THBZ =R LET,

Add-ons (1] Infa View details {  Edit Remove

[O. netapp XJ {Anycateg.,, v J [Anystatus A J 1 match S |

NNetapp  NetApp Trident

NetApp Trident streamlines Amazon FSx for NetApp ONTAP storage management in Kubernetes to let your pers and administrators focus on applicati FSx for

ONTAFP flexibility, scalability, and integration capabilities make it the ideal chaice for organizations seeking efficient ized starage Product details [
Category Status Version EKS Pod Identity 1AM role for service account
storage @ Active v24.10.0-eksbuild.1 - (IRSA)

Not set

Listed by
NetApp, Inc. [3

View subscription

10. XD ATV REERTLT, Tridenth I SRABICIEELLK A VA F=ILENTWVWBRZ 2R LEFT,
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kubectl get pods -n trident

N vy b7y 7TE2HETL. ANL=NYIIVRERELE T, SFHICOVLWTIE. Z8BLTLIETV
ARL—=SNY IV ROERE"

CLIZfER L 7Trident EKS7 RA > DA YA =)L T VAV =)L

CLIZ{#F L TNetApp Trident EKS7 RA>%Z 1 > A —=J)LLE T,
ROAT Y RFIE. TridentEKS 7 RA>Z A VX —ILLE T,

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1 (ERHD)

UFToaY Y R TridentEKS 7 RA Y N—23 2 2561 %1V RAM=)LLET

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.1l (BERN—3 > %ER)

UTFDIY> BHIE Trident EKS 7 RA Y N—23> 2562%2 1A —)LLFT !

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.1 (BRAN—I3 > %FEH)

CLI%Z{EF L TNetApp Trident EKS7 RA Y% 7Y +A Y X h—JLLE T
ROIATY RIE, TridentEKS7 RA V% T4V A M—=J)LLE T,

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

kubectl #fHEH L TNV I IV RZERLEXT

Ny DI ITYRIE Tridente A L= X7 LAORBIDOEBREEREL £9, Tridentid. #
DAL= AT LEDBERER. TridenthP 2D X T LDSAR) a—L%Zz70OE
oAz IR ALEEREHELE T, Tridentx 1 X b—I)LL7cB. ROFIETNY I T
Y RZ{ERMLE 9, TridentBackendConfig Custom Resource Definition
(CRD) ZfEAT B L. Kubernetest VX —TJ T4 ADSEHETrident/\ I IV R
HERPLUOBETE XY, cnld. F7ldxubernetesTs ANV E2—S 3V HAD
BEFEDCLIY—IIZERALTEITTETXY “kubectlo

TridentBackendConfig
TridentBackendConfig(tbc, tbconfig, tbackendconfig)ld. ZEAL TTrident/\wv I TV RZEET
E370VFIYROAFIZERCRDTY, kubectl'KubernetesBEIREX X kL —EEEIE. Kubernetes
CLIZERLTEENY I IV REER. EETETSL5I2AD £ L(tridentctl’ oo EROOATY RS54 >0
—TAVTABBEDHDEFEA) o

[ TridentBackendConfig | Z 72TV b EERT R L. XDLSICEDFT,

* NwIITYRIE, FBELEREICEDIVWTTridentic & > TEHBIMICER SN E T, ZHUXRERRIICIK
(tbe. tridentbackend) CR¥ L TERI N TridentBackend %9,
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* |& TridentBackendConfig. TridentiCk » TER S NcIC—EICNTA VY RENET
TridentBackendo

% T TridentBackendConfig | (&. I TridentBackend | ZFERLT1 1D v EV T Z#IELE T, AIE
WINYIITY ROFRFFEEREI—FICIRHETE1 V2 —T 214 AT, %E(E Trident hERED/NYy I TR
ATz R ERTAHLETT,

() ‘TridentBackend CRSId TridentiC & > TEHEIMICER INE T, CNBIE*ZBELHEWVWTLE
TV NYIIVREEHITBICIE. ATV hEZEEL TridentBackendConfig' £ 9,

[ TridentBackendConfig | CR OFRICDWVTIE. XDFIEBFB LTI,

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: trident svm

credentials:

name: backend-tbc-ontap-san-secret

DU =ZHERTZEDHTEES "Trident 71 VA F—Z"BHOX ML= FS Yy b T3—L I H—EXDERE
BlERITaoLI MY,

o spec NI IV REBDRENTA—FZFERLET. COBITIF. NvIIVFREZERLEY
ontap-san storage driver& K U Tl ICRIEBHENSX—2ZFHALET, CHEHROX ML= RSANAD
BREAT>a>DOURAMIDVWTE "AFL—=IRSANDONY I TV REREIBFER

F'PEC ] o3> illd. Tcredentials | 71 —JLR X TleleetionPolicy ] 7«14 —ILRBEFENTULET,
N5DT7 1 —IJLRIE. T TridentBackendConfig 1 CRICFTILKBATN X LT

* credentials : CONTA—=ZRIFIWNEBT4—ILRT. A L=V RTF LI H—ERCOFREEICERTE
N3I7LTFoIvILDEENTVWET, I—HMERL L 7= Kubernetes Secret ICERESNE T, LTV
SN ETL—VTFFXFRAMTETZCIIETERVW S, IS5—ICHDET,

* DeleetionPolicy: [ TridentBackendConfig | MHIBRSNIcE SICAMEZZ2DEEEL T T, KD 2
DDEDVWTNHAZIEETT XY,

o THIBR) : CHQuCkD. T TridentBackendConfig | CR & ZHUIBEEMIFSNINY I I ROEA
HEBRENE T, DT T FILMETT,

o I'EI) © T TridentBackendConfig ] CR ZHIFRL TH. Ny I IV RERIFE|ISHEIRRIN. T
tridentctl | TEIETE 9, HIFRKU>—% lretain] ICRET D . 2—HFIFUBIO) ) —X
(21.04 KOFI ) ICEIVTL—RL. RIS NTENY I IV REFEIFETEET, COT1r—ILRDE
I&. T TridentBackendConfig | DMERINIZERTEHTET T,
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Ny I L2 RD%AEIE 'PEC.backendName' Z{ERA L TERESNFTITIEELABWVEE. Ny

(D I > RD%HEIE T TridentBackendConfig 1 #7722 b (metadata.name ) DHEIICRES
fNE 7, 'PEC.backendName' ZFERL TNV I IV RAZATRHICKRET S xHEHLF
¥

TYER SN\ O T Y RIC tridentetl & BEEMITENA T I MMIHD FHEA
‘TridentBackendConfigo CODKDIHBNYI IV RZETEETBICIE. kubectl CRZIE

B L “TridentBackendConfig £¥9o, R—DHRE/NTX—F ({ .
‘spec.storagePrefix spec.storageDriverName &4 ¢) I EET D LSIEERT HIHNE
MHD ET “spec.backendName, Tridentld. L <ERIN7=ZBIFZONYv I IV RICE
EHYIC/N7 > R L “TridentBackendConfig' & 9

FIRDHE
kubect! ZER L THLWNY I TV RZENT BICIE ROFIEZRITIBHEDNHD XY

1. Z1ERL L "Kubernetes Secret"£ 9, >—27 L w bICIE. Tridenthh R bL—S 05X R —ERCBET
BIOICRHEBERILTOOVILDEENTVLET,

2. T TridentBackendConfig | 77U FEERLE T, AL =0T X R/ H—EXDFM%EIEEL.
MOFIETERLI->—o Ly hEBBLET,

Ny IV RZEERLT=5. T kubectl get tbc <tbc-name> -n <trident-namespac>' | ZFERL T/Nwv oIV
RORT—RR=ZMRL. FlZINETEXT,

F|E1 : Kubernetes Secret Z{Ef L 9

NYIDITVRDTIVECRILTUOvIILERUCS—OLy bZERRLE T, ANL—H—EXR/TFSv T
Z'—AC‘KCCEQ\%@ﬁ@*%ﬁETTO ;KL:-{@J%/—_[_TL/&@_O

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

TORICC BAML—STFSY T +—L0D Secret ICEHBIMERDDZ 74— ILRZFEHFET,
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AbL=UTF 5y T x—LDY
—JLy T —ILFBE

Azure NetApp Files D45 E

Element ( NetApp HCI / SolidFire
)

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ClientID

IVRARAVE

148

INRT— R

clientPrivateKey

chapUsername O <Y > K

chaplnitiatorSecret

chapTargetUsername O Y > K

chapTargetinitiatorSecret

Field #1Z DR

THFRDILTYOYILEER
93 SolidFire 7 5 XX ®D MVIP

ISR SVM ICERT R0
dA—HY%, JLToovILR—X
DEREEICERAINE T

ISR | SVM ICERT R0
INAT—R, LTI v)LR—
ZADFREEICERINE T

5472 SHpE#ED Base64 T
> O— KRB, SERRENR—XDERE
ICfERENE T

A4 VNT > RA—H4%, useCHAP
= true DIFEIFINE, [ ONTAP-
SAN' ] & [ ONTAP-SAN-T 1./
=— ] DBE

CHAP 1 =Z>I—4&>—JLvy
ko useCHAP = true DS IF4
B, T ONTAP-SAN'] & T
ONTAP-SAN-T ./ 3 — | DS

RX—47y b A—H4%, useCHAP =
true DIHFEIEWHE, [ ONTAP-
SAN' ] & T ONTAP-SAN-T 1./
=— | OBE

CHAP 2=y (22T —HY

—2 L w ko useCHAP = true M5
Bl3B, TONTAP-SAN' ] & T
ONTAP-SAN-T ./ 3 — | DFEE

CDRATY TTHER N> —2U Ly bME RO 7w FTER S N7z T TridentBackendConfig 1 472
2 k@ T PEC.credentials | 7« —JLRTBBINET,

FlE2 : #{E L £ 9 TridentBackendConfig CR

N T I TridentBackendConfig | CR Z{E T 2EmNTET £ LTce ZDHITIE'ONTAP-SAN' K1 /N\NZ(E
BA923/\voI>RIE RIZKRT TridentBackendConfig 7 72 x40 b EERAL TERINE T
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kubectl -n trident create -f backend-tbc-ontap-san.yaml

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svim: trident svm

credentials:

name: backend-tbc-ontap-san-secret

FIE3 : DRT—RFX%ZHEFRLF T TridentBackendConfig CR

_MNT T TridentBackendConfig | CR DMER TN, AT—XRZWERTITZLIICBD £ LT XDFlES
BLTLSIETL,

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Ny I IV RHBPERBICER I, T TridentBackendConfig | CRICNA Y RENF LT
T —XIFROVWTNDDEZIEETET T,

* Bound: TridentBackendConfig CRIINY I IV RICEHE[ITOENTED. EDONY I I Y RICIEDE
FNTWET configRef ZICREL £ 9 TridentBackendConfig crduid

* Unbound : " %FEHALTRIEINTWLWE Y T TridentBackendConfig | # 7Y MMINv I TV RICN
1Y REINFFA. FLLIERINI=FRTD TridentBackendConfig’ CRS (. T 7 #ILETIDT T —
AL ET, 7z —XHWEEINHE. BE Unbound ICRT CEIETET Ao

* Deleting: TridentBackendConfig CR deletionPolicy D HIBRNRICKRESNE LT 27U VD
L %9 TridentBackendConfig CRAHIFREI N, HIFRIREICEITLE I,

e Ny I I RITKHHRY 2—LEK (PVC) HEELBVIGE. ZHIFRT S
TridentBackendConfig ¥\ Tridentld/N\Wv I IV RECcrRZHIBRLET
"TridentBackendConfigo

e NWIITYRIZA DULE®D PVC B EFET 25%EIE. BIBRIREICHRD £9, RIC
'TridentBackendConfig'CR A'HIFR 7 = —XICAD TNy I T2 RE LUV TridentBackendConfig 1.
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IARTD PVC HHIFRENIZRICOAHIFRENE T,

* lost : [ TridentBackendConfig | CR ICEHEFIFSENTWVWE/NY I Iy RHR->THIBRS =D B
BICHIBREINE L7z [ TridentBackendConfig 1 CR ICIFEIBRE NN Y I T RADERMNH D F
9, [ TridentBackendConfig | CR I&. [ $eleetionPolicy | DIEICBHRAHIBRTE X9,

* Unknown : TridentidCRICEEEFITSNTcNY I IV FOREELIIFEEZRETT EEA
TridentBackendConfige 7=& ZIE. APITF—/\HIGE L TLARWBEXCRDAREDOHN SR WVGE
‘tridentbackends.trident.netapp.io 72 ¥ TY o CHUTIENMADMERIBENHBD £

COERETIE. NI IYRDPEEICERINET, . WS OHDDREZBIMTUIBEITZ N TEEY
"Ny IIYROBEHFEC/NYIIY ROHIR"

(FF>3y) FlE4 : #HEEREELET
Ny O IV RICET25FMIBEREMER T SICIE. XOOATY VY REEITLED,

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699%e6ab8 Bound Success ontap-san delete

T 51, T TridentBackendConfig 1 @ YAML / JSON X > J%#E8 3 b TETE T,

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo CRICIHE L TERIN//NY I IV R®D “TridentBackendConfig  &hH

‘backendUUID MM TIMN “backendName ' F¥9o —®D “lastOperationStatus 7+ —JLRIZIE. CRD
REDBEDRAT—RANKRREINE T, CDXT—AHRX “TridentBackendConfig ik, I—H—hH'k1)
H—L7HmE (A—H—DTEAIZEELIEERY) « £FlldTridentiC& > TR A—CNHE
“spec (TridentOBIEEFFHRE) T MINFIFEKBROVWT NN TY, phase CRE/NY I I REDE
BORAT—R2 AKX LEXT 'TridentBackendConfigo LDHITIE. D phase EHANA VY RINATVE
To DED. CROINY I IV RICEEEMITONTVWEZCZEKL XY "TridentBackendConfigo

ARy MO OEMZEIE T B1CIE. T kubectl -n trident describe describe tbe <tbc -cr-name> | OAY > K%
E1ITLET,

tridentctl =R L T ' BA&E(T I+ 517z TridentBackendConfig' # 7V hEST /NI I VR
(D HEFHELISHIBR T S CIETEEHA [NMridentetl 1 & T TridentBackendConfig 1 D10 &
RICEAETZFIEZER T BICIE. XDOFIBICKWET, "CHELZERBLTIEEV,
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Ny IIYRDERE
kubectl ZERAL TNV I IV REEBERITLET
kubectl! ZEAAL T/Nyv I Iy REBIREZERITI B AEICDOVWTEHALE S

Ny TTYRZHIBRLET

#HIBRI B Z ¥ T. TridentBackendConfig (ICEDWT) NI IV RZHIBRELIIFRIFISELEDS
[CTridentiC#8/" L deletionPolicy &£9o NV I IV RZHIBRT BICIE. DdeletellEINTWVWARZE
HHESRL XY "deletionPolicyo DA%ZHIFRT BICIE TridentBackendConfig. HiretainllFEE SN T
WBZ e ZMESRL X9 deletionPolicye UKD, Ny I TV RDE|EHEEFEL. ZFERALTEET
FFXT tridentctls

ROAT Y REERITLED,
kubectl delete tbc <tbc-name> -n trident

TridentTld. TEERA TN TL\/zKubernetes>—27 L v MMIBIBREINEXH A TridentBackendConfig
o Kubernetes 1—H(d. >—JL vy bDIU—=2FyTZBELET, —IL vy bZHIFRT 3 & SITFER
PRETY, >—7Lvyvbd. NwIIYVRTEAINTLWARWVERICOAHIBRL TETL,

BEONYIITY RERRLET

ROARXY FZRITLET,
kubectl get tbc -n trident

tridentctl get backend -n trident™ & 7= (& tridentctl get backend -0 yaml -n trident’ #3217 L T, FET 3 IANT
DODNYIIVRDURAZEREBTZEHTEELET, DU X MIIF tridentctl’ TR INTENYIIV RS
BENET

NYIITVRZEHFLEY

Ny IIYRZBHITIEBRITVSDONHD £T,

C ARL=UYRTLDILTIOIVILDEEEINTWVWD, JLTUIVILEBHTRICIE. ATV 0 -
TER T B Kubernetes Secret “TridentBackendConfig B3¢ 2 M EBHLH D 9, Tridentid. IREI N
TERFIDILT YOV TNY VIV RZEHNICEHLE T, XDOIOT Y FEEITLT. Kubernetes
Secret ZE#H L £,

kubectl apply -f <updated-secret-file.yaml> -n trident

* NS X—4A (£ % ONTAP SVM D&RIRY) #EBHITINELRHD £,

°c BHIFICE XY TridentBackendConfig XD AT Y R%&EMHHE L T. Kubernetesh'SEHEA 7T b
ZERLE T,
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kubectl apply -f <updated-backend-file.yaml>

o Ffeld. BEED TridentBackendConfig XD IAY Y REFEHRAL TCREZETLE T,

kubectl edit tbc <tbc-name> -n trident

*NYIIVROEFHICKMLIIEGE. Ny I IV FERBOBIMOBEDFFHED £9,
O %K KL TCRR%ZMET BICIE. T kubectl get tbc <tbc-name> -o yaml -n trident” % 7=
(D I& T kubectl describe tbc <tbc-name> -n trident” | Z3R{TL %,
BT 7ML THREESELTEELHS. update IXY REBRTTEET,

tridentctl #EAL TNV I IV REBZETLET
tridentctl ZERA L TNV I T REBIRMEREITI B AEICDOVWTEHRALE T

Ny ITYRZERLET

YRR LT "Ny O TV RERT 7 )L"2ERAL T, ROARY RZRITLET,

tridentctl create backend -f <backend-file> -n trident

Ny T ROERICKBLISZEIE. Ny I I FOREICANMEEN DD £, ROAVV F2EITIT S
& OJZRTLTREZHETET XY,

tridentctl logs -n trident

BT 71 )LORBEZRELTEBIELRES '"BE create AV REETLET

Ny ITYREHBRLES
Tridenth5/\N\w I T RZHIBRT BIclE. ROFIEEZRITLE T,

1L Ny IITVRBEBELET,

tridentctl get backend -n trident

2. Ny OV R%EHIBRLE S,

tridentctl delete backend <backend-name> -n trident
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TridentC7OEY 3= J3NizAR) a—LE ZD/N\y I I RhH5Snapshoth'ik > T35
() & NYvITVREHRTSL. 2OAYSIYETHLLWRY 2 —LATOES 3205 S
NELHBDET, NI IYVRIFFIEHE Deletingl KREIZHD £7,

BEONYIIY RERRLET
Trident B'E8E L CTWA NI IV RERRTSICIE. ROFIEEZEITLET,

*BIEEZIEISICIE. ROV R ZRITLET,
tridentctl get backend -n trident

* INTOFMZRERTZICIE. ROOAT Y RZRITLE T,
tridentctl get backend -o json -n trident

Ny O RZEHLET

HLOWNY TV REBHRT 7ML LTc5. ROOAR Y FZRITLET,

tridentctl update backend <backend-name> -f <backend-file> -n trident

Ny I T FOBEHFBVRBLIBE. Nv I I ROREICHEDHBH. ENLEHzHTLE L. RD
ARV PFZXRTIBe. OV zRALTRRZRETEE T,

tridentctl logs -n trident

BT 7 MILOBBZREL TIEELS 'update ANV FZBEXRITTEET

NYIIVRZFERIBZRAMN - XZRELET

CITIER'"NYIIVR - AT D tridentctl HAALE L JSON ZEA L TRIZTERITTETZ3ERDA
ERLEFITNCIE N A—Ta VT4 DMERINEFITCDA—FTA VT4 ZA VA M=ILTEINELRHD £
¥

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

_tiE. T TridentBackendConfig 1 ZHE L TERINIEN\Y I IV RICHBRAINE S,
NYIIYREBA T a VR EBELET
Trident TNV IV IV R ZEBEB I IFTIXLFEICDOVWTEHRALF T,
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Ny IIYRZBEEBTZHODF T3>

ZE A L % L7 TridentBackendConfig BIEEIFIRE. NV I IV RZ2DDHETEEBTESLSICH ST
WET, CNICE. ROELSBRERAHD £,

* tridentctl Z A L TERL L 7=/\v 2 T > R iJ 'TridentBackendConfig' TEETE£dIH
* T TridentBackendConfig | ZERL TIERRL7T=/N\wv I T Rid. Ttridentctl | ZFEAL TEEBTEXY
h

B tridentctl ZHALT/NY I I Y F% TridentBackendConfig

DU 3 > TIE tridentBackendConfig' 7 72 =2 b % {ER L T Kubernetes ¥ > 2 — 7 =14 AN 5 EE
'tridentctl ZEA L TERSNIENY I I ROBBICHEBEAFIEICOWTHALET

CHUE. RO FIFICEELET,

* BIED/Ny T2 RICIE TridentBackendConfig ZHHAL TERIN/Z/HTY tridentctlo

* Ttridentctl 1 TERSINIEHLULWNY IV RE. 2D/ T TridentBackendConfig | 772 ¥ bH
FELFY,

EBE5DTFVFATH. Ny IIVRIFEISHEESEEL. Tridentid R 2 —L%Z R 72 a—1) VT L TUEL
F9, BIEZICIZIRD 2 DOBIRKHAHD £,
* tridentctl ZERAL T Ny I IV FZERL TERLIENY IV FZEBELET
* tridentctl ZfEH L TIER S N7=/N\w U T K% L L) TridentBackendConfig # 72 =7 MMIN1T >V RL
FgNE' Ny I I RH tridentctl TIE7% < 'kubect!' ZFEA L TEEBINS CZzEKRLET

Mkubectl ] ZEAL THEONY I IV RZEIETBZICIE. BBFEONYIIVRIINAYRTS T
TridentBackendConfig | Z{E T 2HELHD £9, ZOLHEADBEZUTICRLET,

1. Kubernetes Secret ZERL 3., >—2I L w bICIE. Tridenth® A AL —J 0 SRR —EREEET S
TeOICRBRILTOOVILAEENTLWES,

2. T TridentBackendConfig | Z 7V hEERLET. AL —JU SRR [ H—EXDFM%EIEE L.
FIOFIETER LI —o Ly b Z2BRBLET, B—DER/NTX—4
('PEC.backendName’ PEC.storagePrefix"PEC.storageDriverName') 189 32 &K S I EE T 2 HEHLH
D F 9°PEC.backendName' I& ' BEIFDNY VTV ROZRICHRE T 2HENHD X7

FIEO : NI IV RERELFT

ZVE L £ 9 TridentBackendConfig BEEDONY I IV RICNA Y RTRHEIE. NV IITY RREZE
BIZBELRHDFT. CORFTIE. Ny I RHRD IJSON EERZFEAL TERINTLWSELET,
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tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",
"managementLIF": "10.10.10.1",
"datalLIF": "10.10.10.2",
"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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FIE1 : Kubernetes Secret Z{Ef L ¢
KOBNCTRTESIC. NYIIVRDILTFOIvILEESLS—o Ly FEERLET,

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

FlE2 : #{E L £ 9 TridentBackendConfig CR

ROFIETIE' (COFIDELSIC) FBFICIFET D 'ONTAP-NAS-backend' ICBEFIMIIC/NT > RENB
"TridentBackendConfigCR Z1EF L £ T RDBEHIHE-INTWVWE e 2R L X T,

* T'PEC.backendName' | ICEIL/NY I I REDNERTNTULET,
CRENTA—=RIFTONYIITVRERLTY,

CRET—IL (FEITZHS) & TONY I IV REFELIBFRTHZHELHD 7,

c LTI vILIE. TL—2TFXMTIF%AR <. Kubernetes Secret i@ L TRt I N 7,

ZDizE. [ TridentBackendConfig | IFXD &K SIZHED £,

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"
- labels:
app: mysqgldb
cost: '25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

FIE3 : DRT—RRX%ZHFRL 9 TridentBackendConfig CR

[ TridentBackendConfig | DMERENTE. ZDT7x—XF N1V R SNTLWBAREBELRHD FJ, £
foo BEONYIIVRERUNYIIYREE UUID ARBMETNTULWIRELHD £,
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

ZNT' /Ny IV RIiZ tbe-ontap/nas-backend TridentBackendConfig' # 7 7 b2 FHL TRLEICEIET
nxy

EIE TridentBackendConfig ZfEA L T/NY I I R% tridentctl
tridentBackendConfig ZH L TR INNY I IV RE—BRRT B IC13 tridentctl ZFEHAL 9 £

EEE(E. T TridentBackendConfig | ZHIBRL. [ pec.deletionPolicy 1 h* lre | ICBRESNTWVWBR %
WERd2 2Ty ltridentctl 1 ZFEALTIDESBNYIIY RZRLICEEIZCDHTEERT,

FIEO : Ny IITVRERELEY
7= ZIE R/ U TV KRB TridentBackendConfig Z A L TE SN LET
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

HADBIEFDZ EHHHD £F TridentBackendConfig IFIERICIERR SN, Ny I IV RICNA VRS
NTWVWEYT Ny IIYROUUIDZRERL TSV ,

FlE1 : FESEL £ 9 deletionPolicy MICEREIMNE T retain

DEfEZ R THEL &5 deletionPolicye CHUIICERTE T BIHENHD ‘retain' £, CNICLD. CRH
HIBRSNTHONY I IV REBHNEFEEL. TEETE S LS TridentBackendConfig 7 D “tridentctl’ £ 97

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315acb5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain

kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'{"spec":{"deletionPolicy":"retain"}}' -n trident
tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san retain
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() ramERUS—) A TERE KRESATLVAVED. ROFIBICEE RV T LS,

FlE2 : ZHIFRL £ 9 TridentBackendConfig CR

=EBOFIEIE. T TridentBackendConfig 1 CR ZHIFRT 32 TY, THIBRRU S —] A TESE) ICRES
NTWBZCzERLIES. HIFRZHITTEEXT,

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

Fomm e tomm

Fom e tommm— to——— - +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

tomm e tommm e
ity to—mm———= to—— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%0b-b606-
0a5315ac5f82 | online | 33 |

Fomm e Fomm e

B Rl e e +

72U MHEIBRT B . TridentBackendConfig TridentldSEMEICIZ/Nw I TV RBEEEEIBRE T ICA T
SV MEHIBRLET,

ANL—SO0SAOEREERR

AML—=0 5 X%=ERT %o

Kubernetes StorageClass 4 72tV FZREL TR ML= 05 X%Z/ERM L. TridentT
RYa—LOFOES 3V EZIEELE T,

Kubernetes StorageClass7 7> 7 ~ DFRE

I&. "Kubernetes StorageClass4 727 MEDY I RATHERAIND 7O 3 =>4 Y —)L& L Trident
Z#a L. A)a—LD7OEY 3= I A EZTridentiCIERL T, Bl -
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-gold
provisioner: csi.trident.netapp.io
mountOptions:

- nfsvers=3

- nolock
parameters:

backendType: "ontap-nas"

media: "ssd"
allowVolumeExpansion: true

volumeBindingMode: Immediate

ARL=COF5RENTA—BRABEELUVNTA—REDEEIZK B TridentiC & DR a—LD7OE 3 =2
HEDFEMICDOWTIE PersistentVolumeClaime ZZBB L TL 7T W Kubernetes 772 £ b ¥ Trident

7_]_7\\/\‘17 l\"o

AbL—=20 5 R%Z2ERT B0

StorageClassA 7 7 b E{ERR L6 A NL—J 0S5 AEERTEE S, [RANL—J05 /02T

IS, ERECEBEETE3EARNEBY > TILE2RmLET,

FIE

1. ThUdKubernetes4 72 T DT, kubectl #4J)w% L TKubernetes CTIERL L & 9

kubectl create -f sample-input/storage-class-basic-csi.yaml

2. Kubernetes & Trident®@A T lbasic-csiy A L —J 95 ADBRREIN. TridenthN\w I TV RTT—)L

ZRELTVWBS I =ZRELET,

kubectl get sc basic-csi

NAME PROVISIONER

basic-csi csi.trident.netapp.io

./tridentctl -n trident get storageclass basic-csi
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"items": [

{

"Config": {
"version": "1",
"name": "basic-csi",
"attributes": {
"backendType": "ontap-nas"

I

"storagePools": null,
"additionalStoragePools": null
by
"storage": {
"ontapnas 10.0.0.1": [
"aggrl",
"aggrz",
"aggr3",
"aggr4d"

ARL=SO52 BT
Tridenth B L "SEDNY I IV RAITOS Y TILBRIA ML —C IS RAER"F T

Ff7clE. sample-input/storage-class-csi.yaml.templ 1 VXA F—=ZICRABELTED.
BACKEND TYPE A ML —URSANDEFIZIRELF T,
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./tridentctl -n trident get backend

e o T bt
o t————— +

| NAME | STORAGE DRIVER | UuID

STATE | VOLUMES |

o —— o T et it
- F—m————— +

| nas-backend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214 |
online | 0 |

o —— e it PP T ittt
- F—————— +

cp sample-input/storage-class-csi.yaml.templ sample-input/storage-class-
basic-csi.yaml

# Modify = BACKEND TYPE  with the storage driver field above (e.g.,
ontap-nas)
vi sample-input/storage-class-basic-csi.yaml

AML=C05%EETS

BEDR L —U052EFRRLED. FI4ILRDR ML —V 95 2ERELTRD.
APL—UOSANY STV REHFILIED. RbL—U0 S5 XERBRLED TS &
EP

BEOIRNL—CU0SRERRLET
* 377D Kubernetes A AL —J U0 SX%HRRTBICIE. OOV RZETLET,

kubectl get storageclass

* Kubernetes A L —2 0 S ADEFMZERR T BICIE. ROOATY RZETLET,

kubectl get storageclass <storage-class> -0 json

* TridentDEIFASNIA ML —U OS5 RERRTBICIE. ROAY Y RZERTLET,

tridentctl get storageclass

* BHEACNI=TridentO A ML —J 0 S XOFMERTIT BICIE. XOAT Y RERITLED,
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tridentctl get storageclass <storage-class> -o Jjson

TIHINSDRAMNL—D TS A%ZHRET S

Kubernetes 1.6 Tid. T7AIFDRA ML —S OS5 AEHRET DEBENBMINTUVET, KR 2—LE
K (PVC) 12k a—LAEESTNTUVARWEEIS, kiR a—L07OES 3 Z Y JICERT SR
FL—U252TF,

* AML—=UUSRADEETT /T—3 D [torageclass.Kubernetes .io/is-default-class | % true |Z5%
ELT 774N MDR =P O FREZFERLEFT. IRICHL T, ENUNDER T/ 77— 3 >
BWBEIS false CEIRENE T,

*ROOARXYRZFEALT BIEORA ML=V IFRETIAI DAL =205 R L THRETEF
ER

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"true"}}}"'

*ARRIC ROARY RZFERALT. 774N DR ML =20 SRT /T3 ZHIBRTEE Y,

kubectl patch storageclass <storage-class-name> -p '{"metadata":
{"annotations":{"storageclass.kubernetes.io/is-default-class":"false"}}}"'
Flew. COF7/T7—2arhEENTVWS Trident 1 > A F—F NV RILICBBDHBD 9,
VI RAZNDTIAILEDRA L =0 F RUF—EIC1D7EFICL TL 72T W\, Kubernetes T

() @ BENIEROR FL—UEEATECLRTEETA FIFLFORL—YI5X
NE 21K BVGE EERICENEL T

ARL=S0ZZON YOIV RERBELET
ZniE. Trident/ N\ I IVRATS o CRICHEATTZISONEFERAL TRIZETE 2ERIDA tridentct T

T, CNFI—TFTsUT4Z2FAL gTET. CcOI—TaUTald. BUICA VA M—ILTBHREND Z5
= EER

tridentctl get storageclass -o json | jg '[.items[] | {storageClass:
.Config.name, backends: [.storage] |unique}]"’

AML—=2 02X %HIBRT S
Kubernetes "5 X ML —J 0 S X%ZHIBRT B ICIE. ROOAT Y RZEITLE T

kubectl delete storageclass <storage-class>
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[ <storage-class> | I&. CHEADX ML= IS RICBEFEITLIETU,

CDAML—20 5 RFFEAL TEREINCAEGERY) 2—LIZEEINT., Trident T SHEIBEINE T,
TridentTld. ERLT B3R 2 — LIS L TEBADEREIN £sType £9o iSCSINYIIVR

(D DHEIE. StorageClass TIRHIT A ZHR L X9 "parameters.fsTypeo BIFD A ~
L—C0ZZ2%HIBRL. BBELETEIERL T T L) parameters. fsTypeo

R)a—LD7OE S 3= T &8
A)a—LZx=7OES =293

%7€ L 7=Kubernetes StorageClassz{#H L TPVAD 7 I X ZEXKRT
% PersistentVolumeClaim (PVC) Z{ERL &9, £DE. PVZRY RICX TV +TE
=

BmE

https://kubernetes.io/docs/concepts/storage/persistent-
volumes["PersistentVolumeClaim "~] (PVC) (F. ¥ T RAX EDPersistentVolume DT
JEREKTT,

PVCIE. HEDH A XXLIETIVELRAE—RDAML—VZERTBILIICKRECTETE T, V7 RXEEE
&, BEETIF 5N T LB StorageClass# A L T. PersistentVolumeD 1 X7 XE—RK (INT7#—<
VAR —ERLRILAY) UEEFIETEED,

PVCZIERLLTcD. RUa—LZERY FIIRTYFTEET,

PVCDERL

Fg
1. PVC #1ERE L £ ¢,

kubectl create -f pvc.yaml

2. PVCRT—RRzHERLET,

kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
pvc-storage Bound pv-name 1Gi RWO 5m
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1. R)a—LERY RISV NLFET,

kubectl create -f pv-pod.yaml

@ EWRRIESRZFERAL TERTEEXT, kubectl get pod --watcho

2 R)a—LHBYIREINTVWBR I e ZMEELE T, /my/mount/patho
kubectl exec -it task-pv-pod -- df -h /my/mount/path

3. Ry RZHIBRTEBLSICAHD ELTco Pod7 TV —2a VIFFELELSBZD X TH. KU a—LI3FK
DEJ,

kubectl delete pod pv-pod

YZ7 XA
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PersistentVolumeClaimt > /ILY =7t X ~

RiC. BANBPVCREA F¥ 3> nflermLExzd,

RWO7 7t X%Zfwx 7=PVC

ROBIE. WD %ETDStorageClassiCBEET I 5nfc. RWO7 U1 AWRE SNI-BEAXWAPVCE R
LTWEzJ, basic-csio

kind: PersistentVolumeClaim
apivVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

NVMe / TCPXIGPVC

DA, WS 51D StorageClassiC BE(T 1T 5 7=NVMe/TCPOE AR ZPVCERWO 7 U X % /R~
LTWZXY, protection-golds

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san-nvme
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: protection-gold
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PODY=7 xR DYV TFIL

ROBUE. PVCERY RICHEFT 510 DRAMAREERLTVET.
FREYTA

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: storage
persistentVolumeClaim:
claimName: pvc-storage
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/my/mount/path"
name: storage

NVMe/TCPDEAER

apiVersion: vl
kind: Pod
metadata:

name: pod-nginx
spec:

volumes:

- name: basic-pvc
persistentVolumeClaim:

claimName: pvc-san-nvme
containers:

- name: task-pv-container
image: nginx
volumeMounts:

- mountPath: "/my/mount/path"

name: basic-pvc

ARL=—C0FRENTA—BELUVNTA—REDEEIZL B TridentiC & 2R a—LDpTFOEY 3=y
FHEDEFMICDOWTIE PersistentVolumeClaim. BB L TLET W Kubernetes A7 =7 k& Trident
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FT2TI k"

R)a—LzRRALEXT

Trident I, Kubernetes 1—H'—|ZR) 2 — LZE{ERRICHRE T 2REEER IR L F

3, iISCSI. NFS. SMB. NVMe/TCP. XUV FC R a—L%EZIERTD-DICHELRE
FICBEd 3 iEHmE B DT £,

iSCSI R a—L%=RBELEXT

CSIl OB 3> #{EMB L T, iSCSI Persistent Volume (PV) Z3#ETEF X,

@ iISCSI 7R ) 2 — L DL5EIE 'ONTAP-SAN"ONTAP-SAN-T 1 ./ = — "olidfire-SAN' K S 1 /N IC &
S>THR—FEINTHD 'Kubernetes 1.16 LIENNKRETT
FIE1 : AR a—LDOILEEYR—ETEZ3ELESICAML—JISXEERETD

StorageClassE&EZ RS L T allowvolumeExpansion 74 —JLED'SICBEL X T trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"
allowVolumeExpansion: True

BY7Z® StorageClass DIHE 1S 'allowVolumeExpansion /NI X —2 % EH3 LS IHREL X T

FIE 2 : B L 7z StorageClass =1L T PVC #{ER{L £ ¢
PVCEZEZMREL. spec.resources.requests.storage FifcIiCHRBE R oT-H 1 X% T B IIE.
TTDHAZEDHRELTIHRELRHD XY,

cat pvc-ontapsan.yaml
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: san-pvc
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-san

Tridentld kIR ) 2 —L (PV) ZfER L. CDKKERRY 2—LER (PVC) ICEAEMITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885dbo71 1G1 RWO

Delete Bound default/san-pvc ontap-san 10s

FIE3 : PVC ZER I AR Y REEELET

YA XZZEET DRy RICPVZERL X9, iSCSIPV DT A XEEICIE. RD2D2OFIARHBD £,

s PVAVRY RICEFH TN TUVWBIES. Tridentid A L= NI IV REDRYY a—L%EIRL. T/81
2HBIAFX v LT F7MILVRTLDOYA X EZEELFT,

CHEHRINTULWAVLWPVDOH A XEZZTBELELS TR L. TridentiE A RL—S NI TV REDRY 2 — LA
EIELF T, PVCHRY RICNT Y RENB L. Trident 3T N1 XRZEBX*Xv> L. 771ILRT
LY X%=ZEELET, ERRENERICTET I5E. Kubernetes | PVC 1 X%=E#HLE T,

CORFITIE. Ry FHMEER SN, T 1-pvc s PMEAETNET,
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kubectl get pod
NAME READY STATUS RESTARTS AGE
ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name : san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1G1i

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

27w T4 PVERBEALEY
1Gi D5 2Gi ICER SN PV DA X Z2ZEE T BICIE. PVC DEERZHREL. T
PEC.resources.request.storage | & 2Gi ICEFIL £,

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIE 5 : Hi5RZIREL T B

PVC. PV. 8&UTrident’R) 2 —LDY A X=zMERIT 5T ILRMNERICHELICCEZIRFETE X
ERS
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi

RWO ontap-san 1lm

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1 RWO

Delete Bound default/san-pvc ontap-san 12m

tridentctl get volumes -n trident

fos=s=ss=s=ssscsessssssssosossssss=s=sssa=s fememe==== e

e L T s frommmem e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o o e e o o e o o e e o o 5 D ) e e i e e frommmom e e

fremmmm=a==s frememsesessss s s s m s s e o s = = e fremememm=s I
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |

fomssssess s s s s o s e o s sss s osss fremmmemm=s frememesmeeeeaaa=

fem======== e Bt fmm====== fememe==== 4

FCRUa—LZILELET

csI7ZoeEra=Z> I V—ILzERL T, FCKER) a—L (PV) ZHERTET XTI,

@ FCARY 2 —LDHERIF R S /N THAR— 3N ‘ontap-san' TH D . Kubernetes 1.16LABEH A
ETY,

FIE1 : R a—LDIRETR—FITBELIICAML—CUSRZERET D

StorageClassE&EZ RS L T allowvolumeExpansion 74 —JLED'SICBEL X T trueo

cat storageclass-ontapsan.yaml

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ontap-san
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

allowVolumeExpansion: True
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BX7F D StorageClass DHE & 'allowVolumeExpansion /NT X —R2 %= EH3 L SIRELFT

FIE 2 : ¥ERL L 7= StorageClass %#{£FA L T PVC Z{ER L £ ¢

PVCEHEZMREL. spec.resources.requests.storage FifcIiCHRBE R o114 X% T B ICIE.
TCDTAXEDBHRELTIHRELRHD XY,

cat pvc-ontapsan.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

name: san-pvc
spec:

accessModes:

- ReadWriteOnce

resources:

requests:
storage: 1Gi

storageClassName: ontap-san
Tridentld K HEHIR ) 2 —L (PV) ZERR L. COXEAR) 2 —LEK (PVC) ICEEBEMITE T,

kubectl get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1Gi

RWO ontap-san 8s

kubectl get pv

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 1G1i RWO

Delete Bound default/san-pvc ontap-san 10s

FlE3 : PVC =T 2Ry RZERLET

YA XZEETEZRY FICPVZERLE T, FCPVOU A XZEET BHEIF. RD2DDIFUANEZS
nx9,

* PVAVRY RICEF SN TUVWBIES. Tridentid A L= NI IV REDRYY a—L%EIERL. T/81
2&BIX v LT F7MILVRTLDOYA X EZEELFT,

CEHMINTULWAVLWPVDOH A XEZZTBLES TS L. TridentiE A RL—S NI TV REDRY 2 — L4
EIELF T, PVCHRY RICNT Y RENB L. Trident 3T N1 XRZEBX*Xv> L. 771 RT
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LOYAX%=BELET, BRIBENEEICKET 5. Kubernetes | PVC 1 X=E#HLE£9,

CORBITIE. Ry FHMEEREN. T 1-pvc s DMEAEINET,

kubectl get pod
NAME READY STATUS RESTARTS AGE

ubuntu-pod 1/1 Running 0 65s

kubectl describe pvc san-pvc

Name: san—-pvc

Namespace: default

StorageClass: ontap-san

Status: Bound

Volume: pvc-8a814d62-bd58-4253-b0d1-82£2885db671
Labels: <none>

Annotations: pv.kubernetes.io/bind-completed: yes

pv.kubernetes.io/bound-by-controller: yes
volume.beta.kubernetes.io/storage-provisioner:

csi.trident.netapp.io

Finalizers: [kubernetes.io/pvc—protection]
Capacity: 1Gi

Access Modes: RWO

VolumeMode: Filesystem

Mounted By: ubuntu-pod

X7y 74 PVZREALZY
1Gi H'5 2Gi ICTER SN PV O A XZZET3ICIE. PVC DEEZREL. T
PEC.resources.request.storage 1 Z 2Gi ICE#HL £,

kubectl edit pvc san-pvc
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: "2019-10-10T17:32:292Z"
finalizers:
- kubernetes.io/pvc-protection
name: san-pvc
namespace: default
resourceVersion: "16609"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/san-pvc
uid: 8a814d62-bd58-4253-b0d1-82£2885db671

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
#

FIE 5 : Hi5RZIREL T B

PVC. PV. 8&UTrident’R) 2 —LDY A X=zMERIT 5T ILRMNERICHELICCEZIRFETE X
ERS
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kubectl get pvc san-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
san-pvc Bound pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2Gi
RWO ontap-san 1lm
kubectl get pv
NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON AGE
pvc-8a814d62-bd58-4253-b0d1-82£2885db671 2G1i RWO
Delete Bound default/san-pvc ontap-san 12m
tridentctl get volumes -n trident
e f————————— f———————————————
e e R L L L L el Fommmmmm= S +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
oo e e oo o= R S e
et et o= S et +
| pvc-8a814d62-bd58-4253-b0d1-82£2885db671 | 2.0 GiB | ontap-san |
block | a%7bfff-0505-4e31-b6c5-59£492e02d33 | online | true |
ittt i S et o=
R o fom—— +———— +
NFS R a—LZHERLFT
Tridentid. 7O a=>J ENFENFSPVDARY a2 —LEEEHR—MLZEXJ, ontap-nas. ontap-

nas-economy . ontap-nas-flexgroup. < L T ‘azure-netapp-files’/\'v I > R,

FIE1 : R 2a—LDILEEXZHR—FTELSICAML—S IS RERET S
NFS PV OH 4 XE#ZE T 3ICIE ' £7 'allowVolumeExpansion 7« —JL K% true ICSREL TR 2 — L%k
RCIBLSICRAMNL—Y - VS RAEERTIHNELNHD T

cat storageclass-ontapnas.yaml

apiVersion:
kind:
metadata:

storage.k8s.io0/vl

StorageClass

name: ontapnas

provisioner: csi.trident.netapp.io

parameters:
backendType: ontap-nas

allowVolumeExpansion: true
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CDATarEBELETICTTICA ML= « 5 XZEH L TLWBIHEIF 'kubect! Edit storageclass %
FRALTEREORN =T - VS RERETZENTT R 2— LOWRMNATEEICHRD £9

FIE 2 : ¥ERL L 7= StorageClass %#{£FA L T PVC Z{ER L £ ¢

cat pvc-ontapnas.yaml

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: ontapnas20mb
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 20Mi

storageClassName: ontapnas

Trident & Z @ PVC ICx LT 20 MiB @ NFS PV Z{EfK T A3 HREHLH D 7,

kubectl get pvc

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-0199-11e9-8d9£f-5254004dfdb7 20Mi
RWO ontapnas 9s

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-b199-11e9-8d9£f-5254004dfdb7 20Mi RWO

Delete Bound default/ontapnas20mb ontapnas

2mé2s

27y 73 PVERBELETY
L <{ERL L 720 MIBOPV%Z1 GBICH A XZET BICIE. PVCERELTERELE T,

spec.resources.requests.storage 1 GIBX T:

kubectl edit pvc ontapnas20mb
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# Please edit the object below. Lines beginning with a '"#' will be
ignored,
# and an empty file will abort the edit. If an error occurs while saving
this file will be
# reopened with the relevant failures.
#
apiVersion: vl
kind: PersistentVolumeClaim
metadata:
annotations:
pv.kubernetes.io/bind-completed: "yes"
pv.kubernetes.io/bound-by-controller: "yes"
volume.beta.kubernetes.io/storage-provisioner: csi.trident.netapp.io
creationTimestamp: 2018-08-21T18:26:447%
finalizers:
- kubernetes.io/pvc-protection
name: ontapnas20mb
namespace: default
resourceVersion: "1958015"
selflLink: /api/vl/namespaces/default/persistentvolumeclaims/ontapnas20mb
uid: clbd7fab5-a56f-11e8-b8d7-fal63e59%eaab

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
#

FIE 4 : H5RZRELT B

PVC. PV, &&UTridentl) 1—LOY A XEWRI 5L T YA XEENEL HEELTDE S DR
BETEET.
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kubectl get pvc ontapnas20mb

NAME STATUS VOLUME

CAPACITY ACCESS MODES STORAGECLASS AGE

ontapnas20mb Bound pvc-08£f3d561-b199-11e9-8d9£f-5254004dfdb7 1G1i
RWO ontapnas 4médds

kubectl get pv pvc-08£3d561-b199-11e9-8d9£-5254004dfdb7

NAME CAPACITY ACCESS MODES
RECLAIM POLICY STATUS CLAIM STORAGECLASS REASON
AGE

pvc-08£3d561-0199-11e9-8d9£f-5254004dfdb7 1Gi RWO

Delete Bound default/ontapnas20mb ontapnas

5m35s

tridentctl get volume pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 -n trident

o e Fomm -
fom - o fom - fom—m————— +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

- fomm—————— fom -
fom - o fomm - fomm - +
| pvc-08£3d561-b199-11e9-8d9f-5254004dfdb7 | 1.0 GiB | ontapnas |
file | cS5abf6ad-b052-423b-80d4-8fb491alda22 | online | true |

et ittt L fommm - fom e
fom - oo fom - e +

RUa—LZA2R—F

‘tridentctl import ZfEAT B3I\ Trident VR—k
V)T ayeERLTKERY) 2 —LEK (pve) Z1ERT BT, BIFORX ML -
A1) a—L%Kubernetes PVELTAVR—FTEXT,

BMEERSEE

TridentiCZR) 2a— L%z A VR—bF3ENIEIRDLEED TT,

TV —=aveEaAVTHEL. BiEOT—2ty FEBRMET S
BN IV = avicET -2ty bosO—- 2% ER

* EEHRE L cKubernetesV S XA X = BIBEL FT

C TAaYPRRVANVEICT ) r— 3 >7—3%8%817

ZREH
RUa—LZzAVR—-b33R1IC. ROERBEZHRL TILEEL,
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* TridentTA >V R— b TEBDIF. RW FAHAIRD/EERAH) X1 TDONTAPRY 2 —LDHTT, DP (
T—R1RE) XA TDR) 2—LiESnapMirrorT AT« %—> 3 >R1) 2a—LTY, R a—L%Trident
1A YR— b2, ST—BREERTIVBELNHD X7,

*CTOTa I REHEDBRVWR) a—LZA Y R— B EZHRELET, 7U/T+« TICERATINTULSR
Ja—LZAYR=bFTBICIF R)a—LDo7O—2ZERLTH S VR—hERTLET,

Kubernetes|ZARI DR ZERME T, 771 TRARY 2a—L%ZRy FICHEICERTS
(O 3rH. chiEFTOvIRU2—LTHICEETY. TORR. 7—XHHIAT 5TAEM
DL

* PVCTIEETBAHNENDH D FIH. “StorageClass Tridentld 1 > R— FEHCZ DINS XA —LEFRALFE
Ao ARL—=U0FRIEC R a—LDOEREFIC. A ML—JHFMICEDVWTERATRER 7—ILH 5 ER
TREHDICERINE T, R a—LRETTICHEETRH. 1 VR— MR T—ILEBIRT Z2HEIEDH
DEHA, TDTEH. PVCTEEINIEAML =SOSR E—HBLBWNAYII Y RELIET—ILIZARY
A—LHWEFEELTHA VAR—MIEBLEFE A,

c BIFEDR) a—LY 1 XIFPVCTRESIN. RESNET. A L= RTIANICE TR a—LdAa
ViR—kEN3E. PV & ClaimRef ZfEB LT PVC ICfERLENE T,

c BRIAR O —IE. BHICICICICERESINTUVWE Y retain PVICH D £9, Kubernetes H* PVC &
PVEEEICNAYRTR . BRARVS—DIAML—J0SXOBRIARD) O —IC8hETEHRS
nEx9,

°c L =S ZOBRIAR) S —HDIEE delete’ ICT D E. PVAHIBREINBZEA ML —UKRD 2
—LDEBRENE T,

* FJ74JL b TIE. Trident [ZPVC Z&IE L. /\'vZ I > RDFlexVol volume ¥ LUN O&FIZ#ZEL 7,
HIBRTNIERT B ENTEZXT —-no-manage BIEINTWEWRY 2—L%Z AV R—rT370D7
S54% “--no-rename R 21— LEZEFFIFTBLHDT S,

° ——no-manage* - ZEHAT BIHE --no-manage’ 7 T DREINTWVWBIFSE. Trident (AT o
FDZATHAZILHRICPVC E7lE PV ICH L TEMDRIEZERITLEEA. PVHHIBRENTHX
FL—2 R a—LAIHIBRENG, R a2—LD7O—2HR) 2a—LDH A AEBEREDMDIRE
bEFAINF T,

° ——no-rename* - #fEHAT 315G --no-rename " 73V XA T B E. Trident IFFRJ a2 —LD
A VR—FRICEEOR) a—L2%ZHFEFL. R a—LDSA 71 UIILNEZEELEY, COFS
3 vid. “ontap-nas. ontap-san (ASARYATLEZL) . HLUV ontap-san-economy’
Ha’r/\_o

DA T aviE. AT HEENT7—2o0— RIC Kubernetes Z{FEHA 9 % H'
ZNLANDHEIT Kubernetes ONEBTRA ML —S AR a—LDSA THA1 7L 2B
TRHRICIRILBEE T,
*PVC EPVICT/T—arvhBmMenEzd, CO7/F—>avid. RUa—LHAYR—bEnizC
. BLUPVCEPVHEBEBINTWAZCERI —EDBMNERIELET, COT7/T—>avidE
BEREIFHBRLAEWVWTLSIETL,

R)a—LZzAYR—rLET

‘tridentctl import ZfERATSH\. Tridentd VR— 7/ T—>a>%&FEALT
PVCEZET BT R a—LZzAYR—bTEZT,
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@ PVC 7./ 57— a>vaERT3548Id. “tridentctl #&2>O—RLEDERLTRY 2— L4
EAVR—RMLIEDTIREBIIHD FH A
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tridentctl DfEA
FE

1. PVCEZER S 27 OICERTBPVCT 71 (Bl : pve.yaml) Z{ERRLE T, PVCT 71 ILICIE
name. namespace. accessModes. H &V ‘storageClassName' ZEHZINELHD £, HE
IZISCT. PVCEZ T ‘unixPermissions #18ET 3 HTI XY,

RAMERR DB 2 RICTRL £ 90

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: my claim
namespace: my namespace
spec:
accessModes:
- ReadWriteOnce
storageClassName: my storage class

@ WMENTA—=EDHZEANLTLIEET WV, PVEPRY 2 — LY A G EDEM/NS A
—&F. A VR-—FAT Y FOKBORAE B2 EEEMED DD FFo

2. {3 “tridentctl import 7R1) 2 — AZ & Trident/N\y VT ROZRTE. A L= DR 2 — L%
—EIZ5RI 9 3251 (l: ONTAP FlexVol. Element Volume) #3893 AV K, 2D -fPVC 77
TIANDNZAZIBET DICIEEIBHAKRETT,

tridentctl import volume <backendName> <volumeName> -f <path-to-pvc-
file>

PVCT ./ 7—2a > DR
FIE

1. BEBATridentf Y R— b7/ F7—23a>EEEPVCYAMLZ 71 J)L (Bl © pvc.yaml) ZERLZF
To PVCT7AILICIZUATEZESHZINELNHD 9 ¢

° ‘name’ & & U "namespace’ X X T —4A K
° accessModes. resources.requests.storage. & ‘storageClassName 1tk
° FER
* trident.netapp.io/importOriginalName : /NI IV RDAR) a—L%
* trident.netapp.io/importBackendUUID : /R a—LHDEFEETS/\v oI > RUUID

* trident.netapp.io/notManaged (# 7> 3Y) BEINTULWARWR 1—LDIHE
13 true” ICBEL £ 90 77 4L M Malse” T

UFiE. BEMRR) 2—LZAVR— T B1ODEHRAITY !

198



kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <pvc-name>
namespace: <namespace>

annotations:
trident.netapp.io/importOriginalName: "<volume-name>"

trident.netapp.io/importBackendUUID: "<backend-uuid>"

spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <size>
storageClassName: <storage-class-name>

2. PVC YAML 7 7 JL% Kubernetes 7 S XX —|C@ALET :
kubectl apply -f <pvc-file>.yaml

Trident (3R 2 —LZBHRICA VR—FL. PVCICNTYRLEFT,

il
PR—FTNTVBRSANICDVWT, RORY a—LA Y R—bOBIZERL T IZE L,

ONTAP NAS$ £ TFONTAP NAS FlexGroup

Tridenti&. K> /\¥ “ontap-nas-flexgroup” R4 N&ZFH LA a—L1VKR—rZEHR—FLTWL
‘ontap-nas’ ¥

* Tridenti&. ontap-nas-economy FZ-1/\,

(D * ., ontap-nas & U ontap-nas-flexgroup RZA/NTH) 2 —LZDEEHLFAIE
nNTLWEtA.

RSANZFERLTEREINSEZR) 2—LA ontap-nas ' &, ONTAPY T XA EDFlexvVol volumellED
£9, RTANEFERALFlexvol R 2a—LDA Y R— bk ‘ontap-nas BHEKICHEEEL £9, oNTAPY

FSRAAIICT TICEET BFlexvolR ) a—LAld. pvcE LTAYAR— M TEEXT “ontap-nas. [AIFK
IC. FlexGrouph') 2 —AIFPVCE L TA VA R—FTE XY ontap-nas-flexgroupe

tridentctl Z{E£/A L 7= ONTAP NAS O

ROFIL, Ctridentctl ZERA L TEEXMRA) a—LEBEWRANR) a—LExAVR—FT3HFE%2RLT

WETo
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BIENRAR) 2—L4
ROFE. EWSERIORY 2a—L%EA>VHKR—FLZET managed volume EWVWSHFID/NY I IV R

C ontap_nas :

tridentctl import volume ontap nas managed volume -f <path-to-pvc-file>

o fomm fom e
fomm o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e tomm - pom -
fomm o fomm fomm +
| pvc-bf5ad463-afbb-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491alda22 | online | true |

o fomm fom -
fomm o fomm - fomm - +

BENRADR) 12— L4
5|18 ERLTBE --no-manage. Tridentld R 2 —LDEZFIEZEEL FH A

I, 204 Y R—b+35F%RLEFT unmanaged volume 27w LFXTJ ontap nas Ny I IV
[N

tridentctl import volume nas blog unmanaged volume -f <path-to-pvc-
file> --no-manage

o fo—m fom -
e it o fomm - pomm - +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

o fomm - e it
fomm o o fomm fomm - +
| pvc-df07d542-afbc-11e9-8d9f-5254004dfdb7 | 1.0 GiB | standard |
file | c5a6f6a4-b052-423b-80d4-8fb491al4a22 | online | false |

o fomm fom -
fomm o fomm - e +

PVC 7/ 7— 3 > % fEMA L 7- ONTAP NAS D4l

RO[E. PVCT7 /7= a3 ZFERALTEEGRRY 2 —LEBENRANR) 2 —LZA Y R—bFT35H
EERLTVET,
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BEENRAN) 2—L4
ROFTIE. PVCT7/T—23> % FERALTRWO 771X E—RAREINI. "81abcb27-eab3-

49bb-b606-0a5315ac5f21"H'5 “ontap_volumel & WS &FID ‘ontap-nas' KRl a—L%Z1 VR—kLZE
ER

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <managed-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap volumel"
trident.netapp.io/importBackendUUID: "8labcb27-ea63-49bb-b606-
0ab5315acbhf21"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

BEEWNRADR) 12— L

RDBITIE. PVCT7/T—>2a>zEHALTRWO 772X E—RHARESNT. Ny IIUR
34abcb27-ea63-49bb-b606-0a5315ac5£34 DB E WD HHF] “ontap-volume2 D 1Gi
‘ontap-nas R a—LZzAVR—FLET !
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: <umanaged-imported-volume>
namespace: <namespace>
annotations:
trident.netapp.io/importOriginalName: "ontap-volume2"
trident.netapp.io/importBackendUUID: "34abcb27-ea63-49bb-b606-
0a5315ac5f£34"
trident.netapp.io/notManaged: "true"
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: <storage-class-name>

ONTAP SAN

TridentidR) 2 — L1 VR—rZHR—FLTED. ontap-san (iISCSI. NVMe/TCP. FC)E KT ontap-

san-economy KZ1/\—,

Trident (&, BE—® LUN ZZE L ONTAP SAN FlexVolrh ) 2a—L%Z A4 Y R—FTEXJ, CMlE. ontap-san
RS /\NIE. & PVC I L TFlexVol volumeZ fERX L. FlexVol volumeMIZ LUN Z{ER L £ 9, Trident
I&FlexVol volumeZ 1 >7/R— kL. €M% PVC E&RICBIEMITE T, TridentiFE A TE S ontap-san-
economy B8 D LUN Z5L AR 22— Lo

KOG BEFMRAY 2 —LEBENRAR) 2a— Lz Y R—bFTB3HEZRLTVET !
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BEWRA) 2 —L4
EEWRAR) 12— LDFE. TridentidFlexVol volume D& R =TI FlexVol volume D LUND &%
IZ " lun0"ZEE “pve-<uuid> L £,

RIS /N I RIZ# BFlexVol volume ‘ontap_san_default' % -1 >7R— b § %% /< L “ontap-san-
managed & 9o

tridentctl import volume ontapsan san default ontap-san-managed -f pvc-
basic-import.yaml -n trident -d

e o o
o o - o +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e ettt L L L L e e e o e —
e e - e +
| pvc-doeedf54-4e40-4454-92fd-d00fc228d74a | 20 MiB | basic |
block | ¢cd394786-ddd5-4470-adc3-10c5cedca’757 | online | true |

o e it fom -
t——— o - o +

BIEWRADKR) 2—L4

I, 204 Y R—b35HF%ZR"LEXT unmanaged example volume 2% 1)wv 2 L&Y ontap san
Ny IR

tridentctl import volume -n trident san blog unmanaged example volume

-f pvc-import.yaml --no-manage
e ERELEEEattatt et P o=
Fommmmmomo= Fommemererrorerrrrrrresersrreee e s s Fommmmmoe e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
e e Fommomememememos
Pommmmmmm== ettt P o= +
| pvc-1£c999c9-ce8c-459c-82e4-ed4380a4b228 | 1.0 GiB | san-blog |
block | €3275890-7d80-4af6-90cc-c7a0759£555a | online | false |

o msmeseseses s s s s e P P
Fommmmmmm== e et Fommmmm== et +

ROBUZTRT K DIC. Kubernetes/ — RDIQNZIQNZHE § BigrouplcLUNZR wE YT F5 8. T5—H
RRINZET, LUN already mapped to initiator(s) in this groupo AU a—L%EAVER—FT
BIClF. 12T —2%ZHIBRT 3D LUNODI Y E VT ZBRT I2HRELHD £,
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Vserver  Igroup Protocol 0S Type Initiators

k8s-nodename.example. com-fe5d36f2-cded-4138-9eb@-c7719tc21913
iscsi linux ign.1994-05.com.redhat:4c2elcf35e0
unmanaged-example-igroup

mixed linux ign.1994-085.com.redhat:4c2elcf35e0

ZZ (Element)

Tridentid. NetApp ElementY 7 b =7 & RS54 /N%Z{ERA L 7=NetApp HCIZ/R) 22— LA >V R— b ZHR—k
LTWETY solidfire-sano

Element K51 NTHA Y 2~ LADEEAYH— b ENET, 7720, KU 1—LANEH
(D) LTuaiga. TidentidT5—2BLET. EBEL LTRYa—LEIO—Z25 L, —&
ORY 2~ LBEEELT, O— KU 12— L&A YR~k LET,

RIS, 24V R—b32F%ZRLET element-managed NI IV RDKRY a—L element defaulto

tridentctl import volume element default element-managed -f pvc-basic-
import.yaml -n trident -d

e et EEEES e Fommemmcememeo=s
Fommmmmmm== e mes e s s es s s s ss s Pommmmm== P +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |
Fommmmememsmsseseses s s e e e i Fommmmmmememem==
Fommmmmmm== ettt Fommmmm== ettt +
| pvc-970celca-2096-4ecd-8545-ac7edc24a8fe | 10 GiB | basic-element |
block | d3bal47a-ealb-43£9-9¢c42-e38e58301c49 | online | true |
Fommmmmmmmsmoososorreromemememe oo me oo Frommomoms Fommmmmmomoomoms
Fommmmmomo= B e e e e et Fommmomoe e e +

Azure NetApp Files D&

Tridentid K Z A NZFER LR 2 — LA > R— b%ZHR— kL TUL "azure-netapp-files’ & 7

Azure NetApp Files’h) 2 — L%z A VR—rF3IC1E. R 2a—LNATHR) 2a—LZRELZE
@ Fo RUa—LNRIF RV2—LDITIAR—bENADDICHELS AR TY /o LERIF T
T2 MNRADDHERETY 10.0.0.2: /importvoll, R a—LD/NRIFTY

importvollo

RIS, BAVR—bT 3% RLET azure-netapp-files NI IV RDAR 2—LA
azurenetappfiles 40517 Z}EEL X T importvolls
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tridentctl import volume azurenetappfiles 40517 importvoll -f <path-to-
pvc-file> -n trident

fos=ssss=s=ssscsessssssssosossssssss==ssa=s fememe===s e
e e e e e e e e e e fro— e +
| NAME | SIZE | STORAGE CLASS |
PROTOCOL | BACKEND UUID | STATE | MANAGED |

e e e e e e e e ) fro— e s e
frems=m=m==s fremeoeesessssse e s e s s s o s R fremememm=s I
| pvc-0ee95d60-£d5¢c-448d-b505-b72901b3ad4ab | 100 GiB | anf-storage |
file | 1c01274£-d94b-44a3-98a3-04c953c9%a5le | online | true |

fossssssssss s e se s s oses oo sssssss s s e fememesmmeeeaa=
femm======a femessesessss s e e se s e eessssaa s femm==== femememm== 4

Google Cloud NetAppR'J) 2 — L

Tridentid K Z A NZER LR 2 — LA >R— b %ZHR— kL TUL "google-cloud-netapp-volumes £ 9
ROFITIE. R 2—L “testvoleasiaeastl Z#FD/\'v ¥ T > K “backend-tbc-genv1’ EDRY 12— L% A V7K
- l\ L/ i_a_o

tridentctl import volume backend-tbc-gcnvl "testvoleasiaeastl" -f < path-
to-pvc> -n trident

o tomm -

Fom fo————————— o
Fo— fo— = +

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |

o - fom

fom fo— o
Fo— Fo————— +

| pvc-a69cdal9-218c-4ca9-a9%41-aeal05ddl3dcO0 | 10 GiB | gcnv-nfs-sc-
identity | file | 8c1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

o - Fom

fom fo— o
fo— fo————— = +

ROBIE. AL =232 il22DR) a—LHhH3HBEICR) 2— L% 1 > 7R— k L "google-cloud-netapp-
volumes' £ 9,
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tridentctl import volume backend-tbc-gcnvl
"projects/123456789100/1locations/asia-eastl-a/volumes/testvoleasiaeastl"
-f <path-to-pvc> -n trident

o fomm -
e R e et
fmm====== fememe==== 4

| NAME | SIZE | STORAGE CLASS

| PROTOCOL | BACKEND UUID | STATE | MANAGED |
fossssssss=ssscscssssssssosossssssss=sssa=s fememe====

fm e e
e e +F

| pvc-a69cdal9-218c-4caf%-a9%41-aeal5ddl3dcO | 10 GiB | gcnv-nfs-sc-
identity | file | 8cl1l8cdfl-0770-4bc0-bcc5-c6295fe6d837 | online | true
|

fossssssssssssesessssssasosossssssasssssass fememema=a

frosssssmeemes e from=mee==== frecsmeeem s m s s o s e e
fre=m====s fremmmeme=s WF

R 2a—LDBREINILZARIIAITS

TridentTld. fERL7cR) a—LICHODDRTVRAFIE IRNILZEDH TR ENTE
9, CNUCED. R a—LEHFEL. FNENDKubernetes!)Y —X (PVC) IZfE
BIZIvEYITEET, Flee NWIIVRILRILTT VY IL—r2EHELTHRA
LR a—LBEDRBZLIRNIVEERTEZEHTEET, E. 1R —b. £
F70—>%1ERT 2R ) a—LlF. 7oL —MIEMLEXT,

ERZRImY 3HiiC
ARAZIA ZXBEERAR) 2 —LBETNILOYR—b

* R a—LDERM. 1 VR—hk 70-Z27 DRNIE,

* MIFE ontap-nas-economy R T4 /N\N—DHFE. Qtree K1) 2 —LDHAFTDHFHIEEIT > FL— MCHE
WLFT,

* DIHE ontap-san-economy K714 /N\—DHFE. LUN BDAHNGRI T FL— MIEHL XTI,

AR
*ARZL R a—L%IE. ONTAPE Y FL IR RSAN—EDAEHEELHD £7

* HRABALZANIIE. ontap-san. ontap-nas. €L T ontap-nas-flexgroup FZ-1/\—,

* WRAZL R 2—LRAEBEHFEORY a—LICIKBERIhEE A
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AR A XEJEERAR) 12— LD ELREE

*BETVTL— FOEDBEBNHRERRATIS —HRELISGE. Ny I IV FOERISKELEY, i
L. 727 L—=rT770T5—=2 3 0B RELIGBEIE. BIFOSMBRANICHE > TR 2 — LICRRIHI T
LbNEI,

*NYIIYVREROBEIT YT — b 2ERALTRY 2a—LDOEFMEEETNTVWEHZE. AML—2T
L74 v RIBEHEINE A, EEDOTL T v I REZT VT L— MIEEEMTE T,

BEITTL—hREIRIVEFERB LN Y I I RIEBEDOH
HRRALET>TL—ME. W—bFLARILFIETT—ILLARILTEETET T,

L=k LANILOF

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmO",
"username": "<admin>",
"password": "<password>",
"defaults": {
"nameTemplate":
"{{.volume.Name}} {{.labels.cluster}} {{.volume.Namespace}} {{.volume.Requ

estName} } "

by

"labels": {
"cluster": "ClusterA",
"PVC": "{{.volume.Namespace}} {{.volume.RequestName}}"
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T=ILLARILDF

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nfs-backend",
"managementLIF": "<ip address>",
"svm": "svmQO",

"username": "<admin>",

"password": "<password>",

"useREST": true,

"storage": [
{
"labels": {
"labelname": "labell",
"name": "{{ .volume.Name }}"

}o
"defaults": {

"nameTemplate": "poolOl {{ .volume.Name }} {{ .labels.cluster
1Y _{{ .volume.Namespace }} {{ .volume.RequestName }}"
}
by
{

"labels": {
"cluster": "label2",
"name": "{{ .volume.Name }}"

by
"defaults": {
"nameTemplate": "pool02 {{ .volume.Name }} {{ .labels.cluster
}} _{{ .volume.Namespace }} {{ .volume.RequestName }}"

}

BEIT > L — L Dfl
1

"nameTemplate": "{{ .config.StoragePrefix }} {{ .volume.Name }} ({{
.config.BackendName }}"

*WJ2 * .
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"nameTemplate": "pool {{ .config.StoragePrefix }} {{ .volume.Name }} {{
slice .volume.RequestName 1 5 }}""

ERINETRAVE

1. R a—LaYR—bDHFE. BEOR) 2a—LICHEDOHERD IRILDHZEEICOATRNILHEHRS
nExd, f: "provisioning":{"Cluster":"ClusterA", "PVC": "pvcname"}}o

2. BEWRA) 2a—LDAVR—FDFE. R a—LBREINYIIYRERDIL—FLANILTERINTE
BEITYTL— FORICKE X T,

3. TridentTld. storage 7L 74 v I REEBELILR T4 XBEFOFERITHR— T TOLEE A

4 FOTFL—=HMIE2THRY 2a—LEAD—EICESHBWVEE. TridentTIEWLW DD DT A LEXFEHHEN
INT—BDORY 2a—LEDPERINE T,

S NASTI/X—RUa—LDARZLZDRENCANFZEZ 355, TridentlIEIFDLRAIHRK->T
R a—LIZRFZ[TET. MOITRXTDONTAP R SANTIE. R a—LBH a0 LRZEZ 3
. R a—LDERTOEADKBLE T,

Z—LAR—ABTNFSR) a—LEHBLET

TridentZ{EA T2, TS5ATURX—LAR—ZIZARY) a—L={EFR L. 12U LDt A
RN Z—INAR—ATHEETEE T,

TridentVolumeReference CRZfEA T % & . 1 DLl EMDKubernetes % — s X R — X B TReadWriteMany (RWX
) NFSRU 2 —L%ZZRLICHBETEET, ZDKubernetes - 7« THERE ICIE. KDELSHB XD w DD
DET,

X2V T A EBRTBIEDHIC. EROLARNILDOT U1 AFNEHDRIEET
* TARTDTrident NFSAR) 2 —L RS /NTEME
* tridentct > Z DD IER 1 T 1 T DKubernetestBEICKTZEL FE A

CDEIFE. 2DDKubernetes r— L AR— A TDONFSHRY) 2 —LOEEFZRLTVWET,
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prmay @)
namespace

o -
=1 :
pv 1
]

________________________

namespace

TVol €—p» TVol

1
1
]
1
1
secondary |
1
1
1
1
1

=
3
2

.......................

TridentVolumeReference

primary/pvci

\‘ " 5\ -’J
----------------- - Storage B e
Volume

TAYvIXZ—b

NFS/R) 2 —LAHEFIZFWS DD DFIETHETETET,

o R)a—LEHETZLSICY —RAPVCERELEFT
V—RARZ—LAR—ZADFEEIEZ. V—APVCOTF—RICT IR TR3EREZHELET,

9 FRATFAFZ—2a YR —LAR—XICCRZER T 21ERZMELET

PS5 AAEBEN, TRT 4 F—> 32— LAR—IADFAEEICTridentVolumeReference CR%Z {EfK 3 218
[RE[E5ELX,

e FRTF A4 %—> 3 %—LAR—X|ZTridentVolumeReference= {ERL L £ ¢
EHBAIEEOFREEIZ. EETPVCEER Y 3 - TridentVolumeReference CRZ1ERL L £ 9

o BRI IC FIPVCZERLL £
WHELBIZERDFAEE IZ. EETPVCHS5DT—3RY —X%FERT S FIPVCEZEML £,

V—RARX—LAR—RETRATAX—2 3V RX—LAR—RAZRELETT

TXaVToZHERTDEHI. F—LAR—IABHETIF. V—XRX—LIAR—IADAEE. V7 XAFERE
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E. BLUBHER—LAR—ZADFABEZICLZASRL—23 > 8703 >R ETY, 2—HO0—)LIEE
FIETEEL X,

FIE
1.V —XERIZEBDFAEE | PVCEZERLET (pvel) ZY —XARZ—LAR—XITEML. TRATa4R—>
AVR—LAR—REDHEEMERZ[ME L £9 (namespace2)Z R L £9 shareToNamespace 7./ T
—>3r

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/shareToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

Tridentid. PVEZDNY I TV RNFSX ML —2R) a—LZERLEFT,

s WREYIDUR b ZEAL T, ERORMZERICPVCZHEBETEE Y, !
trident.netapp.io/shareToNamespace:
namespace2, namespace3, namespaceio,

(D) - EBALT. TRTOR—LAR—RICHETEET = fil:

trident.netapp.io/shareToNamespace: *

°cPVCEEHLTZEDDENTEFEXT shareToNamespace 7./ T— 3 IELD
THERTETET,

2. )52 —E1BE: LA ERORBEE ICI I ABIZERIC TridentVolumeReference CR Z1ERL 9 7=
DIERZ 5T 3= DEY R RBAC BB ETNTVWAR e #HEELET,

B *FTRATAX— I VR—LAR—RFEE (Y —RAR—LAR—REBRITBZT AT X—> 3V R—
Ly ZR— X |ZTridentVolumeReference CRZ1ERL L £ 9 pvclo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4. SEELFZEROMESE | PVCEERLET (pve2) ZTRATA R —2 3 VR —LAR—RICEBHRALET
(namespace2)Z AL ¥ shareFromPvC X{ETTPVCZIEE T 2 7F R,

kind: PersistentVolumeClaim
apiVersion: vl
metadata:

annotations:

trident.netapp.io/shareFromPVC: namespacel/pvcl
name: pvc2
namespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi

(D sEEPVCOT 1 X, RETPVCOY A IUFTHELENBD £ T,

&R

Tridentid 7T X714 %—> 3 YPVCD T/ T7— 3 V& 5HEHAED shareFrompvc, Y —APVA L —J )Y —
AEHETZIHMEDRA L —UY —ZXDOBRWTFIAR) a—LE LTTFRT4 X —> 3 PVEERLE T,
ZBHEPVCEPVIE. BEEEONAVRINTUVBRLSICRZF T,

HER) 12— LEHIR
BEOR—LAR—IATHEINTWVWBHR) 2—LIFHIBRTEF X9, Trdentld. V—XAR—LIAR—IX DR
Ja—LADT7I7tEX%HIBRL. TDR) a—LEZHETZ3MOR—LIAR—IAANDT7 I A =#IZFLE T,

CDR) a—LZBRBRLTVWEAR—LAR—RAZIRTHIRT D . TridentiC& > TR 2a—LDHIBREINE
ER

fEH tridentctl get MUDKR) a—LZBET3

ZEA Y B[tridentctl A—T o VT ZFEHATRE. 2RI TEFXY get AV REMFEHL TTHMIOARY
A—LEEFELET., FMICDOWVWTIX. > 2. /trident-reference/tridentctl.htmlZ 2B L T T W
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[tridentctl ARV REA T a V]

Usage:
tridentctl get [option]

739
* -h, --help:ARUa—LDOAN)LT,
* -—parentOfSubordinate string: I Z MIDY—RR)a—LIZHIRELFzT,
* —-subordinateOf string:Z TV %K) a—LDOTFAICHEL XY,

1 FR
* TridentTld. TATARZ—2 3R —LAR=—IADEFR) a—LICEZTAETFNAEVELSICTEILIFT

TEPA HER)2—LDT—RDOLEEZZHLETSICE. 77OV IREDTOEIZERAT S
BEHHDET,

* ZHIBRL TH. EETPVCADT I RXZEDET ZLIFTEXHA shareToNamespace F7zld
shareFromNamespace FMR £ 7IFZHIBR L £9 TridentVolumeReference CRo 77 XZHIDETY
ICI&. TPVCZHEIRRY Z2HENRDHD £,

* Snapshot. 70— LV F—DUVJIEFMIDAR) 2a—LTIFRITTETEFE A
ZBRLTIETU,
F—LZAR—ZREDOR) a—LT7 72 XOFMICOVTIF. ROBRZEBRBL T I,

CICTIVERALET "XR—LAR—ABTOR) 2a—LOHE | XT—LZAR—IABDAR) 2 —LT7 It %
HA§ B8l THelloy EADLET

* DT EZIELLEETV Ry BTy TTVS
F—LAR—REARTHR) a—LE7O—Z2T

TridentzfER 9 % . R UCKubernetes?Z 2 A ZHNDFIDHZ—LAR—IAHSEEFDR
2—LFTIFRY) 2—LSnapshotZfER L THLWARY 2 —LZEKTE X9,

AIFESRAF

RU1—LEIO—ZVIT BRI V—RETRTFAR—Y3YONYIIYRORATER L=V U5
ZBELTHS L EBBL TS W,

@ 2RI E £-0 %o 0—1ERIE. “ontap-san’ LT ‘ontap-nass A kL — RS54 /\—,
FAROEAI/O-—VIFHR—bIhTLEE A

14y I RZ—h
R)a—LoO0-ZYT3OIHMERATYTTEY b7y TTEET,
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“cloneToNamespace

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl
namespace: namespacel
annotations:

trident.netapp.io/cloneToNamespace: namespace?

spec:
accessModes:

- ReadWriteMany
storageClassName: trident-csi
resources:

requests:

storage: 100Gi
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cloneToNamespaceo
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apiVersion: trident.netapp.io/vl
kind: TridentVolumeReference
metadata:

name: my-first-tvr

namespace: namespace?2
spec:

pvcName: pvcl

pvcNamespace: namespacel

4 FHR—LAR—ZADFAEE : (pve2 FBEX—LIAR—RIC “cloneFromNamespace  PVCHE{E
B (*namespace2) o F7cld cloneFromSnapshot 7./ T—> 3 V& ERAL T, XETpPvcEisEL X

9 “cloneFromPVCo

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
annotations:
trident.netapp.io/cloneFromPVC: pvcl
trident.netapp.io/cloneFromNamespace: namespacel
name: pvc?2
namespace: namespace?2
spec:
accessModes:
- ReadWriteMany
storageClassName: trident-csi
resources:
requests:
storage: 100Gi
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ontap-san: FC ontap-san : NVMe/TCP (RfETH ONTAP N—2 3 Y 9.15.1 BAKE)

SnapMirrorz A L7cAR) a—LL U= 3 id. ASARY AT ATIFHR—FEINTL
@ FtHA. ASARY X T LDFMICOWVWTIE. UTEBBL TSIV, "ASAR2ZA L —TU
2T LODFEM"

3= 5 —PVCOIER

UTDOFIEICHE>T. CRDOFIZFERLTTSAIIR)a—LetEAYAIR) 2a—LDORBICSS—BE%
=ERLE T,

F@
1. 7547 )Kubernetes? S XA X CTROFIEZEITLET,

a NTA—AR%ZIBE L TStorageClasst 7> ¥ b %Z{ER L trident.netapp.io/replication:
true £9,

l

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: csi-nas
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
fsType: "nfs"
trident.netapp.io/replication: "true"

b. I{#IC{ERK L 7=StorageClass = A L TPVCEERL L £ 9,
¢l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi

storageClassName: csi-nas
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c. O—HILIE#R%Z & T MirrorRelationship CREERL L £ 9

il

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
state: promoted
volumeMappings:

- localPVCName: csi-nas

Tridentid. R 2 —LDOAFIBREAR) 2 —LDREDT—XF7#E (DP) REEX Tz v F
L. MirrorRelationship@status 7 «+ —JL R ICfEZ AL £,

d. TridentMirrorRelationship CRZEX{§ L T. PVCOAEBH ESVMZERL £,

kubectl get tmr csi-nas

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
generation: 1
spec:
state: promoted
volumeMappings:
- localPVCName: csi-nas
status:
conditions:
- state: promoted
localVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel”
localPVCName: csi-nas

observedGeneration: 1

2. ¥ h>A)Kubernetes? 5 A X TRDFIEZERITLE T,
a. trident.netapp.io/replication: true/\ = X — X %z f#F L TStorageClassZER L £,
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il

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: csi-nas
provisioner: csi.trident.netapp.io
parameters:

trident.netapp.io/replication: true

b. X741 %= 3>V —XDIFEHR% Z T MirrorRelationship CRZERL L £,

ll

kind: TridentMirrorRelationship
apiVersion: trident.netapp.io/vl
metadata:

name: csi-nas

spec:
state: established
volumeMappings:

- localPVCName: csi-nas
remoteVolumeHandle:
"datavserver:trident pvc 3bedd23c 46a8 4384 bl2b 3c38b313clel"”

Tridentid. FRE L7BRAR) > —% (ONTAPDIZEIET 7 #JL ) %ER L TSnapMirrorf8{% % {ERL
L CHEfEL £

C. hH>A1) (SnapMirrorT AT« %—>3Y) & L TH#AEY % StorageClass% ER L TPVCZEERL L
9,

l

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: csi-nas
annotations:
trident.netapp.io/mirrorRelationship: csi-nas
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: csi-nas
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Tridenti& TridentMirrorRelationship CRDZF v 7 L. BMEHAEFEELBWEEIFR Y 2 — LDIERLIC
KL FT, BRHEFEET 35HE. TridentidF L LIFlexVol volume’% . MirrorRelationship TEE T
TWBUE—FSYMEETBERICHZSYMICEEEL £,

R)a—LLF)r—2 3> DikEE

Trident Mirror Relationship (TMR) (&. PVCRIOL 74— 3 VERO—IE%ZFRICRDTY, SEALTMRIC
IZ. BRDIRAE%E TridentiTBEN T DRENDH D £, FBEATMROREIZXDEH D T,

* BEALER - O—HIPVCIES S—BROT AT R2—>3vR)a—LTHD. THIZFHLVLERTI,
* H#% . O—AHJLPVCIZReadWrite TY U Y FAJEETH D S S —BRISIREBUTIEH D £ A,

* *reestablished * : O—AJLPVCIZS S—BMRODT XA T4 %—>3 >R a—LTHD. UREIFEFDIZ—
BERICEENTUVE L

c TRTA4F—=2aVR)a—LIZT AT X =23 VR a—LORBZLEZTTELH. V—RR
) a1—LEDBGRNEILENI-C EDH B5E(3. reestablishedREEZ AT 2HENHD T,

° R a—LHUFENICY — XL DBRICARD - 135G BREIIKREIZERKLET,

HEN T T —ILF—N—BEICEA>V A UPVCZEIKT S
tH>H1)Kubernetes?Z S A A TRODF|IEXETLE T,

* TridentMirrorRelationship®_spec.state. 7 1+ —JL K ZICEH L £9 promoteds

STEN 7 LA —N—RICtEA A UPVCE R

[E]
SHEM 7 =7 IILA—N— (#17) HIC. XOFIEEZRTLTEHA A UPVCE TOE—FLET,

FIE
1. 754 < )Kubernetes? 5 22 TPVCMDSnapshotZER L. SnapshothME N3 X TEHELB T,

2. 754 < ')Kubernetes” 5 XX T. Snapshotinfo CRZ{ERL L THERDFMEZEISEL £9,
Bl

kind: SnapshotInfo
apiVersion: trident.netapp.io/vl
metadata:
name: csi-nas
spec:
snapshot-name: csi-nas-snapshot

3. ¥ H >4 )Kubernetes?Z 5 X2 T. _TridentMirrorRelationship. CR®D_spec.state 7« —JL K
%Z promoted [CEHT L. _spec.promotedSnapshotHandle % Snapshot®internalNamelZ L £9,

4. H A 1)Kubermnetes?Z 5 XX T, TridentMirrorRelationship® X 7—%4 X (status.state 7 + —JL )
HPromotediCE > TWB Z E TSR L £ 95
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TTANFA—N—RICSZ—BEFZVI+TTS
ST-BEREVIALTIBHEIC. FLWIT ST ELTER T 2IZERL 75

FIE

1. 7> & 1)Kubernetes? 5 XX T, TridentMirrorRelationship®_spec.remoteVolumeHandle_field D{EH'E
SN TWB xR LET,

2. ¥ >4 )Kubernetes” 5 XX T. TridentMirrorRelationship®_spec.mirror_field% (CE#FH L £ 9
reestablisheds

ZDfDUNIE
TridentTld. FS5ARVUR) a—LEeEAYA VR 2—LTROWVIENGR—EETNET,

FLOWEAYAUPVCAD TS 4T JPVCOHER
TS5A4TIIPVCEE AR IPVCH T TICIFEEL TWA e 2 ESRLE T,

FIE

1. PersistentVolumeClaim CRD & TridentMirrorRelationship CRD%. LNzt H> 4 ) (FRAT1 %—
>ay) U READ5HIKRLET,

2. 7547 (V—2R) 75 XAH 5TridentMirrorRelationship CRDZHIFR L £

B HAUTAHIHLWEAYA) (FRTrx%x—>3Y) PVCAIC. 7547 (V—R) IFRZRICHFHL
UL\TridentMirrorRelationship CRDZ{ERL L £ 9

=S5—. T3AT). FlldtEAVAIPVCOY 1 XEE

PVCIIBEEED YA AZEETETET, T—XENREDY A XZHBZ S L. ONTAPIZBEEFRIICIESLT L
Txolz iR L £

PVCH5DL T r—> 3 > OBIR
LFVT—2arzRIRd3ICiE. BEOEAY AR 2a—LTROVTNDDRIEZRITLET,

* A >A 1) PVCOMirrorRelationshipZHIBR L £ CNUICED. LTV —> a3 VERDBEIRINE T,
* E7cld. spec.state 7+ —JL K% _promoted ICEFHL X7,

LENCS S =) T TUW) PVCOHIR

Tridentid. LU — b ENPVCHBULHESHZRERL. LTV —> a3 VBFRZHBRL THSR a
—Ad)‘ﬁ'wﬁ%gﬂﬁfbijo

TMROHIB&

IS—BAROFBAIDTMRZHIFRY 3 &. Tridenth'BIR%ZET T 3 %81, D DTMRA_PROMOTED_STATE

ICBITLE T, HIRNMRE L GERINSTMRA S TIC_promoted_statelC b 3356, BFED I 5 —B%I3EF
FE9. TMRIZHIBRT L. TridentidO—7JLPVC% _ReadWrite IC7OE— L X9, ZOHIBRICK

D. ONTAPRODO—HJILKR 2 —LDSnapMirrorX 2 57— A DB ENE T, CDR) 1a—L%EZSHEIS—

R THERTZHEIE. FILLWS S—BREERTIEIIC. LTV —2 3 VIREN established volume

THH3HLWIMRZERTI3BELRHD £,
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ONTAPOA >S4 >DEZICI S —BREEH

I —BRIE. BIURICWDDOTHERTETET, 71— ILRFLE T —IILRZERALTEBRZEEHTETET
state: promoted state: reestablishedo TAT A F*—> 3 VR)a—L%ZEEDReadWriterh!) 2
—LICHEI® T 3% E1E. _promotedSnapshotHandle Z A L T, IREDKRY 2 —LDU X M T7HREBRZDEFE
DSnapshotZIEETET £ 9,

ONTAPAY'A 754 VDBEICI T —BRTEH

CRDZfER Y % &\ Tridenth' ONTAPY 5 X & |ICEFEEH SN T LA < THSnapMirrorEE#FHEzRITTIT X9,
YR D TridentActionMirrorUpdate DBl E BB L T 723 LY,

il

apiVersion: trident.netapp.io/vl
kind: TridentActionMirrorUpdate
metadata:
name: update-mirror-Db
spec:
snapshotHandle: "pvc-1234/snapshot-1234"

tridentMirrorRelationshipName: mirror-Db

status.state TridentActionMirrorUpdate CRDDIREEZ RBR L % 9, Succeeded. In Progress. _Failed_D
WINHDEZIEETETF T,

CSl hROYZEALET

TridentTl&. ZEAL T. Kubernetes?Z 5 XA XAD ./ — K% ZIRMICIERR L TIESH TS
9 "CSI bAROKERE"

B

CSl FROVHEEERFERT D . BEELUTRISEN T4V —=VICETWVWT, R)a—LANDT7IER%
J—ROY Ty MIERBRTEZET, RE. 757 R FONTHIE. Kubernetes BIEENRY — > R—22D ./
—REERTEDRLSICELODTVET, /—FRIE. V=23 vIilE>2TERBRBZ RIS E TV —VICEE
TB3IH, V=23 VIlE-TERHETACHTEEY, VILFY—27—FFI9F ¥ TO—20O0—RAD
R)a—LOTOEYIZVIZRBBICT B7®HIC. TridentTIFCSIMRODZFERALTWVET,

CSI MROVHEEEDEHBI OV TR, ZBRL T RE N CE5E CH LT,

Kubernetes ICIE. 2 DOBEBDR) a—LNAYRE—RKRHBHD X,

* "VolumeBindingMode' %z ICEXE 9 % Immediate’ & . Tridentid b7AROP ZER@ME S ICAR) 2 —LZ1ERL
F9, RUa—LNA>Ta 78Oy a->Jid. PVCHERTNZ ESICIBETNhE T,
CNiET 7 #JL bk "VolumeBindingMode' TH D . FROCOFEERA LABEWVWI S XZICELTWET,
KEER) a—LlE. BRITRY RORT D a—ILBHICKET D ABIERINE T,

* VolumeBindingMode %Z I WaitForFirstConsumer | ICEXET D &. PVC DkifeR ) 2 —LDIERR & /N1
Y RiE. PVC ZERT2RY RBARTPa—IILENTERINZEFTEESINET, CNICED. bR
ACDEHICIECIERT D a—ILOFNZ R T & DICR) a—LARMERENEF T,

222


https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes-csi.github.io/docs/topology.html
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/
https://kubernetes.io/blog/2018/10/11/topology-aware-volume-provisioning-in-kubernetes/

@ [ WaitForFirstConsumer | /N1 > 7« Y E—RTIE. bAROSSRNILISHEHD FtHA.
Nl CSI FROD#EEE © IFERRICERATE X9,

NEBREHD
CSI bROSHEFERTZICIE. KOHOHRHKRETT,

* #3R179 DKubernetesZ 5 X4 "tiK— k TS Kubernetes/\—< 3 "

kubectl version

Client Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elleda2108024935ecfcb2912226cedeafd99df",
GitTreeState:"clean", BuildDate:"2020-10-14T12:50:192",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amd64"}
Server Version: version.Info{Major:"1", Minor:"19",
GitVersion:"v1.19.3",
GitCommit:"1elled4a2108024935ecfcb2912226cedeafd99df”,
GitTreeState:"clean", BuildDate:"2020-10-14T12:41:49z2",
GoVersion:"gol.15.2", Compiler:"gc", Platform:"linux/amdo64"}

* S RAND/ —RIZIE. FAROPHIGE “topology.kubernetes.io/zone' # R § S NILE T ZHELDH
D (‘topology.kubernetes.io/region' £ 9, CMNH5DTANJL* &, Tridentz bAROTHIGIC S B 7o IZTrident
HAVAM=ITBHEII. VTAZAD/ —RHIIRELTEBELRHD £,

kubectl get nodes -o=jsonpath='{range .items[*]}[{.metadata.name},

{ .metadata.labels}]{"\n"}{end}' | grep --color "topology.kubernetes.io"
[nodel,
{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"nodel", "kubernetes.io/

os":"linux", "node-

role.kubernetes.io/master":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-a"}]

[node?2,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube

rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node2", "kubernetes.io/
os":"linux", "node-
role.kubernetes.io/worker":"","topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-b"}]

[node3,

{"beta.kubernetes.io/arch":"amd64", "beta.kubernetes.io/os":"linux", "kube
rnetes.io/arch":"amd64", "kubernetes.io/hostname" :"node3", "kubernetes.io/
os":"linux", "node-

role.kubernetes.io/worker":"", "topology.kubernetes.io/region":"us-
eastl","topology.kubernetes.io/zone":"us-eastl-c"}]
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FIE1 : FAROSWRNYIIY REERT S

Trident A L= Ny I IV RIE. PRASED T4V —=VICEDVWTGERNICR) a—LzFOEY 3 =Y
TETBESIKEATEET, ENVIIVRIF BR—FINTVWBRY -2 =23 DU R NERTAS
2avoJOvIERERZENTEET supportedTopologies o ANL—=J0SZIMNEDOELS BNV I T
VREMETZHBE. AJa—L4lE Y ER—FINTVWBRI =232/ V—=2TRIDa—IILENTWVWET S
D=3 Db EBERENIGEICOAMEERINE T,

NI T REEDHIZRICRLETD,
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YAML

version: 1
storageDriverName: ontap-san
backendName: san-backend-us-eastl
managementLIF: 192.168.27.5
svm: iscsi svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-a
- topology.kubernetes.io/region: us-eastl
topology.kubernetes.io/zone: us-eastl-Db

JSON

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "san-backend-us-eastl",
"managementLIF": "192.168.27.5",

"svm": "iscsi svm",

"username": "admin",

"password": "password",

"supportedTopologies": [
{

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-a"

"topology.kubernetes.io/region": "us-eastl",

"topology.kubernetes.io/zone": "us-eastl-b"

‘supportedTopologies' i, /NY I IV RI&ICN =23V =D A MR T 378012
FRINET, 5D -3 —Vld. StorageClass TIEETEZHBMEND IR &
RKLET, NWIIVRTREINZ)—2a> V-0 T2y 288 NL—0035
ADIFE. TridentlE/Nw I TV RIZAR) a—L%EERRLET,

Ff' ML=« F—=)LT LI 'upportedTopologies # E&ZET D HTI X IRDF%ESBL TS
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LYo

version: 1

storageDriverName: ontap-nas

backendName: nas-backend-us-centrall

managementLIF: 172.16.23
svm: nfs svm
username: admin
password: password
supportedTopologies:
- topology.kubernetes.
topology.kubernetes.
- topology.kubernetes.
topology.kubernetes.
storage:
- labels:

8.5

io/region: us-centrall
io/zone: us-centrall-a
io/region: us-centrall

io/zone: us-centrall-b

workload: production

supportedTopologies:

- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-a

- labels:
workload: dev

supportedTopologies:

- topology.kubernetes.
topology.kubernetes.io/zone: us-centrall-b

ZDOFEITIE. TreGiony KU T

zone | INILIEFR ML= T—ILDBFAZRLTULWET,
topology.efix/region' 1 & T topology.uns.io/zone | (&« AL —F—ILOBEETZRELET,

FlE2 : RO ZRHTBIA L —J IS RZ2EERT S

S XRZRD/ — RICIRHETNS FAROSSRIVICEDWVWT, MROPEREZ S H S &L 51 StorageClasses
ZEBRTEET, CHUSED. FERENT- PVC BERDBRHEBRDZI AL —JF =)L KU Trident IZ& -

T7OEYazZ>JEnfcR) a—LzFERTES / —ROY Ty FHREDFT,

ROFEBRL TSV,
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata: null
name: netapp-san-us-eastl
provisioner: csi.trident.netapp.io
volumeBindingMode: WaitForFirstConsumer
allowedTopologies:
- matchLabelExpressions: null
- key: topology.kubernetes.io/zone
values:
- us-eastl-a
- us-eastl-b
- key: topology.kubernetes.io/region
values:
- us-eastl
parameters:

fsType: extd

gIR D StorageClassEFE Tld. volumeBindingMode DUCREIMNT "WaitForFirstConsumer WE
Jo D StorageClass TERIMNTz pvc & Ry RTBRINZ EFTUEINIFEA. BLUVIC.
‘allowedTopologies TRV —>r ) =3 % RLET, StorageClassld “netapp-san-us-
eastl. ERRTEELANY I IV RICPVCEZ{ER L “san-backend-us-east1’ £ 9,

ATw7F3 : PVC Z{ER L TERAY S
StorageClass Z{ER L TNV I TV RICYwvE>Y T T3 L. PVC ZIERTE L DICHBD F LT

TFofF TPEC 1 ZBRLTRREL,

kind: PersistentVolumeClaim
apiVersion: vl
metadata: null
name: pvc-san
spec: null
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 300Mi

storageClassName: netapp-san-us-eastl

CDORZTTRALZEALTPVC ZELT D L. RDKSBHERICED T,
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kubectl create -f pvc.yaml
persistentvolumeclaim/pvc-san created
kubectl get pvc

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS

AGE

pvc-san Pending netapp-san-us-eastl

2s

kubectl describe pvc

Name: pvc-san

Namespace: default

StorageClass: netapp-san-us-eastl

Status: Pending

Volume:

Labels: <none>

Annotations: <none>

Finalizers: [kubernetes.io/pvc-protection]

Capacity:

Access Modes:

VolumeMode: Filesystem

Mounted By: <none>

Events:
Type Reason Age From Message
Normal WaitForFirstConsumer ©6s persistentvolume-controller waiting

for first consumer to be created before binding

Trident TR 2—LZERL TPVCICNT Y RTBICIE. Ry RRO PVC #ERALET, XOFESEBL
TLTIEEL,
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apiVersion: vl
kind: Pod
metadata:
name: app-pod-1
spec:
affinity:
nodeAffinity:
requiredDuringSchedulingIgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: topology.kubernetes.io/region
operator: In
values:
- us-eastl
preferredDuringSchedulingIgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: topology.kubernetes.io/zone
operator: In
values:
- us-eastl-a
- us-eastl-b
securityContext:
runAsUser: 1000
runAsGroup: 3000
fsGroup: 2000
volumes:
- name: voll
persistentVolumeClaim:
claimName: pvc-san
containers:
- name: sec-ctx-demo
image: busybox
command: [ "sh", "-c", "sleep 1h" ]
volumeMounts:
- name: voll
mountPath: /data/demo
securityContext:
allowPrivilegeEscalation: false

Z @ podSpec & 'us-east1” FEIHICFEET D/ —RFEDRY RERXT TP a2—I)L T 5K Kubernetes ICIERL
'us-east1-a' 7z ‘us-east1-b' V—HICEETIERED/ — KO SFIRLET

ROBEAZBRLTLIET L,
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kubectl get pods -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

app-pod-1 1/1 Running 0 19s 192.168.25.131 node?2
<none> <none>

kubectl get pvc -o wide

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE VOLUMEMODE

pvc-san Bound pvc-ecblelal0-840c-463b-8b65-b3d033e2e62b 300Mi
RWO netapp-san-us-eastl 48s Filesystem

Ny UL RZzE#H L TEM supportedTopologies

BEED/\w U T > Ri& 'tridentctl backend update % {3 L T 'upportedTopologies D) X b =B K SICEH
TETXEINIE ITICFOEDIaZoIINTWVWBARY a—AICITHEL T UED PVC ICOAMEAIN
9,

M- SWNTIE. CBESEELREIN
*"AVTFDIY - REER"
- RELIA"

' TIAZTAEHTITA=ZT 1"
* "ERE KU

2w Toay b EREELET

KR 2—L (PV) DKubernetes7hR!) 21— LSnapshotz RT3 . R a—LD
RAVMVRZALOAE—%ERTE£J, TridentzEHA L TER LA 2—LA
MDSnapshotDERL. Tridentd AR TIYERL L 7=Snapshot® - > 7R— k. BEfZDSnapshot
M5 DFHLWARY 2 —LDERM. Snapshoth' 5 DR 2 —LF—2D) AN %HFITT
TEI,

=

ARa—LRFvToa3y MIUTTHR—FENTUVLWET ontap-nas. ontap-nas-flexgroup «
ontap-san. ontap-san-economy. solidfire-san. azure-netapp-files. % L T ‘google-
cloud-netapp-volumes' K -1 /\—,

ERZRImY BHIC

2ty Toay b EBETZICIE. AR FyFoay a2 bO—FHRAEZL)Y —REE (CRD) B
WETT, Kubermnetes7—7 XL —>3>Y—JL (il : Kubeadm. GKE. OpenShift) D1&E|IZE>TLE
ER

KubermnetesT« A R Ea2a—> 3 VICRFy gy A FO—FECRDASEFNTULAREWVSGEIZ. 258
BLTLEETWARY 2—LALSnapshota > FA—SDEA,
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GKEBIEBTAYFTIY YRR a—LRF v T3y b E2ERTZHEEE. XFyvyFoayvbd
@ hO-ZEEHRLEVWTLIEETV, GKETIX. REDIERTOXF vy Ioay ba>ybO—
SzFERALET,

R 21— L Snapshot ZER L £

FIE
1. Z4ER L £ 9 volumeSnapshotClass. FMHIC DWW TIE. ZBBL T T W "R 2 — LSnapshot?
Z A"
° |& “driver' Trident CSIF 514 NZRLTWE T,

° deletionPolicy I&. T Delete £7zld Retaino ICERET D ¥ Retain ZFERATR . AL
—JUSREADEB R B Snapshoth. DBETHRIFINET VolumeSnapshot ATV
7 hHHIBRE T,

il

cat snap-sc.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: csi-snapclass
driver: csi.trident.netapp.io
deletionPolicy: Delete

2. BBIZOPVCORFwv T3y b EERLE T,
Gl
o I, BEIEDOPVCORFT v T ay b aERT 20 %RLET,

cat snap.yaml

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:
name: pvcl-snap
spec:
volumeSnapshotClassName: csi-snapclass
source:

persistentVolumeClaimName: pvcl

o MDFE. EWSEFIDPVCHAR) 2 —LSnapshott 70 FEVER L9, pvel SnapshotD
BSICERESNE T pvcl-snap. R 21— LSnapshotiEPVCICIITH D, ICEEERITENTUVET
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VolumeSnapshotContent RED A+ v I ay hERIA T I bk

kubectl create -f snap.yaml
volumesnapshot.snapshot.storage.k8s.io/pvcl-snap created

kubectl get volumesnapshots
NAME AGE
pvcl-snap 50s

c RDIEHREMIETET XY, VolumeSnapshotContent DA T Y b+ pvcl-snap A a—
LSnapshot, 1) 2 —/\SnapshotDFF iz E&EL £J- o Snapshot Content Name _
M Snapshot% £t 9 % VolumeSnapshotContent47 7 T U FZ4EL 9o o Ready To Use /T
AX=RlFE. XFv T3y bzFERLTHLVWPVCZIERTE S cZznmLFT,

kubectl describe volumesnapshots pvcl-snap

Name: pvcl-snap
Namespace: default
Spec:
Snapshot Class Name: pvcl-snap
Snapshot Content Name: snapcontent-e8d8alca-9826-11e9-9807-
525400£3£660
Source:
API Group:
Kind: PersistentVolumeClaim
Name: pvcl
Status:
Creation Time: 2019-06-26T15:27:29Z
Ready To Use: true
Restore Size: 3Gi

R1) 2 — L\Snapshoth 5PVC % {ERY

ZEHATEF X9 dataSource &L\ SHEIDVolumeSnapshot% £ L TPVCZ{ER S B ICIE <pve-name> T
—2ZDY =R LTo fEREINT=PVC IF. Ry RIZHEKL T, D PVC CREKRICERTEEY,

(D PVCIZY — AR a—LEBUNYIIYRIERSNE T, 28BLTLEILV KB
I TridentPVCRF+ v F 3y hDSPVCEIERT A EIFREBENY I IV RTIETEARL,

RIS, AL TPVCZER T 2HZER L ETo pvcl-snap 27 —2Y— XL TEALE Y,

cat pvc-from-snap.yaml
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: golden
resources:

requests:

storage: 3Gi
dataSource:

name: pvcl-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

A1) 2—LSnapshotD 1 > R—

TridentTld. 75 XAXEEENZ "KubernetesDERIOE Y 3 =>4 & /=Snapshot 7Ot 2"EHL T.
FT72x U bR LD TridentONAEBTIER E N /cSnapshotz 1 V R— kLD TEXYT

VolumeSnapshotContento

EEZBAT /I
Trident TSnapshotDFRR ) 2 — LHDMERR F 7ld 1M Y R— SN TVWBRRELRHBD X7,

FIE

1. *0 S 22EEE . */)N\w U LT RSnapshotE BB T34 T TV b 2ERLET
VolumeSnapshotContento CAUZK D, TridentTSnapshot7—2 7 O—h BRI NE T,

cNYIIVRRFY T3y hDAHI% annotations £ LT

trident.netapp.io/internalSnapshotName: <"backend-snapshot—-name">,

° TEL XY <name-of-parent-volume-in-trident>/<volume-snapshot-content-name>

snapshotHandle, — DEWHIE. FUOH L THERF v I3y MMIK > TTridentiCiREI N HE—

DIEFH T ListSnapshotso

@ o <volumeSnapshotContentName> CROTMEIREID/=DH. Ny IIVRRAFv S
v MBI T B EIERED £FE A,

l

RDBTIE. VolumeSnapshotContent NI IV RRAFyFo gy hE2B8BITZATIOI
snap-01,
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apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotContent
metadata:
name: import-snap-content
annotations:
trident.netapp.io/internalSnapshotName: "snap-01" # This is the
name of the snapshot on the backend
spec:
deletionPolicy: Retain
driver: csi.trident.netapp.io
source:
snapshotHandle: pvc-£f71223b5-23b9-4235-bbfe-e269ac7b84b0/import—-
snap-content # <import PV name or source PV name>/<volume-snapshot-
content-name>
volumeSnapshotRef:
name: import-snap

namespace: default

2. S5 2AREEE | VolumeSnapshot ZEM T BCR VolumeSnapshotContent Z 7T T ko ZHIUC
& D, vVolumeSnapshot IEE I N7T=HBIZERIN,

l

RDFTlE. VolumeSnapshot CRE import-snap ZBBL TULWE Y, VolumeSnapshotContent
%811 E import-snap-contento

apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshot
metadata:

name: import-snap
spec:

# volumeSnapshotClassName: csi-snapclass (not required for pre-
provisioned or imported snapshots)

source:

volumeSnapshotContentName: import-snap-content

3. *NERLIE (70> a>YARE) (*NERFv T ay I FHLERTShicZz883# L T
VolumeSnapshotContent ‘MU LZRITLEXY "ListSnapshots. Tridentic &k > THER I
“TridentSnapshot' £ 97,

°c MERRFw F 3w blE. VolumeSnapshotContent #7 | readyToUse LUV
VolumeSnapshot &7 | trueo

° Trident® ) #— > readyToUse=trueo

4 FED1—1'— : PersistentVolumeClaim #7L L) VolumeSnapshot BB L TLETL
‘spec.dataSource (F7zl& spec.dataSourceRef) nameld VolumeSnapshot %Hio
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B
RiZ. #BBITBZPVCZIERT 20z "L EJo VolumeSnapshot HBEITE import-snapo

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: pvc-from-snap
spec:
accessModes:

- ReadWriteOnce
storageClassName: simple-sc
resources:

requests:

storage: 1Gi
dataSource:

name: import-snap

kind: VolumeSnapshot

apiGroup: snapshot.storage.k8s.io

Snapshotx R L CHAR) a—LFT—2&E)ANJLET

snapshot7« L7 bUIE. ZFERALTFAOES 3 =5 EN3R) a—LOEHRYZRARICEDHZ7H. T
7 # ) FTIFIERRICHE > TUVWE T ontap-nas &Y ontap-nas-economy RT14 /N ZBMILET
.snapshot R+ v 73y bhoT7—22BEH)AN)TZTsL I M),

AR 2—L%ZLEIDSnapshotiCFEERI N TWVWBIKRREIZ) X 79 BICiE. A1) 2—LSnapshot!) X
T7ONTAP CLIZERL £9,

clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap_ archive

@ SnapshotAE—% )X 793, BEDRY 2—LERENEEZTINZE T, SnapshotIE—
DIERRICAY) 2a— LT —RICMRATZEEIFRhbNE T,

Snapshoth 5D > FL—AR) 2a—LDUA T
TridentTl&. (TASR) CR%ZfEA L TSnapshoth'57 R 2a— LAV FL—XTHRRICU AN TEEXT

TridentActionSnapshotRestore, _ DCRIFKubernetesDWBT7 I 3> LTHREL. IBDRTHE
DI INEE A

Tridentid. XFv >3y bDETEYR—MLTWET, ontap-san. ontap-san-economy «
ontap-nas . ontap-nas-flexgroup. azure-netapp-files. google-cloud-netapp-volumes

. &L T solidfire-san K 71 /\—,

ERZRImY BHIC
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N Y RENTPVCERAABER R 12— LSnapshoth R E T,

*PVCRT—RAPNA Y RENTWVWB L ZMHRLET,
kubectl get pvc
* R 22— LSnapshotzER T2 EmENT T L TVWE Z EZMEELF T,

kubectl get vs

FIE

1. TASRCRZ1ER L £9. CDAITIF. PVCHELUVR) 2 —LXFv T3y NADCRZIEML pvcl
‘pvci-snapshot’ & 97

@ TASR CRIE. PVCELVVSHEFEET A ERICHFET ZIHRELNHD XY,

cat tasr-pvcl-snapshot.yaml

apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:

name: trident-snap

namespace: trident
spec:

pvcName: pvcl

volumeSnapshotName: pvcl-snapshot

2 2Fv T3y b5 URNTFTBICIECRZEAL XY, COBITIE. Snapshoth5 ) X 7L “pvetl’
9,

kubectl create -f tasr-pvcl-snapshot.yaml

tridentactionsnapshotrestore.trident.netapp.io/trident-snap created

mR
Tridentid X +vy Fo a3y b6 7—R%Z 1) XAMT7 L%, Snapshot) A R T7DRAT—RRAZHRTEEXT,

kubectl get tasr -o yaml
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apiVersion: trident.netapp.io/vl
items:
- apiVersion: trident.netapp.io/vl
kind: TridentActionSnapshotRestore
metadata:
creationTimestamp: "2023-04-14T00:20:332Z"
generation: 3
name: trident-snap
namespace: trident
resourceVersion: "3453847"
uid: <uid>
spec:
pvcName: pvcl
volumeSnapshotName: pvcl-snapshot
status:
startTime: "2023-04-14T00:20:342"
completionTime: "2023-04-14T00:20:372"
state: Succeeded
kind: List
metadata:

resourceVersion: ""

CIFE A DRSS, BEARE LI FICTrident CRUIBABEFIMICERITINZZ ZIEHD
FtHA. COREXZBERITIZIHVELRHD XTI,

s FIPE T U AEEFF TRV Kubernetes 1—H &, P AU —2 3V R—LAR—R
ICTASR CRZ1ER S 7=, BEENSHRZMEINRITNIEBRSABWVGEENHD £

ER

SnapshotH'BEET T 5N TVWEPVEHIRYT S

SnapshothBEFIF 5N TWVWBKETR ) 2 —LZHIBRT S . MIGT B Trident/h ) 2 — LAY THIERA ICE

FEnEzd, A a—LSnapshotZzHIFR L TTrident’R 1) 2 —LZHIBRL £9,

AR a—LSnapshotd> FO—SDEA

KubernetesT 4 A R Ea2a—>3VICRAFyFoay b FO—FECRDAGEFNTULERWGEIZ. XD

FOICEATEFY,

FlE
1. 7R 2 — LD SnapshotfER

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotclasses.yaml
kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshotcontents.yam
1

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
6.1/client/config/crd/snapshot.storage.k8s.io volumesnapshots.yaml

2 24wy by rO-S%ERKLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-6.1/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MEIZIG LT, ZBT X9 deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml & UVZEHL £ namespace ICBEIL £7,

BEEl) >

* "/R1) 22— L\ Snapshot"

* "/R1) 22— LSnapshoty 5 X"
R)a—LIIN—TZAFv T ay bDigE

Kubernetes D7kfih) a—L (PV) QAR a—LTIN—FXF v T3y~ NetApp
Trident I DR 2 —LDRAF+vFoavh (RUa—LIXAFyFoay bl
—7) ZE T AMEETRELE S, CORVa—LTIL—TZAFTvTFoay il B
LR CIER SNIEHOAR) a—LOOAE—%ZKLET,

@ VolumeGroupSnapshot (&, ~X—4 AP| % {i§ X 7= Kubernetes DR — X2 #EEET
¥ VolumeGroupSnapshotiC B &/ \— 3 713 Kubernetes 1.32 TY,
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R)a—LIN—TDRFTy T3y bzERT S
RVa—LIIN—F Ry ToaybE. ROIAL—Y RIAN—THR—FEINET,
* “ontap-san' R 5 /\— -iSCSI LU FC 7O FTJ)LDAT. NVMe/TCP 7O L OJLICIIERTET
Ao
* ontap-san-economy -iSCSI 70 k JJ/LD &
* [T ONTAP - NAS |

@ R)a—LIIN—TFZXFv T3y bE. NetAppASAr2 £/IlFAFX A L —Y AT 4
TlEHR—FrEThTLEEA,

EE%RIRT 2HIIC
* Kubernetes D/N\— 3 U K8s 1.32 U L THB e ZREELTLIETL,

C AFv T ay bEBETZICIE. ARy gy barbO-FHREL)Y —XEE (CRD)
HUETY, KubernetesF—7 A kL —> 3>V —)L (il : Kubeadm. GKE. OpenShift) D1&E|%3E >
TWET,

KubernetesT 4 A b Ea— 3 VICAEBRR Ty o3y OV FO—FJ ECRDAZGENTULR WSS
&, R a—LSnapshotd> bO—ZDEA ,

GKE BTA Y FTY R KU a—L FI—T 2F v TS ay bEERT B 2T
(D) v7vavh AV PO-SEERLEVT S, GKETIH. REDHERORF v 7
Say kY rO-SEEALET.

* AFvyFaw b3dY O—3YAMLT. 'CSIVolumeGroupSnapshot' /R a—L JIL—TDRAF v T
Iy EDEMMIBR>TWVWB EEHERT BICIE. #EES — b % 'true' ICRREL 95

RV a—LIIN—TF XFyv T3y bzERT 281IC. BERR)a—LIIN—-TF XFvFoavhk
VA= LE T,

* VolumeGroupSnapshot ZEF TE 2 £ SICF BICIE. IRTOD PVC/RY 2a—LHEL SVM EIZH B
CEMHERLET,

FIE

* VolumeGroupSnapshot Z £ § % Hi1IC. VolumeGroupSnapshotClass Z{ER L £ 9. FEMICD LTI,
EBRBLTKETW R a—LTII—T2FvToay o322

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshotClass
metadata:

name: csi-group-snap-class

annotations:

kubernetes.io/description: "Trident group snapshot class"

driver: csi.trident.netapp.io
deletionPolicy: Delete

*BEOINL =Y V5 X2EAL THELRINILZHEFED PVC ZER T 5D ThoDSNILZEBHFD
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PVC IZEML X9,

o BHICHLTINILDOF—EZERLEXT

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvcl-group-snap
labels:
consistentGroupSnapshot: groupA
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Mi
storageClassName: scl-1

* B L ZARJLDVolumeGroupSnapshot £ 9 % (consistentGroupSnapshot: groupd )% PVC Tig
ELET,

COBITIF RVa—LIIN—TDRFyvFay bzERLET,

apiVersion: groupsnapshot.storage.k8s.io/vlbetal
kind: VolumeGroupSnapshot
metadata:

name: "vgsl"

namespace: trident
spec:

volumeGroupSnapshotClassName: csi-group-snap-class

source:

selector:
matchLabels:
consistentGroupSnapshot: groupA

IIN—TRFyv T3y bEFERALTR) a—LT—2%[0ET S
R)a—LIN—TRFyv T ay bO—EELTERINTBLZDIAFy 73y bzERAL T, B4Dk

AR a—LZEBRRTEEI, RUa—LIIN—TRFyFoaybzlZy b L TETIZCIETEE
Ao

R 22— L%ZUETDOSnapshotlCEEFRINTWBIRREIC) X b7 BICIE. R 22— LSnapshot!) X
7ONTAP CLIZfERL £9,
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clusterl::*> volume snapshot restore -vserver vs0 -volume vol3 -snapshot
vol3 snap archive

@ SnapshotAE—% )X+ 7d3 L. BEFEDORY 2a—LRENEEZTEINE T, SnapshotIE—
DIERRRICAR) a— LT —RICNMATZEEIFEDNE T,

Snapshoth 5D > FL—XAKR) a—LDURART

TridentTl&. (TASR) CR%ZfEA L TSnapshoth*'5 R 2a— LAY FL—XTHRRICU AN TEEXT

TridentActionSnapshotRestore, _ DCRIIKubernetesDWNBET7 V3> LTHEEL. WIBDZTT#HE

bR EINFEA.

FEMICOWVWTIE. 2B LT TV "Snapshoth 5D+ > FL—ZR 1) 2a—LD) A KT

BEIFonNfIdIN—FRAF v TFoay b ESE PV ZHIBRT 3
JIN—TR)a—LDRFT v T a3y bzHIRYT 356:

c II—THOMELZDRF v T3y hTldH <. VolumeGroupSnapshots &%= HIFRTE £ 9,

* PersistentVolume D X+ v 7> 3w EH7EE L TULWABRIC PersistentVolume YIRS NiziEE. R 2
—LEREICHIFRT BHICRFT Yy T3y NEHIBRT Z2URELNH S 7. Trident (IFDAR) a—L% THI
BRep) RREICREITLE .

* =TS hicX Py TFoay beERALTIoO0-2%2ER L. ORI IL—TZHIRRT 31B5. 20
—VRICHENRED BRI, DEIDTTIBETIIL—TZHIRI B LIFTETEEA

R1) 2—LSnapshotI> FO—SDEA

KubernetesT4 A R Ea2a— 3 IlRFy o3y OV FO—FECRDAZENTULERWEEIZ. XD
FOICEATEXETY,

=2}
1. 7R 2 — LD SnapshotfER

cat snapshot-setup.sh
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#!/bin/bash

# Create volume snapshot CRDs

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotcl
asses.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshotco
ntents.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-
8.2/client/config/crd/groupsnapshot.storage.k8s.io volumegroupsnapshots.
yaml

2 24wy by rO-S%ERLET,

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-
controller/rbac-snapshot-controller.yaml

kubectl apply -f https://raw.githubusercontent.com/kubernetes-
csi/external-snapshotter/release-8.2/deploy/kubernetes/snapshot-

controller/setup-snapshot-controller.yaml

@ MEIZIG LT, ZF T £ 9 deploy/kubernetes/snapshot-controller/rbac-
snapshot-controller.yaml $&UVZEHL £ namespace ICBEIL X7,

EhE) >

"R a—LIN—TFRFyTay IS R"
* "/R1) 2 — L Snapshot"
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