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PerLET

[root@clientl linux]# ./xcp help
USAGE:
xcp [[help] [command]| -version]
optional arguments:
help Show XCP help message and exit
-version Show XCP version number and exit
To see help text, you can run:
xcp help Display this content
xcp help info Step by step usage of all commands
xcp help <command> Individual command help
command:
activate Activate an XCP license on the current host
license Show XCP license information
show Request information from host about NFS exports
scan Read all the files from export path
copy Recursively copy everything from source to target
resume Resume copy operation from the point it was halted
sync Synchronize increment changes on source to target after copy
isync Sync changes on target without index
verify Verify that the target is the same as the source
delete Delete data on the NFS exported volume
chown Change the ownership on the NFS exported volume
chmod Change the permissions on the NFS exported volume
logdump Collect all logs related to the XCP job and dump those into
a zipped folder named <ID>.zip under the current dir
estimate Estimate the time taken for the copy command to complete

indexdelete Remove indexes from catalog
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PerLET

[root@clientl linux]# ./xcp help info
COMMAND

info

USAGE
help info

DESCRIPTION
Step by step usage of the XCP command. Follow these steps after you
copy the binary and license

1. Download the XCP license and XCP binary to the Linux machine. Run
XCP activate: xcp activate

2. On a fresh system, the above command will fail when looking for a
license in

/opt/NetApp/xFiles/xcp.

Copy the XCP license to /opt/NetApp/xFiles/xcp and run the activate

command again: xcp activate

3. Check the validity of the license: xcp license

4. Configure the ini file located at /opt/NetApp/xFiles/xcp/xcp.ini
with catalog details: add catalog = catalog nfs server:/catalog path

5. List all the exports and details from the NFS server: xcp show
server

6. Pick up one of the exports and run a scan of the export: xcp scan
server: /exportl

7. Initiate baseline copy:
xcp copy -newid idl server:/exportl server2:/e

8. If the copy is halted for some reason, you can use the "xcp resume"
command to resume the copy operation:

xXCcp resume -id idl



9. Start with incremental sync after the baseline is completed:
xcp sync -id idl

10. After copy or after every sync, you can verify to check data
integrity:
xcp verify server:/exportl server2:/export?2

SUPPORTED COMMANDS

help: Display information about commands and options

—exclude: Display examples of filters

-fmt: Display examples of filters

-match: Display examples of filters
help info: Display documentation, examples, and tuning
recommendations

show: Request information from hosts about NFS and other RPC services
-v: Show more detailed information about servers

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

scan: Read all the directories in a file tree or a saved index

-1, -g: File listing output formats

-stats, -csv, -html: Tree statistics report formats

-nonames: Do not look up user and group names for file listings or
reports

-newid <name>: Catalog name for a new index

-id <name>: Catalog name of a previous copy or scan index

-match <filter>: Only process files and directories that match the
filter

-fmt <string expression>: Formatted output

—-du: Summarize space usage of each directory, including
subdirectories

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—-duk: Summarize space usage of directory, include subdirectories, with
output in kilobytes

-acl4: Process NFSv4 access control lists (ACLs)

—acl4d.threads <n>: Per-process thread pool size (default: 100)

—-depth <n>: Limit the search depth

—-dircount <n[k]>: Request size for reading directories (default: 64k)
—edupe: Include deduplication estimate in reports (see documentation
for details)

-bs <n[k]>: Read/write block size for scans that read data with -mdb
or -edupe (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

-nolId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the



filter

-preserve-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

copy: Recursively copy everything from source to target

-newid <name>: Catalog name for a new index

-md5: Checksum the files (also save the checksum files when indexing)
(default: False)

—edupe: Include deduplication estimate in reports (see documentation
for details)

-nonames: Do not look up user and group names for file listings or
reports

—-acld4: Process NFSv4 access control lists (ACLs)

—acld.threads <n>: Per-process thread pool size (default: 100)
—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-bs <n[k]>: read/write blocksize (default: 64k)

—dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)

-noId: Disable the creation of a default index (default: False)
-match <filter>: Only process files and directories that match the
filter

—exclude <filter>: Exclude the files and directories that match the
filter

—-copybatch <filename [args]>: custom batch processing module

—-chown: set destination uid and gid when copying as non-root user
(default: False)

-preserve—-atime: preserve atime of the file/dir (default: False)
-nodes <name>: comma-separated list of worker nodes

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)
verify: Verify that the target is the same as the source

[no options]: Full verification of target structure, names, attributes,
and data

-stats, -csv: Scan source and target trees in parallel and compare tree
statistics

-nodata: Do not check data

-noattrs: Do not check attributes (default: False)



-noown: Do not check ownership (uid and gid) (default: False)
-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-newid <name>: Catalog name for a new index

-v, -1l: Output formats to list any differences found

-acl4: Process NFSv4 access control lists (ACLs)

-—acl4.threads <n>: Per-process thread pool size (default: 100)
-nonames: Do not look up user and group names for file listings or
reports

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)
—-dircount <n[k]>: Request size for reading directories (default: 64k)
-noId: Disable the creation of a default index (default: False)
—exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync: Find all source changes and apply them to the target

-id <name>: Catalog name of a previous copy index

—-snap <name or path>: Access a Snapshot copy of the source tree
-nonames: Do not look up user and group names for file listings or
reports

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-acl4.threads <n>: Per-process thread pool size (default: 100)
-exclude <filter>: Exclude the files and directories that match the
filter

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

sync dry-run: Find source changes but don't apply them to the target
-id <name>: Catalog name of a previous copy index

-snap <name or path>: Access a Snapshot copy of the source tree

-stats: Deep scan the modified directories and report on everything new
-nonames: Do not look up user and group names for file listings or



reports

-v, -1, -gq: File listing output formats

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
-target: Check that the target files match the index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

isync: Sync changes on target without index

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

—-acld4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and
directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

—-exclude <filter>: Exclude the files and directories that match the
filter

-newid <name>: Catalog name for a new index

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

isync estimate: Find the estimated time to complete the next isync
command

-nodata: Do not check data

-noattrs: Do not check attributes

-nomods: Do not check file modification times

-mtimewindow <s>: Acceptable modification time difference for
verification

-acl4: Process NFSv4 access control lists (ACLs)

—acl4.threads <n>: Per-process thread pool size (default: 100)

-—acl4.alwaysset: call "setacl" for all ACL-capable files and



directories

-match <filter>: Only process files and directories that match the
filter

-bs <n[k]>: read/write blocksize (default: 64k)

-parallel <n>: Maximum concurrent batch processes (default: 7)

—-dircount <n[k]>: Request size for reading directories (default: 64k)

-exclude <filter>: Exclude the files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

-preserve-atime: preserve atime of the file/dir (default: False)

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as
https://10.10.10.101:1010

-s3.profile <profile-name>: config/cred profile to be used

-id <name>: Catalog name of a previous copy index

resume: Restart an interrupted copy

-id <name>: Catalog name of a previous copy index

-bs <n[k]>: read/write

-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

delete: Delete everything recursively

-match <filter>: Only process files and directories that match the
filter

-force: Delete without confirmation

-removetopdir: remove directory including children

—exclude <filter>: Exclude the files and directories that match the
filter

-parallel <n>: Maximum concurrent batch processes (default: 7)
-preserve-atime: preserve atime of the file/dir (default: False)
-s3.insecure: use http instead of https

-s3.noverify: do not verify ssl certificates

-s3.endpoint <S3 endpoint Url>: path such as https://10.10.10.101:1010
-s3.profile <profile-name>: config/cred profile to be used

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)



activate: Activate a license on the current host
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

license: Show xcp license info

license update: Retrieve the latest license from the XCP server

chown: changing ownership of a file object

exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-group <group>: linux gid to be set at source

-user <user>: linux uid to be set at source

—user—-from <userFrom>: user to be changed

—-group-from <groupFrom>: group to be changed

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

chmod: changing permissions of a file object

—exclude <filter>: Exclude the files and directories that match the
filter

-match <filter>: Only process files and directories that match the
filter

-reference <reference>: referenced file or directory point

-v: reports output for every object processed

-mode <mode>: mode to be set

-preserve-atime: preserve atime of the file/dir (default: False)
-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

logdump: Collect all logs related to the XCP job and dump those into a
zipped folder named <ID>.zip under current dir

-m <migration ID>: Filter logs by migration ID

-j <job ID>: Filter logs by job ID

estimate: Use a saved scan index to estimate copy time



10

-id <name>: Catalog name of a previous copy or scan index

-gbit <n>: Gigabits of bandwidth to estimate best-case time (default:
1)

-target <path>: Target to use for live test copy

-t <n[s|m|h]>: Duration of live test copy (default: 5m)

-bs <n[k]>: read/write blocksize (default: 64k)

—-dircount <n[k]>: Request size for reading directories (default: 64k)
-parallel <n>: Maximum concurrent batch processes (default: 7)
preserve-atime:

preserve atime of the file/dir (default: False)

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

indexdelete: delete catalog indexes

-match <filter>: Only process files and directories that match the
filter

-loglevel <name>: Option to set log level; available levels are INFO,
DEBUG (default: INFO)

OUTPUT

In the -1 output, the size, space used, and modification time are all
shown in human- readable format. Time is relative to the current time,
so it is time zone independent. For example, "14dlh" means that the
file was modified 14 days and one hour ago. Note: "current time" is the
time XCP started. The timestamp is saved in the index metadata
(catalog:/xFiles/indexes/*.json) and is used for reports against the
index.

The -stats option prints a human-readable report to the console. Other
report format options are -html or -csv. The comma-separated values
(CSV) format has exact values. CSV and HTML reports are automatically
saved in the catalog, if there is one.

The histograms for modified, accessed, and changed only count regular
files.

FILTERS

A filter expression should evaluate to True or False in Python. Filters
are used in XCP for the -match and -exclude options. See below for some
examples of the filters. Use "xcp help <command>" to check which
options are supported for commands.

Variables and file attributes currently available to use in a filter:
modified, accessed, changed: Floats representing age in hours depth,
size, used, uid, gid, type, nlinks, mode, fileid: Integers name, base,



ext: Strings (if name is "demo.sqgl" then base is =="demo" and ext is
=="_.sgl") owner, group: Strings size units: k, m, g, t, p =K, M, G, T,
P = 1024, 1048576, 2**30, 2**40, 2**50 file types: f, d, b, ¢, 1, s, g
=F%, D, B, C, L, S, Q=1, 2, 3, 4, 5, 6, 7

Functions available to use in a filter:

rxm(pattern) : Regular expression match for each file name fnm(pattern):
Unix-style wildcard match for each file name load(path): List of lines
from a local (external) file rand(N): Match one out of every N files at
random path (pattern): Wildcard match for the full path

paths (<full file path>): Match or exclude all NFS export paths listed
in the file Note: unlike most shell wildcards, pattern "/a/*" will
match path /a/b/c

The rxm() function only runs Python re.compile (pattern) once.
Similarly, load() only reads its file once.

Filter examples:
Match files modified less than half an hour ago "type == f and modified
< 5"

Find anything with "core" in the name ("in" is a Python operator):

"'core' in name"

Same match using regular expressions: "rxm('.*core.*')"
Same match using wildcards: "fnm('*core*')"
Match files that are not regular files, directories, or links: "type

not in (£,d,1)"

Find jpg files over 500 megabytes (M is a variable): "fnm('*.Jjpg') and
size > 500*M"

Find files with "/demo/smith" in the path (x is the file; str(x) is its
full path): "'/demo/smith' in str(x)"

Exclude copying anything with "f" in its name: "fnm('*f*')"

Exclude multiple export paths specified in "/root/excludePaths.txt".
"paths ('/root/excludePaths.txt"')"

The file "excludePaths.txt" may contain multiple export paths where
each path is listed on a new line.

The export paths may contain wildcards.

11



12

For example, 10.10.1.10:/source vol/*.txt in file excludePaths.txt will
exclude all files having ".txt" extension

If there are incremental changes in previously included directories and
you want to exclude anything that has "dir40" as a substring in its
name, you can specify the new exclude filter with the sync. This
overrides the exclude filter used previously with the copy command and
applies the new exclude filter.

Note that if there are incremental changes on the source after the copy
operation and there are files with "f" in their name, then these are
copied on to the target when the sync operation is performed. If you
want to avoid copying such files or directories, you can use the
following command: xcp sync -exclude "'f' in name" -id <id>

PERFORMANCE
On Linux, please set the following in /etc/sysctl.conf and run "sysctl

_pn:

net.core.rmem default = 1342177
net.core.rmem max = 16777216
net.core.wmem default = 1342177

16777216

4096 1342177 16777216
4096 1342177 16777216
net.core.netdev _max backlog = 300000

net.core.wmem max

net.ipvé4.tcp rmem

net.ipvé4.tcp wmem
net.ipv4.tcp fin timeout = 10

Make sure that your system has multiple CPUs and at least a few
gigabytes (GBs) of free memory.

Searching, checksumming or copying hundreds of thousands or millions of
files should be many times faster with XCP than with standard tools
such cp, find, du, rsync, or OS drag-and-drop.

For the case of a single file, reading or copying with XCP is usually
faster with

a faster host CPU. When processing many files, reading or copying is
faster with more cores or CPUs.

The main performance throttle option is -parallel for the maximum
number of concurrent processes as the number of concurrent directories
being read and files being processed. For small numbers of files and/or
when there is a network quality of service (QoS) limiter, you might
also be able to increase performance by opening multiple channels. The
usage section above shows how to use multiple host target addresses.

The same syntax also opens more channels to a single target.



For example: "hostl,hostl:/vol/src" makes each XCP process open two
channels to hostl. In some WAN environments, this can improve
performance. Within a datacenter, if there are only 1 GbE network
interface cards (NICs) on the host with XCP it usually helps to use the
multipath syntax to leverage more than one NIC.

To verify that you are running I/0 over multiple paths, use OS tools to
monitor network I/O. For example, on Linux, try "sar -n DEV 2 200".

ENVIRONMENT VARIABLES

XCP_CONFIG DIR: Override the default location /opt/NetApp/xFiles/xcp
If set, the value should be an 0S filesystem path, possibly a mounted
NFS directory. When XCP CONFIG DIR is set, a new directory with name
same as hostname is created inside the custom configuration directory

path wherein new logs will be stored

XCP_LOG DIR: Override the default, which stores the XCP log in the
configuration directory. If set, the value should be an 0S filesystem
path, possibly a mounted NFS directory.

When XCP LOG DIR is set, a new directory with name same as hostname is
created inside the custom log directory path wherein new logs will be
stored

XCP CATALOG PATH: Override the setting in xcp.ini. If set, the value
should be in the XCP path format, server:export[:subdirectory].

SECURITY

All the files and directories in the catalog are world readable except
for the index files, which have a ".index" suffix and are located in
subdirectories under the top-level catalog "indexes" directory.
Because each index file is essentially an archive of metadata of an
entire file tree, the catalog should be stored on a NetApp volume with
export permissions matching the the actual sources and targets. Note

that file data is not stored in the index, only metadata.

SUPPORT
https://www.netapp.com/us/contact-us/support.aspx
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xcp show <ip address or host name>
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14



PerLET

[root@localhost linux]# ./xcp show <IP address or hostname of NFS

server>

getting pmap dump from <IP address or hostname of NFS server> port
111... getting export list from <IP address or hostname of NFS
server>. ..

sending 3 mounts and 12 nfs requests to <IP address or hostname of NFS

server>...

== RPC Services ==

'<IP address or hostname of NFS server>': UDP rpc services: MNT v1/2/3,
NFS v3, NLM v4, PMAP v2/3/4, STATUS vl

'<IP address or hostname of NFS server>': TCP rpc services: MNT v1/2/3,
NFS v3/4, NLM v4, PMAP v2/3/4, STATUS vl

== NFS Exports == Mounts Errors Server

3 0 <IP address or hostname of NFS server>

Space Files Space Files

Free Free Used Used Export

93.9 MiB 19,886 1.10 MiB 104 <IP address or hostname of NFS
server>:/

9.44 GiB 2.49M 65.7 MiB 276 <IP address or hostname of NFS
server>:/catalog vol

84.9 GiB 22 .4M 593 MiB 115 <IP address or hostname of NFS

server>:/source vol

== Attributes of NFS Exports ==

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of
NFSserver>:/

drwxr-xr-x —--- root root 4KiB 4KiB 6d2h <IP address or hostname of NFS
server>:/catalog vol

drwxr-xr-x —--- root root 4KiB 4KiB 1h30m <IP address or hostname of NFS

server>:/source vol

Xcp command : xcp show <IP address or hostname of NFS server>

0 error

Speed : 3.62 KiB in (17.9 KiB/s), 6.28 KiB out (31.1 KiB/s) Total
Time : Os.

STATUS : PASSED

15
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ZEALET v /NTX—RYE show IP7 FLRAFXIIHRR FaZERALTINFSY—NICEAY 35F#%Z&Rd 3
N>R,

BX

xcp show -v

{ERREFEE
NFS license OV Y RlF. XCPZ1E> X BEHERT-LEFT,

COOAR YV RZEITIBHEINC. FAEVRT7AIUNE U >O—REN. /opt/NetApp/xFiles/xcp/
XCP LinuxZ 147> hRA M EDT1 LI K,

3%

xcp license

PerLET

[root@localhost /1# ./xcp license

Licensed to "XXX, NetApp Inc, XXX@netapp.com" until Sun Mar 31 00:00:00
2029 License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

e (e 2 G Ly A
ZHEAL XY update INTA—RE license XCPH—N\DSBFOSA L AEZEIETZ ATV R,

3%

xcp license update
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PerLET

[root@localhost /1# ./xcp license update

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Sun Mar 31 00:00:00 yyyy

TOT14TICLET
NFS activate AV Y RIEIXCPZA1 R %= 70574 TICLE T,

C) COAXYRERITIZEINI. A2V RT7AIDBE D yO—- RSN,
opt/NetApp/xFiles/xcp/ XCP LinuxZ 547> b RR M EDF a4 LI R,

3%

xCcp activate
flzrmLET

[root@localhost linux]# ./xcp activate

XCP activated

AEy

XCP NFS scan Y Y Rid. YV—ZXDNFSV3T U R R— hNZRL2EKEZBRNICAF v
L. 77 17ILIBEOFTZRLE T,

NetApp Tld. XF v VAIEBHRIZY —ANFST I RR— YT b EFRARDERE—RICTZCZ#HEL
TWEY,

3%

Xcp scan <source nfs export path>

17



PerLET

MOFKIC. ZBRLET scan INTAXA—R & FDOHE,

[root@localhost linux]# ./xcp scan <IP address of NFS server>:/

source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xXcp scan <IP address of NFS server>:/source vol

INTAX—&
AFy -
AF ¥ q
ZF v UiREt

A*¥ v >-CSV

ZF ¢ - HTML

[BHID X F v ]

AF ¥ >-NEWID

<<nfs_scan_id,scan-id catalog_name >

18

Bz
BEWURMEAFEATT7 71 Il a—EBERTLE T,
AXxvoEINET7 7LD ERTLET,

VI —EtLR— MO T 7ML E—BERRLE
ER

V) —HECSVLR— hERD T 7ML e—BRTL
9,

Y —FHHTMLL R — MDD T 7 ML Z2—ERT
L&Y,

T7AIVIRAMELR=bDBI-HRETIL—T4
ZBRALET,

FLOWACTYIROAROTBZEELET,

FIEIO A —FERF v VA>T v I ROAZOY
Z%EEBELET,



INTA—=&
AF¥vY YT

<<nfs_scan_fmt,scan-fmt string_expression>

Scan-du

<<nfs_scan_md5,Scan-MD5 string_expression>

A& v UFRE

<<nfs_scan_dircount,scan-dircount[k]>

R * v EEHR

<<nfs_scan_bs,Scan-bs[k]>

AExv-NZ LI

Scan-nold

scan-subdir-names

[scan-preserve-atime]

<«s3.insecureD X F v >>>

scan-s3.endpoint

<<nfs_scan_s3_profile,-s3.profilez AFx ¥ > L X9

profile_name >

<«s3.noverifyd X F v >>>

PER L

B
TANRN—BTET71INETA LI M) DHEL
BLEY,

d. OERIC—HIT BT 7IILETA LI MU DAH%ZE
MIBLET,

IS EF4LO8Y) (BWTFo LI R)EEL) DX
R—AEAEZFLHET,

T7AICTF v I LZER L. 10T v I RER
BRCF v I LEREFELET (F74J)LE :false

o

REORTZHRL T T,

TA4LI M) ZHRANDEZTOERY A XZHEEL &
EE

SEHRORBEHDZLAR—MNIEHET,
ZHEBELTCT—R2ZHHBDAx vV DFHARD/IE
TAATOvIHA I ZIBELEF T, -md5 F7cld
-edupe (FZ7#ILb 164K) o

BNy FTOCXDEABzEELET (TT74)
bi7) o

TIAINNA TV ADERZ T+ 22— ILICL F
3 (F7AI b :false) o

TA4LI MIROREAY TTo LI M) DREIZE
"LET,

V—RATRRICTZEALICAMICIRTDOT 71
ZVDARTLET,

SINT Y RDBEICHTTPSOR O D ICHTTPZ {EH
34T a > ERHELET,

Amazon Web Services (AWS) TV RRA > DT
7 #)LFDOURL%ZE, S3NYT vy MEERICIEEL
J2ZURLTLEESZLET,

SINTw FOBERICAWSYZ LT vILT 7)1
5 7O7r7AILEIEELE T,

S3/\Tw RBIEDSSLEFRRZ DT 7 # /L F DI&EE%E
FEELET,

ZERALET -1 NTA—RE scan ARV FZFEALT. RWUIAMEAERTI7 77lz—BRRLE

EE
34

xcp scan -1 <ip address or hostname>:/source vol

19



PerLET

root@localhost linux]# ./xcp scan -1 <IP address or hostname of
NFSserver>:/source vol

drwxr-xr-x —--- root root 4KiB 4KiB 6s source vol

drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.1
drwxr-xr-x --- root root 4KiB 4KiB 42s source vol/USER.2
rw-r--r-— -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 2
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.1/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42ssource vol/USER.1/FILE 4
rw-r--r-- -—-- root root 1KiB 4KiB 42s source vol/USER.1/FILE 5
rw-r--r-— —--- root root 1KiB 4KiB 42s source vol/USER.2/FILE 1
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 5
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 2
rw-r--r-— —-- root root 1KiB 4KiB 42s source vol/USER.2/FILE 3
rw-r--r-- --- root root 1KiB 4KiB 42s source vol/USER.2/FILE 4

Xcp command : xcp scan -1 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.89 KiB/s), 756 out (989/s)

Total Time : Os.

STATUS : PASSED

A¥v>-q
ZHEALET -g/NTA—RE scan AV RZRITLT AF v EINcT7 718 ZzRRLET,

3%

xcp scan —-q <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan —-gq <IP address or hostname of
NFSserver>:/source vol

Xcp command : xcp scan —-gq <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (3.96 KiB/s), 756 out(801/s)

Total Time : Os.

STATUS : PASSED

scan-stats. scan-csv. & & Fscan-html

EERALET -stats. -csv BLY -html INTX—RE scan V) —RstLR—MERTTI 71 ILE—
BERRITZHIAYUE,

* HIBET B E. -stats AT a v ABIHIFERREARLA— MOV —ILICHAOEINE
T TEDMDLER—MERA T avid -html. F7old -csv TF. DY YXYIDE
(CSV) FRICIFERELRENH D FF, CSVLR— M EHTMLLR— ME. AXOTHEE
@ TRESIEEFNICHROYICREESINE T,

* XCPLAR—F (csva .html) (F. 77 ILTIEE LA ZOT DFMRICEFEIN xcp.ini' F
o T77AILIET #ILAIZRIF SN <catalog path>/catalog/indexes/1/reports’ £ 9, >
TILLR—METRRTET LI "NetApp XCP1.93) T 7L >R

3%

xcp scan -stats <ip address>:/source vol
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PerLET

root@clientl linux]# ./xcp scan -stats <ip address>:/fgl

Job ID: Job 2023-11-23 23.23.33.930501 scan
== Maximum Values ==

Size Used Depth File Path Namelen Dirsize
50.4 MiB 50.6 MiB 1 24 20 33

== Average Values ==

Size Depth Namelen Dirsize

15.3 MiB 0 6 33

== Top Space Users ==

root

107 MiB

== Top File Owners ==

root

34

== Top File Extensions ==

.sh .out .py .shl other

8 2 2 1 20

16.0 KiB 3.09 MiB 448 1.48 KiB 502 MiB

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
20 1 2 10

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
76 KiB 12 KiB 5.16 MiB 102 MiB

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100
34

== Accessed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

33

505 MiB

== Modified ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs
<1 hour <15 mins

future

16

17

400 MiB 105

22



MiB
== Changed ==

>1 year9-12 months 6-9 months 3-6 months 1-3 months 1-31 days 1-24 hrs

<1 hour <15 mins
future

16

17

400 MiB 105

MiB

== Path ==

0-1024 >1024

33

Total count: 34
Directories: 1
Regular files: 33
Symbolic links: None
Special files: None
Hard links: None
Multilink files: None
Space Saved by Hard links (KB): 0
Sparse data: N/A
Dedupe estimate: N/A

Total space for regular files: size: 505 MiB, used:

Total space for symlinks: size: 0, used: O

Total space for directories: size: 8 KiB, used: 8 KiB

Total space used: 107 MiB

Xcp command : xcp scan -stats <ip address>:/fgl
Stats : 34 scanned

Speed : 6.35 KiB in (7.23 KiB/s), 444 out (506/s)
Total Time : Os.

Job ID : Job 2023-11-23 23.23.33.930501 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/

Job 2023-11-23 23.23.33.930501 scan.log

STATUS : PASSED
[root@client 1 linux]#

BX

xcp scan -csv <ip address or hostname>:/source vol

23



PerLET

24

root@localhost linux]# ./xcp scan -csv <IP address or hostname of NFS

server>:/source vol

scan <IP address or hostname of NFS server>:/source vol
options,"{'-csv': True}l"

summary, "13 scanned, 3.73 KiB in (11.3 KiB/s), 756 out (2.23 KiB/s),
O0s."

Maximum Values,Size,Used,Depth,Namelen,Dirsize

Maximum Values,1024,4096,2,10,5

Average Values,Namelen, Size,Depth,Dirsize

Average Values,6,1024,1,4

Top Space Users,root

Top Space Users, 53248

Top File Owners, root

Top File Owners, 13

Top File Extensions,other

Top File Extensions, 10

Number of files,empty,<8KiB, 8-64KiB, 64KiB-1MiB,1-10MiB, 10-

100MiB, >100MiB

Number of files,0,10,0,0,0,0,0

Space used,empty,<8KiB,8-64KiB, 64KiB-1MiB,1-10MiB,10-100MiB,>100MiB
Space used, 0,40960,0,0,0,0,0

Directory entries,empty,1-10,10-100,100-1K, 1K-10K,>10K

Directory entries,0,3,0,0,0,0

Depth,0-5,6-10,11-15,16-20,21-100,>100

Depth,13,0,0,0,0,0

Accessed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Accessed,0,0,0,0,0,10,0

Modified,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Modified,0,0,0,0,0,10,0

Changed,>1 year,>1 month,1-31 days,1-24 hrs,<1 hour,<15 mins, future
Changed, 0,0,0,0,0,10,0

Total count,13

Directories, 3

Regular files, 10

Symbolic links, O

Special files,O

Hard links, O,

multilink files, O,

Space Saved by Hard links (KB),O0
Sparse data,N/A

Dedupe estimate,N/A

Total space for regular files,size,10240,used, 40960



Total space for symlinks,size,0,used,0

Total space for directories,size,12288,used, 12288

Total space used, 53248

Xcp command : xcp scan -csv <IP address or hostname of NF'S
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (11.2 KiB/s), 756 out (2.22 KiB/s)
Total Time : Os.

STATUS : PASSED

34

xcp scan -html <ip address or hostname>:/source vol
PlerLET

root@localhost linux]# ./xcp scan -html <IP address or hostname of NFS

server>:/source_vol

<!DOCTYPE html PUBLIC "-//W3C//DTD HTML
4.01//EN""http://www.w3.0rg/TR/html4/strict.dtd">
<html><head>

[redacted HTML contents]

</body></html>

Xcp command : xcp scan —html <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.31 KiB/s), 756 out(873/s)
Total Time : Os.

STATUS : PASSED

[root@localhost source voll#

ZHIDRF v

HERALET -nonames INTX—RE scan Z7MILIAMEIFLER— DS I—HFRETIL—TE%Z2R
NgBIATUR,

@ C—HBICHERT 358 scan AV REANILET -nonames NI AXA—RZDAHEFEAL TRS
NARET71ILURA S -1 3>

25



3%

xcp scan -—nonames <ip address or hostname>:/source vol

PerLET

[root@localhost linux]# ./xcp scan -nonames <IP address or hostname of
NFS server>:/source vol

source vol

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1

source vol/USER.1/FILE 2

source vol/USER.1/FILE 3

source vol/USER.1/FILE 4

source vol/USER.1/FILE 5

source vol/USER.2/FILE 1

source vol/USER.2/FILE 5

source vol/USER.2/FILE 2

source vol/USER.2/FILE 3

source vol/USER.2/FILE 4

Xcp command : xXCcp scan -—-nonames <IP address or hostname of
NFSserver>:/source vol

13 scanned, 0 matched, 0 error

Speed : 3.73 KiB in (4.66 KiB/s), 756 out (944/s)
Total Time : Os.

STATUS : PASSED

Scan-NEWID <name>

HERALET -newid <name> /INT A=A Y scan AXF ¥ VETEBICHLWA VT YIRDAROT4%1E
ET5IATUR,

34

xcp scan -newid <name> <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -newid ID001 <IP address or hostname
of NFS server>:/source vol

Xcp command : xcp scan -newid ID001 <IP address or hostname of NFS
server>:/source vol

13 scanned, 0 matched, 0 error

Speed : 13.8 KiB in (17.7 KiB/s), 53.1 KiB out (68.0 KiB/s)

Total Time : Os.

STATUS : PASSED

Scan-id <catalog_name>

EEALEFT -id/NTX—FYE scan BIOAE—FERF v A1V TVvIROAROTL%IEET S IV
>R

3%

xcp scan -id <catalog name>

erLET

[root@localhost linux]# ./xcp scan -id 3

xcp: Index: {source: 10.10.1.10:/vol/ex s0l/etc/keymgr, target: None}
keymgr/root/cacert.pem

keymgr/cert/secureadmin.pem

keymgr/key/secureadmin.pem

keymgr/csr/secureadmin.pem

keymgr/root

keymgr/csr

keymgr/key

keymgr/cert

keymgr

9 reviewed, 11.4 KiB in (11.7 KiB/s), 1.33 KiB out (1.37 KiB/s), O0s.

Scan-Match <filter>

HERALFT -match <filter> /INTX—HE scan 74N FIC—RTD2T7A0ILET1 LT M)DAIADHL
BIN3ELSICEETSIATUR,

27



3%

xcp scan -match <filter> <ip address or hostname>:/source vol

PerLET

root@localhost linux]#

NFS server>:/source vol

source vol

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

1/FILE 1
1/FILE 2
1/FILE 3
1/FILE 4
1/FILE 5
1/filel.txt
1/file2.txt
1/logfile.txt
1/1logl.txt

source vol/rl.txt

source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.
source vol/USER.

Filtered: 0 did

1

2
2/FILE 1
2/FILE 5
2/FILE_2
2/FILE 3
2/FILE_ 4
not match

./xcp scan -match bin <IP address or hostname of

Xcp command : xcp scan -match bin <IP address or hostname of

NFSserver>:/source vol

18 scanned, 18 matched,
Speed : 4.59 KiB in
Total Time : Os.

STATUS : PASSED

scan-fmt <string_expression>

0 error
(6.94 KiB/s),

756 out (1.12KiB/s)

EERALET -fmt NTX—RE scaniBELTEFERIC—RTZ T 7MILETa LI M )DADEREIND LS

IC¥8

34

ETBIAYVE,

xcp scan -fmt <string expression> <ip address or hostname>:/source vol

28



PerLET

[root@localhost linux]# ./xcp scan —-fmt "'{}, {}, {}, {},
{}'.format (name, x, ctime, atime, mtime)"

<IP address or hostname of NFS server>:/source vol

source vol, <IP address or hostname of NFS server>:/source vol,
1583294484.46, 1583294492.63,

1583294484 .46

ILE 1, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 1, 1583293637.88,
1583293637.83, 1583293637.83

FILE 2, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 2, 1583293637.88,
1583293637.83, 1583293637.84

FILE 3, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 3, 1583293637.88,
1583293637.84, 1583293637.84

FILE 4, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 4, 1583293637.88,
1583293637.84, 1583293637.84

FILE 5, <IP address or hostname of NFS

server>:/source vol/USER.1/FILE 5, 1583293637.88,
1583293637.84, 1583293637.84

filel.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/filel.txt, 1583294284.78,
1583294284.78, 1583294284.78

file2.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/file2.txt, 1583294284.78,
1583294284.78, 1583294284.78

logfile.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logfile.txt,

1583294295.79, 1583294295.79, 1583294295.79

logl.txt, <IP address or hostname of NFS

server>:/source vol/USER.1/logl.txt, 1583294295.8,
1583294295.8, 1583294295.8

rl.txt, <IP address or hostname of NFS server>:/source vol/rl.txt,
1583294484.46, 1583294484.45,

1583294484.45

USER.1, <IP address or hostname of NFS server>:/source vol/USER.1,
1583294295.8, 1583294492.63,

1583294295.8

USER.2, <IP address or hostname of NFS server>:/Source_vol/USER.Z,
1583293637.95, 1583294492.63,

1583293637.95
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FILE 1, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 1, 1583293637.95,
1583293637.94, 1583293637.94

FILE 5, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 5, 1583293637.96,
1583293637.94, 1583293637.94

FILE 2, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 2, 1583293637.96,
1583293637.95, 1583293637.95

FILE 3, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 3, 1583293637.96,
1583293637.95, 1583293637.95

FILE 4, <IP address or hostname of NFS
server>:/source vol/USER.2/FILE 4, 1583293637.96,
1583293637.95, 1583293637.96

Xcp command : xcp scan —-fmt '{}, {}, {}, {}, {}'.format (name, x, ctime,
atime, mtime) <IP address

or hostname of NFS server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (4.14 KiB/s), 756 out (683/s)
Total Time : 1s.

STATUS : PASSED

Scan-du

EHEALEFT -du/ NTAX—=BRE scanBT AL I F) (BWTFT0 LI )EED) OAR—IAFEHEZEN
g5IAYER,

34

xcp scan -du <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -du <IP address or hostname of
NFSserver>:/source vol

24KiB source vol/USER.1

24KiB source vol/USER.?2

52KiB source vol

Xcp command : xcp scan —-du <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 4.59 KiB in (12.9 KiB/s), 756 out (2.07KiB/s)
Total Time : Os.

STATUS : PASSED

A ¥ v >- MD5 <string_expression>

EERALET -md5 INTX—RE scan Z7AINIRANDOF v I LEERL. 1T v I AERBEICF T
OB LEREFETZIAY R, T7 4L MElSfalsellFRESNTWVWET,

@ FIv I LIEFT 7AILOREECIFFERINT . XF v BFROT 7L X MO AHER
SNhEd,

3%

xcp scan -md5 <ip address or hostname>:/source vol
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PerLET

root@localhost linux]# ./xcp scan -md5 <IP address or hostname of
NFSserver>:/source vol

source vol

d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 1
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 3
d47b127bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 4
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.1/FILE 5
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/filel.txt
d41d8cd98£f00b204e9800998ecf8427e source vol/USER.1/file2.txt
d41d8cd98£f00b204e9800998ecf8427esource vol/USER.1/logfile.txt
d41d8cd98f00b204e9800998ecf8427e source vol/USER.1/logl.txt
e894f234422a92289fb57bc8£f597ffa9 source vol/rl.txt

source vol/USER.1

source vol/USER.?2

d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 1
d47bl27bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 5
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 2
d47b127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 3
d47bl127bc2de2d687ddc82dac354c415 source vol/USER.2/FILE 4
Xcp command : xcp scan —-mdb <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (34.5 KiB/s), 2.29 KiB out (4.92 KiB/s)
Total Time : Os.

STATUS : PASSED

Scan-depth <n>

ZEFAL XY -depth <n> /NTA—R ¥ scan AF v VOBRRFEZFHIRITSIVV Ko o -depth <n>/\
FA—=RIE. XCPH T 7 AN ZAF v TEBHTT4LIMNIDRSZIBELF T, L xiE. HF2HE
EINTWVWBEHEE. XCPIZRVID2DODH TTF4 LI M) LRILDIHFZAFvV LET,

13

xcp scan -depth <n> <ip address or hostname>:/source vol

32



PerLET

[root@localhost linux]# ./xcp scan —-depth 2 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -depth 2 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (6.94 KiB/s), 756 out (1.12KiB/s)
Total Time : Os.

STATUS : PASSED

Scan-dircount <n[k]>

HERALET -dircount <n[k]>/NTAX—RY¥ scan AYVRZFHALT. AF ¥ > TTa LI MU %E
HEBEZTDERY A AEBELEX T, T 7 4/l MEIZ64KkT T,

534

xcp scan —-dircount <n[k]> <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -dircount 64k <IP address or
hostname of NFS server>:/source_vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5

2% v VEEHR
ZHFEALFT -edupe /NTX—R Y scan EEHIROBBEHDZLR—MIZHZIATVR,

Simple Storage Service (S3) TIXFAN—X T 71 ILIFHR—rEIhFEHA. TDRH. Z—
() 7y rFRF4%—2 32X LTSNS MEIEE scan -edupe R/~ 2AF— 2 DHAK
fE"None"ZiR L £9,

3%

xcp scan -—edupe <ip address or hostname>:/source vol
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PerLET

root@localhost linux]# ./xcp scan —-edupe <IP address or hostname of

NFSserver>:/source vol

Maximum

Values ==

Size Used Depth Namelen Dirsize
1 KiB 4 KiB 2 11 9
== Average Values ==

Namelen Size Depth Dirsize
6 682 1 5

Top Space Users ==

root

52

KiB

Top File Owners ==

root

18

== Top File Extensions ==
.txt other
5 10

Number of files ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40

KiB

== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K

3

Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

Accessed

>1 year >1 month 1-31 days 1-24 hrs <1 hour

4

<15 mins

11

future

== Modified

>1

=
(€]

year >1

Changed
year >1

month 1-31 days 1-24 hrs <1 hour <15 mins future

month 1-31 days 1-24 hrs <1 hour <15 mins future
15

Total count: 18



Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: O

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xcp scan —-edupe <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error

Speed : 16.0 KiB in (52.7 KiB/s), 2.29 KiB out (7.52 KiB/s)
Total Time : Os.

STATUS : PASSED

Scan-BS <n[k]>

ZEALET -bs <nlk]>/NFTX—RE scan ZtAWD/FETAATAVIFA IZEEIT S ARV R, COD
BEIF. ZEAL T2 ZHAB3 AF v o Z2RTLET, -md5 £72ld —edupe NTAX—RT T #IL b+
D70y oY1 XIF64kTT,

(34

xcp scan -bs <n[k]> <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -bs 32 <IP address or hostname of
NFS server>:/source vol

source vol

source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -bs 32 <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (19.0 KiB/s), 756 out (3.06KiB/s)
Total Time : Os.

STATUS : PASSED

Scan-parallel <n>

ZERAL XY -parallel /NTX—RE scan AV REFEHALT. AEBENYF O RO ZEEL £
9o T4 MEIZTTY,

534

xcp scan -parallel <n> <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -parallel 5 <IP address or hostname
of NFS server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -parallel 5 <IP address or hostname of NFS
server>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (7.36 KiB/s), 756 out (1.19 KiB/s)
Total Time : Os.

STATUS : PASSED

Scan-nold

EEALET -nold /NTA—RE scan T I7AI MM VT VI IDER=EMICTDIANYV R T 74K
&l false T,

53

xcp scan —nold <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -nold <IP address or hostname of NFS
server>:/source vol

source vol

source vol/USER.1/FILE 1
source vol/USER.1/FILE 2
source vol/USER.1/FILE 3
source vol/USER.1/FILE 4
source vol/USER.1/FILE 5
source vol/USER.1/filel.txt
source vol/USER.1/file2.txt
source vol/USER.1/logfile.txt
source vol/USER.1/logl.txt
source vol/rl.txt

source vol/USER.1

source vol/USER.?2

source vol/USER.2/FILE 1
source vol/USER.2/FILE 5
source vol/USER.2/FILE 2
source vol/USER.2/FILE 3
source vol/USER.2/FILE 4

Xcp command : xcp scan -nold <IP address or hostname of
NFSserver>:/source vol

18 scanned, 0 matched, 0 error
Speed : 4.59 KiB in (5.84 KiB/s), 756 out (963/s)
Total Time : Os.

STATUS : PASSED

scan-subdir-names

ZEALFET -subdir-names /INTX—R Y scan AXV REFEHALT. T« L7 NJRNDOREMNY T T4
L2 )D& ZEIEL XY,

534

xcp scan -subdir-names <ip address or hostname>:/source vol
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PerLET

[root@localhost linux]# ./xcp scan -subdir-names <IP address or
hostname of NFS server>:/source_vol

source vol

Xcp command : xcp scan -subdir-names <IP address or hostname of NFS
server>:/source vol

7 scanned, 0 matched, 0 error

Speed : 1.30 KiB in (1.21 KiB/s), 444 out (414/s)

Total Time : 1s.

STATUS : PASSED

scan-preserve-atime

ZHEALET -preserve-atime /NTX—AR Y scan V—ATREBICTIZ7EALEEARIZIRTO 771l
ZDXAM7P7 9BV R,

FAWMOBIC TV RAEREZEITBELSICRA ML= AT LRRESINTUVSIHBE. NFSEED X+ v >
BRC7 7LD T7 IV RBENZEETNE T, XCPIX7 I/ REBEEZEZTELFtA. XCPIZT7 71 IL%1
DO AWMD. PO ABEOEHFZ L) H—LEXTo o -preserve-atime A7/ a3 V% EIRT S

. XCPHAMDIEEDRICKRE SINI-DEIC T V2 AUy fEThE T,

3%

XCcp scan -preserve-atime <ip address or hostname>:/source vol
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PerLET

[root@client 1 linux]# ./xcp scan -preserve-atime
101.10.10.10:/source_vol

xcp: Job ID: Job 2022-06-30 14.14.15.334173 scan
source vol/USER2/DIR1 4/FILE DIR1 4 1024 1
source vol/USER2/DIR1 4/FILE DIR1 4 13926 4
source vol/USER2/DIR1 4/FILE DIR1 4 65536 2
source vol/USER2/DIR1 4/FILE DIR1 4 7475 3
source vol/USER2/DIR1 4/FILE DIR1 4 20377 5
source vol/USER2/DIR1 4/FILE DIR1 4 26828 6
source vol/USER2/DIRl 4/FILE DIR1 4 33279 7
source vol/USER2/DIR1 4/FILE DIR1 4 39730 8
source vol/USERL

source vol/USER2
source_vol/USER1/FILE_USER1_1024_1

source vol/USER1/FILE USER1 65536 2

source vol/USERL1/FILE USER1 7475 3

source vol/USER1/FILE USER1 13926 4

source vol/USER1/FILE USER1 20377 5

source vol/USER1/FILE USER1 26828 6

source vol/USER1/FILE USER1 33279 7

source vol/USER1/FILE USER1 39730 8

source vol/USER1/DIR1 2

source vol/USER1/DIR1 3

source vol/USER2/FILE USER2 1024 1

source vol/USER2/FILE USER2 65536 2

source vol/USER2/FILE USER2 7475 3

source vol/USER2/FILE USER2 13926 4

source vol/USER2/FILE _USER2 20377 5

source vol/USER2/FILE USER2 26828 6

source vol/USER2/FILE USER2 33279 7

source vol/USER2/FILE_USER2 39730 8

source vol/USER2/DIR1 3

source vol/USER2/DIR1 4

source vol/USER1/DIR1 2/FILE DIR1 2 1024 1
source vol/USER1/DIR1 2/FILE DIR1 2 7475 3
source vol/USER1/DIRl 2/FILE DIRl 2 33279 7
source vol/USER1/DIR1 2/FILE DIR1 2 26828 6
source vol/USER1/DIR1 2/FILE DIR1l 2 65536 2
source vol/USER1/DIR1 2/FILE DIR1 2 39730 8
source vol/USER1/DIR1 2/FILE DIR1 2 13926 4
source vol/USER1/DIR1 2/FILE DIR1 2 20377 5
source vol/USER1/DIR1 3/FILE DIR1 3 1024 1



source vol/USER1/DIRl1 3/FILE DIR1 3 7475 3

source vol/USER1/DIR1 3/FILE DIR1 3 65536 2

source vol/USER1/DIR1 3/FILE DIR1 3 13926 4

source vol/USER1/DIR1 3/FILE DIR1 3 20377 5

source vol/USER1/DIR1 3/FILE DIR1 3 26828 6

source vol/USER1/DIRl1 3/FILE DIRl 3 33279 7

source vol/USER1/DIR1 3/FILE DIR1 3 39730 8

source vol/USER2/DIR1 3/FILE DIR1 3 1024 1

source vol/USER2/DIR1 3/FILE DIR1 3 65536 2

source vol/USER2/DIR1 3/FILE DIR1 3 7475 3

source vol/USER2/DIR1 3/FILE DIR1 3 13926 4

source vol/USER2/DIR1 3/FILE DIR1 3 20377 5

source vol/USER2/DIR1 3/FILE DIR1 3 26828 6

source vol/USER2/DIR1 3/FILE DIR1 3 33279 7

source vol/USER2/DIR1 3/FILE DIR1 3 39730 8

source vol

Xcp command : xcp scan -preserve-atime 101.10.10.10:/source vol
Stats : 55 scanned

Speed : 14.1 KiB in (21.2 KiB/s), 2.33 KiB out (3.51 KiB/s)
Total Time : Os.

Job ID : Job 2022-06-30 14.14.15.334173 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-
30 14.14.15.334173 scan.log

STATUS : PASSED

-s3.insecureD XA % ¥

HEHALFET -s3.insecure INTA—RE scan S3NNT v FDBEEICHTTPSTIZHR K HTTPZEAT 2V
VR,

538

xcp scan -s3.insecure s3://<bucket name>
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PerLET

[root@clientl linux]# ./xcp scan -s3.insecure s3://bucketl

Job ID: Job 2023-06-08 08.16.31.345201 scan
file5g 1

USER1/FILE _USER1 1024 1

USER1/FILE USER1 1024 2

USER1/FILE USER1 1024 3

USER1/FILE USER1 1024 4

USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.insecure s3:// -bucketl
Stats : 8 scanned, 6 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-08 08.16.31.345201 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.16.31.345201 scan.log

STATUS : PASSED

scan-s3.endpoint <s3_endpoint_url>

ZFERALFT -s3.endpoint <s3 _endpoint url> /NTA—HE scanAWSIT Y RRA > bDTT #I)L b
DURLZS3NT v FDBERICEEELTCURLTLEEE T3V

3%

xcp scan -s3.endpoint https://<endpoint url>: s3://<bucket name>
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PerLET

[root@clientl linux]# ./xcp scan -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.23.06.029137 scan

aws files/USER1/FILE USER1 1024 1

aws files/USER1/FILE USER1 1024 2

aws files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4

aws _files/USER1/FILE USERL 1024 5

Xcp command : xcp scan -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2023-06-13 11.23.06.029137 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.23.06.029137 scan.log

STATUS : PASSED

-s3.profile <name>MD X F v

ZEALEXT s3.profile /INTX—R ¥ scan SINT v MEERADAWSI LTI vIL7 7AIbhe7O7
FAIWNZEETSAR R,

(34

44

xcp scan -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>



PerLET

[root@clientl linux]# ./xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>:
s3://bucketl

Job ID: Job 2023-06-08 08.47.11.963479 scan
1 scanned, 0 in (0/s), 0 out (0/s), 5s
USERL/FILE USER1 1024 1
USERL/FILE USER1 1024 2
USER1/FILE_USER1 1024 3
USERL/FILE USER1 1024 4
USERL/FILE USER1 1024 5

Xcp command : xcp scan -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucketl
Stats : 7 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Job ID : Job 2023-06-08 08.47.11.963479 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.47.11.963479 scan.log

STATUS : PASSED

[root@clientl linux]#

-s3.noverifyD X F v

ZERALEXY -s3.noverify NTAXA—AR ¥ scan AN RZERAL T, S3NT Y FDBERDSSLEERAZED

T4 b DOEREEZERL XT,
(34

xcp scan -s3.noverify s3://<bucket name>
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PerLET

root@clientl linux]# ./xcp scan -s3.noverify s3:// bucketl

Job ID: Job 2023-06-13 11.00.59.742237 scan

aws files/USER1/FILE USER1 1024 1
aws_files/USER1/FILE USER1 1024 2
aws_files/USER1/FILE USER1 1024 3

aws files/USER1/FILE USER1 1024 4
aws_files/USER1/FILE USER1 1024 5

Xcp command : xcp scan -s3.noverify s3://bucketl
Stats : 8 scanned, 5 s3.objects

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 2s.

Job ID : Job 2023-06-13 11.00.59.742237 scan

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
13 11.00.59.742237 scan.log

STATUS : PASSED

JE—

XCPNFS copy AXY RIF. V=T LIV MNIBEEEKRE XX vV L. TRATAF%—
T3 UNFSV3IT Y RAR—hICOAE—L %9,

o copy ANV RTIE. V—R/SAETF AT 4 %= a v NAEEHE LTIEETZXBENRBDET, A+ v

ELVIE-CNLT 7ML RL—=Ty b FE. SLEBKEOFEL IE—EOR TRICKRTE
nx9,

* SURALAT T 7AILVIRDIGZFRICHD £9, /opt/NetApp/xFiles/xcp/xcp.log
CONRISRERRET I, BIOOF > FIE. FATX Y ROERTEICHZOTICRESN

@ 9,

* VY —2ZH7-Mode> R 7 LDIHZAIE. SnapshotIE—%Y - LTHEATEET, fi:
<ip address>:/vol/ex s01/.snapshot/<snapshot name>

3%

xcp copy <source nfs export path> <destination nfs export path>
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PerLET

root@localhost linux]#

server>:/source_vol < IP address of

destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname copy 2020-03-
03 23.46.33.153705

Xcp command :
address of destination NF'S
server>:/dest vol

18 scanned, 0 matched,
Speed : 38.9 KiB in
Total Time : Os.
STATUS : PASSED

17 copied,
(51.2 KiB/s),

RDFKIC, ZRLET copy INTA—REEFDBE,

INSR—H
[OE—%]

aE—<wvF

<<copy_md>5, 3 E —- MD5 string_expression>

<<copy_dircount,copy-dircount[k]>

copy-edupe
<<copy_bs,copy-bs[k]>

aE—NZ LI

copy-preserve-atime

-s3.insecure’z J1E—

<<copy_s3_endpoint,copy -s3.endpoint>

./xcp copy <IP address of NFS

creating one with name:

xcp copy <IP address of NFS server>:/source vol <IP

0 error
81.2 KiB out

(107KiB/s)

B8
J7AINIRELR—bD5A—FRETIL-T%
ERHLETS

TANRN—HTET7AINETA LI M) DHEL
EBLEY,

T774IWICTF v I LZERL. 1T v I RER
BRCF v I LEREFELES (F74JLE :false

o

T4 LI M) ZHRANBETDERY A I ZEEL X
ER

BEEHIRORBELDZLR—MMIZHFET,

SAMD/ETAATOVv I IEIBELEY (&7
AL 64K) o

BNy F 7O XORAEZIEELET (7724
k7)o

V—ATREBICTIVEALEEBMICIRNTO I 71l
Z)ARP7LET,

S3INT W EDBEICHTTPSDMRH D ICHTTP 2 {FH
T33O ERHLET,

Amazon Web Services (AWS) TV RRA > DT
7 #)LDOURL%E., S3INTw MEERICIEEL
7-=URLTLEEFL X,
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INTA—AR Bl
<<copy_s3_profile,-s3.profile’x I — profile_name> S3/\7 v FOBERICAWSIZ LT vILTZ 71l
o 7O7 7ML ZEELE T,

-s3.noverify &' — S3N4y MBEDSSLAIREZE DT 7 # )L k DIREE%
EEESLEY
-4

ZEA L X9 -nonames INTX—RE copy Z7MILIRMEIELR— b6 —HRETIL—TE%ERR
ATBIATUR,

34

Xcp copy -nonames <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol

erLET

[root@localhost linux]# ./xcp copy -nonames <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.48.147261

Xcp command : xcp copy —nonames <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (53.5 KiB/s), 81.3 KiB out (112 KiB/s)

Total Time : Os.

STATUS : PASSED

Copy-Match <filter>

ZEAL XY -match <filter> /NTX—RE copy 74 INRI—RT3T7 70T LT M) DHHUL
BEN3ELDICHEETSIV N,

538

xcp copy -match <filter> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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PerLET

[root@localhost linux]# ./xcp copy -match bin <IP address or hostname

of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname copy 2020-03-

04 00.00.07.125990

Xcp command : xcp copy -match bin <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 18 matched, 17 copied, 0 error

Speed : 39.1 KiB in (52.6 KiB/s), 81.7 KiB out (110 KiB/s)

Total Time : Os.

STATUS : PASSED

JE—- MD5 <string_expression>

FHEALET -mds NTAXA—RE copy 77NV NODF v I LEERL. 10T v o RERBFICF T

wIOY LEREFETZIAI R, T 7 4)L MElSfalsellSRESNTWVWE T,

538

xcp copy -md5 <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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PerLET

[root@localhost linux]# ./xcp copy -md5 <IP address or hostname of NFS
server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.47.41.137615

Xcp command : xcp copy -mdb <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (52.1 KiB/s), 81.3 KiB out (109 KiB/s)

Total Time : Os.

STATUS : PASSED

copy-dircount <n[k]>

ZERAL XY -dircount <n[k]>/NTA—=RY¥ copy AV REFERBLT. T4L I M) EFEAND S
DERT A XZEBELE T, 77 4/l MBEIZ64kT T,

34

xcp copy -dircount <n[k]> <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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PerLET

[root@localhost linux]# ./xcp copy —-dircount 32k <IP address or
hostname of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.58.01.094460

Xcp command : xcp copy —-dircount 32k <IP address or hostname of NFS
server>:/source vol <IP

address of destination NFS server >:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (56.7 KiB/s), 81.6 KiB out (119 KiB/s)

Total Time : Os.

STATUS : PASSED

copy-edupe

ZHEALEYT -edupe NTX—R K copy BEEHFRORBHODZLRA—MIZ®HZITUR,

Simple Storage Service (S3) TIEFAN—X T 71 ILIFHR—rIhFEEA. TDRH. X—

()  7YbFRF1%2—2 32 L LTSI Y FEIEE copy -edupe X/{— 27— 2 DA

3%

{E"None" =R L £9,

xcp copy -—edupe <source ip address or hostname>:/source vol

<destination ip address or hostname>:/dest vol
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PerLET

[root@localhost linux]# ./xcp copy —-edupe <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.48.10.436325

== Maximum Values ==

Size Used Depth Namelen Dirsize

1 KiB 4 KiB 2 11 9

== Average Values ==

Namelen Size Depth Dirsize

6 682 1 5

== Top Space Users ==

root

52 KiB

== Top File Owners ==

root

18

== Top File Extensions ==

.txt other

5 10

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

4 11

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB

40 KiB

== Directory entries ==

empty 1-10

3

10-100 100-1K 1K-10K >10K

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

18

== Accessed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
4 11

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
10 5

== Changed ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
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10 5

Total count: 18

Directories: 3

Regular files: 15

Symbolic links: None

Special files: None

Hard links: None,

multilink files: None,

Space Saved by Hard links (KB): 0

Sparse data: None

Dedupe estimate: N/A

Total space for regular files: size: 10.0 KiB, used: 40 KiB
Total space for symlinks: size: 0, used: 0

Total space for directories: size: 12 KiB, used: 12 KiB
Total space used: 52 KiB

Xcp command : xXcp copy -—-edupe <IP address or hostname of NFS
server>:/source vol <destination NFS

export path>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 38.9 KiB in (36.7 KiB/s), 81.3 KiB out (76.7 KiB/s)
Total Time : 1s.

STATUS : PASSED

JE—BS <n[k]>

ZEALET -bs <nlk]> /NTAX—FE copy RAWMD/ESTAAZTOAV I A IZEEISINYE T7

A bDTOy IH A XE64kT Y,

34

xcp copy -bs <n[k]> <ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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PerLET

[root@localhost linux]# ./xcp copy -bs 32k <IP address or hostname of
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.57.04.742145

Xcp command : xcp copy —-bs 32k <IP address or hostname of NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (115 KiB/s), 81.6 KiB out (241 KiB/s)

Total Time : Os.

STATUS : PASSED

JE—/NZ L )l<n>

ZEAL XY -parallel <n> /NTXA—RE copy AX Y REFEAL T, RNV F O XADRAETIE
ELEXY. 774/ MEIZTTT,

3%

xcp copy -parallel <n> <ip address or hostname>:/source vol
destination ip address or hostname:/<dest vol>
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PerLET

[root@localhost linux]# ./xcp copy -parallel 4 <IP address or hostname
of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname copy 2020-03-

03 23.59.41.477783

Xcp command : xcp copy -parallel 4 <IP address or hostname of NFS
server>:/source vol <IP address

of destination NFS server>:/dest vol

18 scanned, 0 matched, 17 copied, 0 error

Speed : 39.1 KiB in (35.6 KiB/s), 81.6 KiB out (74.4 KiB/s)

Total Time : 1s.

STATUS : PASSED

copy-preserve-atime

ZERA L XY -preserve-atime /INTAX—R ¥ copy V—ATRRICTIVELALEEAFICIRTOT7 71l
ZVXAR7TE5ITUER,

o -preserve-atime A>3 %FERT B & XCPFHRAMDIRIEDFIIIERTE SNITTDIBEIC T 7 AR
Nty bENFT,

3%

XCp copy -preserve-atime <source ip address or hostname>:/source vol
<destination ip address or hostname>:/dest vol
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PerLET

[root@clientl linux]# ./xXcp copy —-preserve-atime
101.10.10.10:/source vol 10.102.102.10:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2022-06-

30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.22.53.742272 copy

Xcp command : xcp copy -preserve-atime 101.10.10.10:/source vol
10.102.102.10:/dest_vol

Stats : 55 scanned, 54 copied, 55 indexed

Speed : 1.26 MiB in (852 KiB/s), 1.32 MiB out (896 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.22.53.742272_ copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.22.53.742272 copy.log

STATUS : PASSED

[root@clientl linux]#

-s3.insecure’ 15—

ZEAL XY -s3.insecure INTA—R E copy S3NT v FDBFEICHTTPSTIZA K HTTPZERT 53V
D

34

xcp copy -s3.insecure s3://<bucket name>
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PerLET

[root@clientl linux]# ./xXcp copy —-s3.insecure hdfs:///user/test
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

08 09.01.47.581599

Job ID: Job XCP copy 2023-06-08 09.01.47.581599 copy

Xcp command : Xcp copy -s3.insecure hdfs:///user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.86 KiB/s), 83.3 KiB out (22.9 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-08 09.01.47.581599

Job ID : Job XCP copy 2023-06-08 09.01.47.581599 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 09.01.47.581599 copy.log

STATUS : PASSED

[rootQclientl linux]# ./xcp copy -s3.insecure hdfs:///user/demo
s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP copy 2023-06-

08 09.15.58.807485

Job ID: Job XCP copy 2023-06-08 09.15.58.807485 copy

Xcp command : XCp copy -s3.insecure hdfs:///user/demo s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 10.4 KiB in (3.60 KiB/s), 85.3 KiB out (29.6 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-08 09.15.58.807485

Job ID : Job XCP copy 2023-06-08 09.15.58.807485 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

08 09.15.58.807485 copy.log

STATUS : PASSED

copy-s3.endpoint <s3_endpoint_url>

ZFERALFT -s3.endpoint <s3 _endpoint url> /NTA—HE copy AWSIT Y RRA > bDTFT#IL b
DURLZS3INT v bDBERICIEELURLTEEZ 5TV K,
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3%

xcp copy -s3.endpoint https://<endpoint url>: s3://<bucket name>
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PerLET

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.profile <name>M) JE—

ZEALEXT s3.profile INTX—R ¥ copy SANT v MNEERADAWSI LTI vIL77AI)bhe7O7
TAINZEETSAV R,

34

xcp copy -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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PerLET

root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/test
s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP copy 2023-06-

13 11.20.32.571348

Job ID: Job XCP copy 2023-06-13 11.20.32.571348 copy

Xcp command : xcp copy -s3.endpoint https://<endpoint url>
hdfs:///user/test s3://xcp-testing

Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (1.77 KiB/s), 83.6 KiB out (21.8 KiB/s)

Total Time : 3s.

Migration ID: XCP copy 2023-06-13 11.20.32.571348

Job ID : Job XCP copy 2023-06-13 11.20.32.571348 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.20.32.571348 copy.log

STATUS : PASSED

[root@clientl linux]# ./xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo

s3://xcp-testing

xcp: WARNING: No index name has been specified, creating one with name:

XCP_copy 2023-06-

13 11.40.26.913130

Job ID: Job XCP copy 2023-06-13 11.40.26.913130 copy

15,009 scanned, 1,462 copied, 9 indexed, 1.46 MiB s3.data.uploaded,
1,491

s3.copied.single.key.file, 1,491 s3.copied.file, 4.58 MiB in (933
KiB/s), 1.72 MiB out (350

KiB/s), b5s

15,009 scanned, 4,283 copied, 9 indexed, 4.20 MiB s3.data.uploaded,
4,302

s3.copied.single.key.file, 4,302 s3.copied.file, 7.70 MiB in (629
KiB/s), 4.85 MiB out (632

KiB/s), 10s

15,009 scanned, 7,323 copied, 9 indexed, 7.17 MiB s3.data.uploaded,
7,343

s3.copied.single.key.file, 7,343 s3.copied.file, 11.0 MiB in (672
KiB/s), 8.24 MiB out (681

KiB/s), 15s

15,009 scanned, 10,427 copied, 9 indexed, 10.2 MiB s3.data.uploaded,
10,439
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s3.copied.single.key.file, 10,439 s3.copied.file, 14.5 MiB in (690
KiB/s), 11.7 MiB out (695

KiB/s), 20s

15,009 scanned, 13,445 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,454

s3.copied.single.key.file, 13,454 s3.copied.file, 17.8 MiB in (676
KiB/s), 15.0 MiB out (682

KiB/s), 25s

Xcp command : xcp copy -s3.endpoint https://<endpoint url>:
hdfs:///user/demo s3://xcp-testing

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (712 KiB/s), 17.1 MiB out (635 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.40.26.913130

Job ID : Job XCP copy 2023-06-13 11.40.26.913130 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-

13 11.40.26.913130 copy.log

STATUS : PASSED

-s3.noverify’z JE—

ZERALEY -s3.noverify INTX—R L copy ARV RZEAL T, S3INT v FDBEHADSSLEERBED
T bOEIIZERL £,

34

xcp copy -s3.noverify s3://<bucket name>

62



PerLET

[root@clientl linux]# ./xcp copy -s3.noverify hdfs://user/test s3://
bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 10.57.41.994969

Job ID: Job XCP copy 2023-06-13 10.57.41.994969 copy

Xcp command : xXcp copy -s3.noverify hdfs://user/test s3://bucketl
Stats : 8 scanned, 5 copied, 8 indexed, 5 KiB s3.data.uploaded, 5
s3.copied.single.key.file, 5 s3.copied.file

Speed : 6.78 KiB in (2.36 KiB/s), 83.3 KiB out (29.0 KiB/s)

Total Time : 2s.

Migration ID: XCP copy 2023-06-13 10.57.41.994969

Job ID : Job XCP copy 2023-06-13 10.57.41.994969 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 10.57.41.994969 copy.log

STATUS : PASSED

./xcp copy -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

xcp: WARNING: No index name has been specified, creating one with name:
XCP_copy 2023-06-

13 11.26.56.143287

Job ID: Job XCP copy 2023-06-13 11.26.56.143287 copy

1 scanned, 9.95 KiB in (1.99 KiB/s), 12.9 KiB out (2.58 KiB/s), 5s
15,009 scanned, 1,555 copied, 9 indexed, 1.54 MiB s3.data.uploaded,
1,572

s3.copied.single.key.file, 1,572 s3.copied.file, 4.68 MiB in (951
KiB/s), 1.81 MiB out (365

KiB/s), 10s

15,009 scanned, 4,546 copied, 9 indexed, 4.46 MiB s3.data.uploaded,
4,572

s3.copied.single.key.file, 4,572 s3.copied.file, 7.95 MiB in (660
KiB/s), 5.15 MiB out (674

KiB/s), 15s

15,009 scanned, 7,702 copied, 9 indexed, 7.53 MiB s3.data.uploaded,
7,710

s3.copied.single.key.file, 7,710 s3.copied.file, 11.5 MiB in (710
KiB/s), 8.65 MiB out (707

KiB/s), 20s

15,009 scanned, 10,653 copied, 9 indexed, 10.4 MiB s3.data.uploaded,
10, 669

s3.copied.single.key.file, 10,669 s3.copied.file, 14.7 MiB in (661
KiB/s), 11.9 MiB out (670



KiB/s), 25s

15,009 scanned, 13,422 copied, 9 indexed, 13.1 MiB s3.data.uploaded,
13,428

s3.copied.single.key.file, 13,428 s3.copied.file, 17.8 MiB in (627
KiB/s), 15.0 MiB out (627

KiB/s), 30s

Xcp command : xcp copy —-s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url>: hdfs:///user/demo s3://bucketl

Stats : 15,009 scanned, 15,005 copied, 15,009 indexed, 14.7 MiB
s3.data.uploaded, 15,005

s3.copied.single.key.file, 15,005 s3.copied.file

Speed : 19.2 MiB in (609 KiB/s), 17.1 MiB out (543 KiB/s)

Total Time : 32s.

Migration ID: XCP copy 2023-06-13 11.26.56.143287

Job ID : Job XCP copy 2023-06-13 11.26.56.143287 copy

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

13 11.26.56.143287 copy.log

STATUS : PASSED

[E]5H

XCPDFHA. INTX—A, flERRTS sync AYV K (sync AY Y RIE. dry run
FTFoav

[EJ5A

XCPNFS sync AY Y RIF. hE2OTA VT v IRZT&FIEREOIE—NEBOESEFERALT. V—
ANFST A4 L7 FVICHTREEREEZAX v LET, V—RIWGTIERZEENTAE—SN. =5
fFa Lo MUICBEREINE T, BELER. tVWAZOJ1 0T v IRBELRFH LV VTV IRESICE
I|AONET,

@ BIHERLIETIF. BEESNL T 7MILET A LI MUBTRT 4 =23 UNFSVBIT T XR— b
ICBEIE—SNFT,

BX

xcp sync -id <catalog name>

@ o -id <catalog name> /NTX—H&|F. sync ANV RZETLET
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PerLET

[root@localhost linux]# ./xcp sync -id autoname copy 2020-03-
04 01.10.22.338436

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : Xcp sync -id autoname copy 2020-03-04 01.10.22.338436

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (27.6 KiB/s), 22.7 KiB out (23.7 KiB/s)

Total Time : Os.

STATUS : PASSED

RDFKIC, ZRLET sync INTAXA—REEFDHE,

INTX—A& Bz

<<sync_id,sync-id catalog_name>

R DEER

<<sync_bs,sync-bs[k]>

CHUE. sync ANV RZEEITLET

ZHRALET,

ALk 1 64K) o

BIDAE—A VT v I ROANROTL%EIEELF T,

T7AIWNIRAELR— DB I-—HRHETIL—TH

FAMDESAHT Oy 7Y REIEELET (7

<<sync_dircount,sync-dircount[k]> TALI M) EFRANZ EETOBERY A A EIBELF
ER
sync-parallel BRNYFITOLRDRABZIEELET (7714

sync-preserve-atime

b:7) o

Z)RXART7LET,

A1 DEIER

V—ATREBICTIV7EIALEBFICIRTO 771

Y —JLIN—® -nonames /INTAX—R L sync Z77AILI) A MFRIELEAR— OB —HRETIL—TE%ER
NTBITVE,

534

xcp sync -id <catalog name> -nonames
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PerLET

[root@localhost linux]# ./xcp sync —-id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -nonames

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 26.4 KiB in (22.2 KiB/s), 22.3 KiB out (18.8 KiB/s)

Total Time : 1s.

STATUS : PASSED

Sync-BS <n[k]>

YW—JLIN—® -bs <n[k]>/NTAX—RYE sync siARD/EZTAATOAYV I T A XZIBET DAYV R, 77
AILbDTOv oY1 X364k TT,

BX

xcp sync -id <catalog name> -bs <n[k]>

erLET

[root@localhost linux]# ./xcp sync -id ID001 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -bs 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.4 KiB/s), 21.0 KiB out (16.9 KiB/s)

Total Time : 1s.

STATUS : PASSED

sync-dircount <n[k]>

YW—)L/N\—® -dircount <n[k]>/NTX—ARY¥ sync AYVREFERALT. T4 LI M) EFAFNZEE
DERYA A ZIEELET. 77 4L MMBIF6AKTT,

534

xcp sync -id <catalog name> -dircount <n[k]>
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PerLET

[root@localhost linux]# ./xcp sync -id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -dircount 32k

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (27.8 KiB/s), 21.0 KiB out (23.0 KiB/s)

Total Time : Os.

STATUS : PASSED

EIHER-NS LIL

Y —JLIN—® -parallel NTAX—=RY sync AXY REFEHALT. EAEBENYF 7O RORABEIREL £
Yo 774 MEIETTT,

534

xcp sync -id <catalog name> -parallel <n>

PlErLET

[root@localhost linux]# ./xcp sync -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync —-id ID001 -parallel 4

0 scanned, 0 copied, 0 modification, 0 new item, 0 delete item, 0 error
Speed : 25.3 KiB in (20.6 KiB/s), 21.0 KiB out (17.1 KiB/s)

Total Time : 1s.

STATUS : PASSED

-preserve-atime

Y —JLIN—®D -preserve-atime INTAX—RE sync V—RATRRBEICTI7ELALTAFICTRTOT7 71l
Z)ZAL795INVE,

o -preserve-atime A7/ 3V FEIRT B L. XCPHEAHAEDIZRIEDRIICERE SNT-TDEICT Ut XK
rtey hEhhfxd,
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3%

XCp sync -preserve-atime -id <catalog name>
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PerLET

[root@client-1 linux]# ./xcp sync -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

xcp: Index: {source: 101.10.10.10:/source vol, target:
10.201.201.20:/dest_vol}

xcp: diff 'XCP copy 2022-06-30 14.22.53.742272': 55 reviewed, 55
checked at source, 1 modification,

54 reindexed, 23.3 KiB in (15.7 KiB/s), 25.1 KiB out (16.9 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Starting search pass
for 1 modified directory...

xcp: find changes: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 54 reindexed,

28.0 KiB in (18.4 KiB/s), 25.3 KiB out (16.6 KiB/s), 1s.

xcp: sync phase 2: Rereading the 1 modified directory...

xcp: sync phase 2: 55 reviewed, 55 checked at source, 1 modification,
55 re-reviewed, 1 new dir, 54

reindexed, 29.2 KiB in (19.0 KiB/s), 25.6 KiB out (16.7 KiB/s), 1s.
xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': Deep scanning the 1
modified directory...

xcp: sync 'XCP copy 2022-06-30 14.22.53.742272': 58 scanned, 55 copied,
56 indexed, 55 reviewed, 55

checked at source, 1 modification, 55 re-reviewed, 1 new dir, 54
reindexed, 1.28 MiB in (739

KiB/s), 1.27 MiB out (732 KiB/s), 1s.

Xcp command : XCp sync -preserve-atime -id XCP_ copy 2022-06-

30 14.22.53.742272

Stats : 58 scanned, 55 copied, 56 indexed, 55 reviewed, 55 checked at
source, 1 modification,

55 re-reviewed, 1 new dir, 54 reindexed

Speed : 1.29 MiB in (718 KiB/s), 1.35 MiB out (755 KiB/s)

Total Time : 1s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2022-06-

30 14.22.53.742272 2022-06-

30 14.27.28.660165 sync.log

STATUS : PASSED
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BErS15>

o sync AXYRIZZIEBELE T dry-run 77> 3. AE—BOUFIOAZOTA VTV I RESE
BRALTY—ANFSTA LI MJICIMASNIEBFIZEEZBRERLE T, COOX Y RIE. giEloaE—
BRIELIBRICHTIR. BE). HIFR. £REBEESN T 7MILETo LI N)BBEHLES, COOATYVRT
IF. V=RDZEEBIFHREINE TN, 2—7 v MISTEBRAINEE A,

3%

xcp sync dry-run -id <catalog name>

@ o -id <catalog name> /NTX—%H|F. sync dry-run ANV RFTF> 3>,

PerLET

[root@localhost linux]# ./xcp sync dry-run -id IDO0O1

xcp: Index: {source: <IP address or hostname of NFS

server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID0O01

0 matched, 0 error

Speed : 15.2 KiB in (46.5 KiB/s),
Total Time : Os.

STATUS : PASSED

5.48 KiB out (16.7 KiB/s)

RDFKIC, ZRLET sync dry-run NTAX—REZFDHE,

NFA—=H

<<sync_dry_run_id,[EHAdry-run-id catalog_name>

R G % iiEa ke ik

EHARZ A5 2
FZ1 52 %DFRHER
<<sync_dry_run_dircount,sync dry-run-dircount[k]>

BHARSASNZLIL

70

Bl

FIOAE—A VTV IRDANEZOTa%IBELE T,
CHUE. sync ANV RZEEITLEY
TEINTA LI M)IDT 4 —TRT v U EET
L.

EI S

BEINT7ALELU T« LI M) DFF#Z R
L&,
T7AINIVRELR—bDBA-—HRBETIL—TH
ZRALET,

TALI M) ZHRANDEZTOERY A XZHEEL X
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FIfA K < 5 >ID <catalog_name>

Y —J)LIN—® -id <catalog name> /NTX—RZ|ZHEELFT sync dry-run BIOAE—A>Tv I X

DAHEOTH=ZIEBELFT,
@ o -id <catalog name> /NTAX—H&I|F. sync dry-run ANV RF T3>,

(34

xcp sync dry-run -id <catalog name>
BlermLET

[root@localhost linux]# ./xcp sync dry-run -id IDO0O01

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO0O01

0 matched, 0 error

Speed : 15.2 KiB in (21.7 KiB/s), 5.48 KiB out (7.81 KiB/s)
Total Time : Os.

STATUS : PASSED

FS1 5 UiRstzRER

Y—I)LIN—®D -stats INTA—REIIEBEL XY sync dry-runZBENTcTa LI MNIDT4—TXF ¥

YERITL. FILLBLDZIRTHRELE T,
3%

xcp sync dry-run -id <catalog name> -stats
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PerLET

[root@localhost linux]# ./xcp sync dry-run -id ID001 -stats

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

4,895 reviewed, 43,163 checked at source, 12.8 MiB in (2.54 MiB/s),
5.49 MiB out (1.09 MiB/s),

5s

4,895 reviewed, 101,396 checked at source, 19.2 MiB in (1.29 MiB/s),
12.8 MiB out (1.47 MiB/s),

10s

Xcp command : xcp sync dry-run -id IDO01 -stats

0 matched, 0 error

Speed : 22.9 MiB in (1.74 MiB/s), 17.0 MiB out (1.29 MiB/s)

Total Time : 13s.

STATUS : PASSED

FEEAR 1S -

Y—ILIN—D -1 NTAXA—=RZ|ITIBELEFT sync dry-runBEINET71ILELUTTa LU M DM
ZEIRIL £ 9,

34

xcp sync dry-run -id <catalog name> -1

PlerLET

72

[root@localhost linux]# ./xcp sync dry-run -id ID001 -1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -1

0 matched, 0 error

Speed : 15.2 KiB in (13.6 KiB/s), 5.48 KiB out (4.88 KiB/s)
Total Time : 1s.

STATUS : PASSED



R4S > DEE

Y —JLIN—® -nonames /INTX—R%Z|ZIBEL XY sync dry-run 77 7IILU R MFRIFLR—F152

—FRETIN—TRBZBFENTBICIF. ROFIEZERITLE T,
13

xcp sync dry-run -id <catalog name> -nonames

PerLET

[root@localhost linux]# ./xcp sync dry-run -id ID001 -nonames

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -nonames

0 matched, 0 error

Speed : 15.2 KiB in (15.8 KiB/s), 5.48 KiB out (5.70 KiB/s)
Total Time : Os.

STATUS : PASSED

dri-run-dircount <n[k]>% [F]}A

YW —JLIN—® -dircount <n[k]> /NTAXA—R%ZIZIEELET sync dry-run 74 LI MU ZFHANMB & E

DERGA IZIBELE T, T 74/l MEIZ64KT I,
7374

xcp sync dry-run -id <catalog name> -dircount <n[k]>

PerLET

[root@localhost linux]# ./xcp sync dry-run —-id ID001 -dircount 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id IDO01 -dircount 32k

0 matched, 0 error

Speed : 15.2 KiB in (32.5 KiB/s), 5.48 KiB out (11.7 KiB/s)
Total Time : Os.

STATUS : PASSED
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BHEAR S5 >-NZLIL

Y= I)LIN—®D -parallel NTX—RZIZIBELFT sync dry-run BEICKRITTE SNy FFOLRADH
K =IBELE T, 774 MEIFTTT,

3%

xcp sync dry-run -id <catalog name> -parallel <n>
BlermLET

[root@localhost linux]# ./xcp sync dry-run -id ID001 -parallel 4

xcp: Index: {source: <IP address or hostname of NFS
server>:/source _vol, target: <IP address of

destination NFS server>:/dest vol}

Xcp command : xcp sync dry-run -id ID001 -parallel 4

0 matched, 0 error

Speed : 15.2 KiB in (25.4 KiB/s), 5.48 KiB out (9.13 KiB/s)
Total Time : Os.

STATUS : PASSED

B

XCP NFS resume XY Ri&. HE2OTA > T v I XADGFIF-IIESZIEEL T F
Wren7-JIE—IEBZBRELE S, il A—#Eoh2O7 1 >Tv I R FE
FESIE. <catalog path>:/catalog/indexes T4 L7 kU,

3%

xcp resume -id <catalog name>

(D o -id <catalog name> /N\TX—H&IIF. resume ANV RZEITLFET
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PerLET

[root@localhost linux]# ./xcp resume -id IDOO1

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of
destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 652 completed directories and 31 in progress

4,658 reviewed, 362 KiB in (258 KiB/s), 7.66 KiB out

(5.46 KiB/s), 1s.

xcp: resume 'IDOO1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID001': Resuming the in-progress directories...
xcp: resume 'ID00O1l': Resumed command: copy {-newid: u'ID001'}

xcp: resume 'ID0OO1l': Current options: {-id: 'ID0O01'}
xcp: resume 'ID0O01l': Merged options: {-id: 'IDOO1',

-newid: u'IDO001"'}

xcp: resume 'IDOO1l': Values marked with a * include operations before

resume
28,8606
MiB/s),

scanned*™,

5s 9,565 copied*, 4,658 indexed*, 108 MiB in (21.6 MiB/s), 100.0 MiB

out (20.0

44,761

MiB/s),

44,761

scanned*™,

11s

scanned*™,

16,440

20,795

copied™,

copied*,

4,658 indexed*, 206 MiB in (19.3 MiB/s), 191 MiB out
4,658 indexed*, 362 MiB in (31.3 MiB/s), 345 MiB out
MiB/s),

44,761

1l6s

scanned*, 25,985 copied*, 4,658 indexed*, 488 MiB in
MiB out (24.0

MiB/s),

44,761

21s

scanned*, 31,044 copied*, 4,658 indexed*, 578 MiB in
MiB out (18.6

(25.2 MiB/s), 465

(17.9 MiB/s), 558
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76

MiB/s),

54,838

26s

scanned*, 36,980
MiB out (19.8
MiB/s),

67,123

31ls

scanned*, 42,485
MiB out (12.4
MiB/s),

79,681

36s

scanned*, 49,863
MiB out (11.7
MiB/s),

79,681

41s

scanned*, 56,273
MiB out (10.6
MiB/s),

79,681

46s

scanned*, 62,593
MiB out (9.70
MiB/s),

84,577

51s

scanned*, 68,000
MiB out (14.1
MiB/s),

86,737

56s

scanned*, 72,738
1.01 GiB out (17.
MiB/s),

89,690

Imls

scanned*, 77,440
1.11 GiB out (20.
MiB/s), 1m6s
110,311 scanned¥*,
MiB/s), 1.21 GiB
MiB/s), 1mlls
114,726 scanned*™,
MiB/s), 1.30 GiB

copied*,

copied™,

copied~,

copied~,

copied~,

copied~,

copied*,

copied*,
1

84,497
out (20.
91,285

out (17.

14,276

29,160

39,227

39,227

39,227

44,047

49,071

54,110 indexed~*,

copied*,
4

copied*,
6

indexed*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

679 MiB

742

MiB

801

MiB

854

MiB

906

MiB

976 MiB

74,158 indexed*,

74,158 indexed*,

1.04 GiB in

1.14 GiB in

in

(12.5

in

in

(11.8

(10.6

in

in

in

1.24 GiB in

1.33 GiB in

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

(17.8 MiB/s),

(20.5 MiB/s),

(20.3

(17.9

657

720

779

832

881

951



MiB/s), 1ml6s

114,726 scanned*, 97,016 copied*, 74,158 indexed*, 1.46 GiB in (26.6
MiB/s), 1.43 GiB out (26.6

MiB/s), 1m2ls

118,743 scanned*, 100,577 copied*, 79,331 indexed*, 1.65 GiB in (40.1
MiB/s), 1.62 GiB out (39.3

MiB/s), 1m26s

122,180 scanned*, 106,572 copied*, 84,217 indexed*, 1.77 GiB in (24.7
MiB/s), 1.74 GiB out (25.0

MiB/s), 1m3ls

124,724 scanned*, 111,727 copied*, 84,217 indexed*, 1.89 GiB in (22.8
MiB/s), 1.86 GiB out (22.5

MiB/s), 1m36s

128,268 scanned*, 114,686 copied*, 99,203 indexed*, 1.99 GiB in (21.1
MiB/s), 1.96 GiB out (21.2

MiB/s), 1médls

134,630 scanned*, 118,217 copied*, 104,317 indexed*, 2.06 GiB in (13.8
MiB/s), 2.03 GiB out

(13.7 MiB/s), 1lmédés

134,630 scanned*, 121,742 copied*, 109,417 indexed*, 2.10 GiB in (9.02
MiB/s), 2.07 GiB out

(9.30 MiB/s), 1lmbls

134,630 scanned*, 126,057 copied*, 109,417 indexed*, 2.20 GiB in (21.0
MiB/s), 2.17 GiB out

(21.0 MiB/s), 1lmbés

134,630 scanned*, 130,034 copied*, 114,312 indexed*, 2.36 GiB in (32.1
MiB/s), 2.33 GiBout

(31.8 MiB/s), 2mls

Xcp command xcp resume -id IDO0O0O1

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete

0 error

2.40 GiB in
Total Time 2més.
STATUS PASSED

item,

Speed (19.7 MiB/s),

MORKIC. ZTRLET resume /INTX—R EFDHEE,

INTA—H

<<resume_id,resume-id catalog_name>

<<resume_bs,resume-bs[k]>

2o

37 GiB out (19.5 MiB/s)

A

BIOIAE— VT v I ROANEO7L%EIEELZ
o resumedY Y R Tl CDOINTX—AEIEET
BZRELRHD ET,

SAMD/EFTAATOVv I IEIBELEY (57
TAIL bk 64K) o
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NTA—=H

<<resume_dircount,resume-dircount[k]>

resume-parallel

resume-preserve-atime

-s3.insecure D EB R

resume -s3.endpoint

<<resume_s3_profile,-s3.profile’z B FH profile_name >

-s3.noverify D E R

FBf- BS <n[k]>

HERALET -bs <n[k]>/NTAXA—HE resume
A bDTOy YA XIE64kTT,

538

=EA
TA4LI M) ZHRAND EETOERY A XZHEELE
EE

BNy F7OCLRORAEZIEELET (7724
k7)o

V—ATREBICTIVEALEEBMICIRNTO I 7L
Z)ARP7LET,

S3INT W EDBEICHTTPSDMRH D ICHTTP % {E 8
TR3F T a>EBHLET,

Amazon Web Services (AWS) TV RRA > DT
7 4I)L FOURL%Z. S3N4 v MEBERICIEEL
7-=URLTLEEFLXT,

SAINTw FDBERICAWSZLF Y vILT 7L
HBTOT 71 LEHEE L 5,

83/\/7_ v FE{%@SSLEIEEH%O);? 7]-“/ l\o)*ﬁgiE%
FEZLET,

FAMD/EZTAATOAVITA I ZIBEITSIAY V. T

xcp resume -id <catalog name> -bs <n[k]>
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PerLET

[root@localhost linux]# ./xcp resume -id ID0O01 -bs 32k

xcp: Index: {source: <IP address or hostname of NFS
server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

xcp: resume 'ID0OO1l': Reviewing the incomplete index...

xcp: diff 'IDO01': Found 2,360 completed directories and 152 in
progress

19,440 reviewed, 1.28 MiB in (898 KiB/s), 9.77 KiB out (6.71 KiB/s),
1s.

xcp: resume 'ID0O1l': Starting second pass for the in-progress
directories...

xcp: resume 'ID0OO1l': Resuming the in-progress directories...
xcp: resume 'ID001': Resumed command: copy {-newid: u'IDO0O01'}

xcp: resume 'IDOO1l': Current options: {-bs: '32k', -id: 'ID001'}

xcp: resume 'ID0OO1l': Merged options: {-bs: '32k', -id: 'ID0O0O1l', -newid:

u'ID001"'}
xcp: resume 'IDOO1l': Values marked with a * include operations before
resume
44,242
MiB/s),
scanned*™,
5s 24,132 copied*, 19,440 indexed*, 36.7 MiB in (7.34 MiB/s), 30.6 MiB
out (6.12
59,558
MiB/s),
59,558
scanned*,
10s
scanned*™,
30,698
35,234
copied™,
copied*,
19,440
19,440
indexed~*,
indexed*,
142

203

MiB

MiB

in
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in

(20.9 MiB/s),
(12.1 MiB/s),
MiB

MiB

out

out

(18.8
(12.2
MiB/s),
59,558
15s
scanned*™,
MiB out
MiB/s),
65,126
20s
scanned*, 46,317
MiB out (22.5
MiB/s),

69,214

25s

scanned*, 53,034
MiB out (18.7
MiB/s),
85,438
30s
scanned®,
MiB out
MiB/s),
94,647
35s
scanned*, 66,948
MiB out (21.9
MiB/s),

94,647

40s

scanned*, 73,632
MiB out (16.4
MiB/s),

99,683

45s

scanned*, 80,541
MiB out (12.4
MiB/s), 50s
99,683

40,813
(16.5

60,627
(18.5

125
187

copied~,

copied*,

copied~,

copied™,

copied*,

copied~,

copied*,

19,440

24,106

29,031

53,819

53,819

53,819

58,962

indexed*,

indexed¥*,

indexed¥*,

indexed¥*,

indexed*,

indexed¥*,

indexed¥*,

286

401

496

591

700

783

849

MiB

MiB

MiB

MiB

MiB

MiB

MiB

in

in

in

in

in

in

in

(16.

(22.

(18.

(21.

(l6.

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

MiB/s),

269

382

476

569

679

761

824



MiB/s),
scanned*,
55s

84,911 copied*, 58,962 indexed*, 1013 MiB in (32.8 MiB/s), 991 MiB out

(33.2

101,667 scanned*, 91,386 copied*, 73,849 indexed*, 1.06 GiB in (15.4

MiB/s), 1.04 GiB out (15.4
MiB/s), 1mOs

118,251 scanned*, 98,413 copied*, 89,168 indexed*, 1.13 GiB in (14.0

MiB/s), 1.11 GiB out (13.3

MiB/s), 1mb5s

124,672 scanned*, 104,134 copied*, 89,168 indexed*, 1.25 GiB in
MiB/s), 1.22 GiB out (23.2

MiB/s), 1mlOs

130,171 scanned*, 109,594 copied*, 94,016 indexed*, 1.38 GiB in
MiB/s), 1.35 GiB out (25.5

MiB/s), 1mlb5s

134,574 scanned*, 113,798 copied*, 94,016 indexed*, 1.52 GiB in
MiB/s), 1.48 GiB out (28.2

MiB/s), 1m20s

134,574 scanned*, 118,078 copied*, 94,016 indexed*, 1.64 GiB in
MiB/s), 1.61 GiB out (25.1

MiB/s), 1m25s

134,574 scanned*, 121,502 copied*, 94,016 indexed*, 1.80 GiB in
MiB/s), 1.77 GiB out (33.0

MiB/s), 1m30s

134,630 scanned*, 126,147 copied*, 104,150 indexed*, 1.88 GiB in
MiB/s), 1.86 GiB out

(17.5 MiB/s), 1m35s

134,630 scanned*, 131,830 copied*, 119,455 indexed*, 1.95 GiB in
MiB/s), 1.92 GiB out

(13.5 MiB/s), 1m4dls

Xcp command : xcp resume -id IDO001 -bs 32k

134,630 scanned*, 134,630 copied*, 0 modification, 0 new item, 0 delete

item, 0 error

Speed : 2.02 GiB in (19.9 MiB/s), 1.99 GiB out (19.7 MiB/s)
Total Time : 1mé43s.

STATUS : PASSED

resume-dircount <n[k]>

(23.9

(28.6

(24.6

(16.2

(13.6

HERALFET -dircount <n[k]> /NTA—RE resume AY >V REFEHLT. T L7 M) EZRAND L

FOERY A X%EIEBELE T, T 74 MEIZ64KT T,
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3%

xcp resume -id <catalog name> -dircount <n[k]>
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PerLET

root@localhost linux]#

XCp:

destination NFS server>:/dest vol}

XCp: re
xcp: di
progres
39,520

1s.

XCp: re
directo
XCp: re
XCp: re
XCp: re
XCp: re
-newid:
XCp: re
resume

76,626

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
79,751

MiB/s),
MiB/s),
84,791

MiB/s),
MiB/s),
94,698

MiB/s),
MiB/s),
99,734

MiB/s),
MiB/s),
104,773
MiB/s),

MiB/s),

Index:

sume 'ID0OO1':
£ff£f 'IDOO01"':

S

reviewed,
sume 'ID0OO1':
ries...

sume 'IDOO1':
sume 'ID0O1':
sume 'IDOO1':
sume 'IDOO1':
u'ID001"'}
sume 'ID0OO1':

scanned¥*,

{source:

2.47 MiB in

./xcp resume -id ID001 -dircount 32k

<IP address or hostname of NFS
server>:/source vol, target: <IP address of

Reviewing the incomplete index...

(1.49 MiB/s),

12.6 KiB out

(7.62

Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command:
Current options:
Merged options:

copy {-newid:

{-dircount:

{-dircount:

u'ID001"}
'32k', -id:
'32k', -id:

Found 4,582 completed directories and 238 in

KiB/s),

'IDO0L"'}
'IDOO1"',

Values marked with a * include operations before

43,825 copied~,

23.0 MiB out (4.60

5s
scanned*, 49,942 copied¥*,
131 MiB out (21.5

10s
scanned*, 55,901 copiedx,
223 MiB out (18.3

15s
scanned*, 61,764 copied¥*,
313 MiB out (17.9

20s

scanned*, 68,129 copied¥*,
384 MiB out (14.2

25s

scanned*, 74,741 copied¥*,
473 MiB out (17.8

30s

scanned*, 80,110 copiedx*,
591 MiB out (23.7

35s
scanned*,
703 MiB out
40s

86,288 copied*,

(22.3

39,520

39,520

39,520

39,520

44,510

54,039

59,044

indexed*,

indexed*,

indexed*,

indexedx,

indexedx,

indexedx,

indexedx,

69,005 indexed¥*,

31.7 MiB in

140 MiB in

234 MiB

in

325 MiB

in

397 MiB

in

485 MiB

in

in

605 MiB

716 MiB in

(6.33

(21.7

(18.8

(18.0

(17.4

(24.1

(22.2



110,076
MiB/s),
MiB/s),
121, 341
MiB/s),
MiB/s),
125,032
MiB/s),
MiB/s),
129,548
MiB/s),
MiB/s),
131,976
MiB/s),
MiB/s),
134,430
MiB/s),
MiB/s),
134,630
MiB/s),

(21.4 MiB/s),

134,630
MiB/s),

(29.8 MiB/s),

134,630
MiB/s),

(15.0 MiB/s),
Xcp command

134,630
item, O
Speed

Total Time

STATUS

scanned*™,
781 MiB out
45s
scanned*™,
881 MiB out
50s
scanned*™,
985 MiB out
55s
scanned¥®,
1.12 GiB out
ImOs
scanned*™,
1.21 GiB out
ImS5s
scanned*™,
1.35 GiB out
Iml0s
scanned*™,
1.45 GiB out
Iml5s
scanned*™,
1.60 GiB out
Im20s
scanned*™,
1.67 GiBout
Im25s

scanned*,
error
1.70 GiB in
Im28s.
PASSED

93,265 copied*,
(15.5

100,077 copied*,
(19.9

105,712 copied*,
(20.7

110,382 copied*,

(32.1

115,158 copied~,

(18.3

119,161 copied*,

(28.3

125,013 copied~,

129,301 copied*,

132,546 copied*,

xcp resume -id IDO0O0O1

134,630 copiedx,

(19.7 MiB/s),

79,102 indexed*,

84,096

89,132

89,132

94,221

94,221

109,402 indexed*,

114,532 indexed*,

124,445 indexed*,

indexed~*,

indexed~*,

indexed*,

indexed~*,

indexed~*,

-dircount 32k

0 modification,

1.69 GiB out

(L9,

795 MiB in (15.8

897 MiB in (20.4

1003 MiB in (21.2

1.14 GiB in

1.23 GiB in (19.2

1.37 GiB in

1.47 GiB in (21.2

1.61 GiB in (29.4

1.69 GiB in (14.8

0 new item, 0 delete

5 MiB/s)

LYa—L-/NZ L )l<n>

ZHEALET - parallel <n> /NTAXA—AR Y resume AX Y REFEAL T, RNy F O XDRERARE
ZEELEXY, T 74 MEIKTTT,

134

xcp resume -id <catalog name> -parallel <n>
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[root@localhost linux]#

XCp:

Index:

{source:

./xcp resume -id IDO01l -parallel 3

<IP address or hostname of NFS

server>:/source vol, target: <IP address of

destination NFS server>:/dest vol}

XCp:

xcp: diff

resume

'ID001"':

progress

19,399
1s.
XCp:

resume

reviewed,

directories.

REPS
XCp:
KOS
XCp:

resume

resume

resume

resume

-parallel: 3}

XCcp:
resume
39,610
MiB/s),
MiB/s),
39,610
MiB/s),
MiB/s),
48,111
MiB/s),
MiB/s),
55,412
MiB/s),
MiB/s),
59,639
MiB/s),
MiB/s),
69,520
MiB/s),
MiB/s),
78,596
MiB/s),
MiB/s),
79,673
MiB/s),
MiB/s),

resume

scanned¥*,

5s
scanned?*,
134 MiB out
10s
scanned?*,
212 MiB out
15s
scanned?*,
304 MiB out
21s
scanned?*,
377 MiB out
26s
scanned¥*,
423 MiB out
31s
scanned¥*,
476 MiB out
36s
scanned¥*,
593 MiB out
41s

'IDO01":

1.28 MiB in
'IDO01"':
'IDO01"':
'IDOO01"':
'"IDO01"':
'"IDO01"':

'"IDO01"':

23,
45.8 MiB out
28,
34,
40,
46,
55,

62,

68,

Reviewing the incomplete index...

Found 2,347 completed directories and 149 in

(659 KiB/s), 9.77 KiB out (4.93 KiB/s),
Starting second pass for the in-progress

Resuming the in-progress directories...

Resumed command: copy {-newid: u'IDOO0O1'}
Current options: {-id: 'ID001', -parallel: 3}
Merged options: {-id: 'IDOO1l', -newid: u'IDOO1',

Values marked with a * include operations before

642 copied*, 19,399 indexed*, 56.3 MiB in (11.2
(9.15

980 copied*, 19,399 indexed*, 145 MiB in (17.6
(17.6

782 copied*, 34,042 indexed*, 223 MiB in (15.8
(15.7

468 copied*, 34,042 indexed*, 317 MiB in (18.4
(18.1

980 copied*, 39,032 indexed*, 390 MiB in (14.6
(14.5

251 copied*, 49,006 indexed*, 438 MiB in (9.59
(9.21

054 copied*, 59,001 indexed*, 492 MiB in (10.7
(10.6

163 copied*, 59,001 indexed*, 610 MiB in (23.5

(23.5
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84,600 scanned*, 74,238 copied*, 64,150 indexed*, 723 MiB in (22.5
MiB/s), 705 MiB out (22.3

MiB/s), 46s

94,525 scanned*, 80,754 copied*, 74,157 indexed*, 807 MiB in (16.7
MiB/s), 788 MiB out (16.4

MiB/s), b5ls

94,525 scanned*, 85,119 copied*, 74,157 indexed*, 1007 MiB in (39.9
MiB/s), 988 MiB out (39.9

MiB/s), 56s

09,514 scanned*, 93,474 copied*, 89,192 indexed*, 1.08 GiB in (20.7
MiB/s), 1.06 GiB out (20.2

MiB/s), 1mls

111,953 scanned*, 100,639 copied*, 94,248 indexed*, 1.18 GiB in (19.3
MiB/s), 1.16 GiB out (19.2

MiB/s), 1lmé6s

114,605 scanned*, 105,958 copied*, 94,248 indexed*, 1.36 GiB in (36.8
MiB/s), 1.34 GiB out (36.6

MiB/s), 1mlls

124,531 scanned*, 112,340 copied*, 104,275 indexed*, 1.51 GiB in (29.8
MiB/s), 1.48 GiB out

(29.4 MiB/s), 1lmlé6s

129,694 scanned*, 117,218 copied*, 109,236 indexed*, 1.67 GiB in (33.2
MiB/s), 1.65 GiB out

(33.1 MiB/s), 1m21ls

131,753 scanned*, 123,850 copied*, 114,358 indexed*, 1.80 GiB in (25.9
MiB/s), 1.77 GiB out

(25.9 MiB/s), 1m26s

134,630 scanned*, 130,829 copied*, 124,437 indexed*, 1.85 GiB in (11.2
MiB/s), 1.83 GiBout

(11.2 MiB/s), 1m31ls

Xcp command : xcp resume -id ID0O01 -parallel 3

134,630 scanned*, 134,630 copied*, 0 modification, 0O new item, 0 delete
item, 0 error

Speed : 2.02 GiB in (21.6 MiB/s), 2.00 GiB out (21.3 MiB/s)

Total Time : 1m35s.

STATUS : PASSED

resume-preserve-atime

ZEALET -preserve-atime /NTX—AR Y resume V—ATHREBICTIZ7ELALEARICIRTO T 74
NZzD)IAST7T5AX R,

o -preserve-atime /\T X—&|F. XCPFHABD EEDRICEKRE SNTcTDBEICT7 V7 AKEZz Y ~
LFT,
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3%

xcp resume -id <catalog name> -preserve-atime
BlzrLET

root@clientl linux]# ./xcp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

xcp: Job ID: Job XCP copy 2022-06-30 14.22.53.742272 2022-06-
30 14.37.07.746208 resume

xcp: Index: {source: 101.10.10.12:/source vol, target:
10.102.102.70:/dest_vol}

xcp: Tune: Previous operation on id 'XCP copy 2022-06-

30 14.22.53.742272"' already completed;

nothing to resume

0 in (0/s), 0 out (0/s), 6s

Xcp command : XCp resume -preserve-atime -id XCP copy 2022-06-
30 14.22.53.742272

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 6s.

Migration ID: XCP copy 2022-06-30 14.22.53.742272

Job ID : Job XCP copy 2022-06-30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2022-06-
30 14.22.53.742272 2022-06-

30 14.37.07.746208 resume.log

STATUS : PASSED

-s3.insecure DERH

ZEALZET -s3.insecure N TX—HR E resume S3I/NT v FDBEEICHTTPSTIZ A< HTTPZ{EHT 5O
<R,

@ WRICISL T -s3.insecure INTX—&|FE. copy AV R, BHEEICEEINET, X%
FBELTLIZE W —s3.insecure BAFICA 7> a > ZFRITBICIF. B5I—E

134

xcp resume -s3.insecure -id <catalog name>
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88

root@clientl linux]# ./xcp resume -s3.insecure -id XCP copy 2023-06-
08 10.31.47.381883

Job ID: Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Index: {source: 1 hdfs:///user/demo, target: s3://bucketl/}
Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

4,009 reviewed, 88.7 KiB in (76.1 KiB/s), 332 out (285/s), 1s.
4,009 reviewed, 90.9 KiB in (77.6 KiB/s), 2.44 KiB out (2.08 KiB/s),
1s.

Starting second pass for the in-progress directories...

4,009 reviewed, 4,009 re-reviewed, 179 KiB in (130 KiB/s), 2.72 KiB out
(1.98 KiB/s), 1s.

9,008 scanned*, 4,540 copied*, 4,009 indexed*, 534 KiB
s3.data.uploaded, 534

s3.copied.single.key.file, 534 s3.copied.file, 2.28 MiB in (464 KiB/s),
631 KiB out (126 KiB/s),

5s

9,008 scanned*, 5,551 copied*, 4,009 indexed*, 1.51 MiB
s3.data.uploaded, 1,544

s3.copied.single.key.file, 1,544 s3.copied.file, 3.38 MiB in (222
KiB/s), 1.74 MiB out (226

KiB/s), 10s

9,008 scanned*, 6,596 copied*, 4,009 indexed*, 2.53 MiB
s3.data.uploaded, 2,595

s3.copied.single.key.file, 2,595 s3.copied.file, 4.55 MiB in (235
KiB/s), 2.91 MiB out (236

KiB/s), 15s

9,008 scanned*, 7,658 copied*, 4,009 indexed*, 3.57 MiB
s3.data.uploaded, 3,652

s3.copied.single.key.file, 3,652 s3.copied.file, 5.71 MiB in (234
KiB/s), 4.09 MiB out (238

KiB/s), 20s

9,008 scanned*, 8,711 copied*, 4,009 indexed*, 4.60 MiB
s3.data.uploaded, 4,706

s3.copied.single.key.file, 4,706 s3.copied.file, 6.88 MiB in (235
KiB/s), 5.26 MiB out (236

KiB/s), 25s

Xcp command : xXcp resume -s3.insecure -id XCP copy 2023-06-

08 10.31.47.381883

Stats : 9,008 scanned*, 9,006 copied*, 9,009 indexed*, 4.88 MiB
s3.data.uploaded, 4,996



s3.copied.single.key.file, 4,996 s3.copied.file

Speed : 7.10 MiB in (270 KiB/s), 5.76 MiB out (219 KiB/s)

Total Time : 26s.

Migration ID: XCP copy 2023-06-08 10.31.47.381883

Job ID : Job XCP copy 2023-06-08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
08 10.31.47.381883 2023-06-

08 10.34.02.964143 resume.log

STATUS : PASSED

resume -s3.endpoint <s3_endpoint_url>

ZEAL XY -s3.endpoint <s3 endpoint url>/NTX—RYE resume AWSITY RRA>Y DT T +)L
FDURLZS3NT v bOBERICEELURLTEEET TSIV R,

F7A4IL M TlE. resumeld -8B TIEEIN/SITOT7 7 ILESIT Y RRA Y b &E(E
(D) AmLEv. £l BEBICHLULSITY KA1 Y R ES3TOT 71 LEHE LIBA .
copy ANV RERITLET

3%

xcp resume -s3.profile <profile name> -s3.endpoint https://<endpoint url>:
-id <catalog name>
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[root@clientl linux]# ./xcp resume -id XCP copy 2023-06-
13 11.48.59.454327

Job ID: Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Index: {source: hdfs:///user/demo, target: s3://xcp-testing/}

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (2.47 KiB/s), 188 out (102/s), 1s.

9 reviewed, 6.81 KiB in (3.70 KiB/s), 2.30 KiB out (1.25 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (5.65 KiB/s), 2.44 KiB out (1.26

KiB/s), 1s.
15,008 scanned*, 1,532 copied*, 9 indexed*, 1.50 MiB s3.data.uploaded,
1,539

s3.copied.single.key.file, 1,539 s3.copied.file, 4.64 MiB in (946
KiB/s), 1.77 MiB out (360

KiB/s), 6s
15,008 scanned*, 4,764 copied*, 9 indexed*, 4.67 MiB s3.data.uploaded,
4,784

s3.copied.single.key.file, 4,784 s3.copied.file, 8.21 MiB in (727
KiB/s), 5.38 MiB out (736

KiB/s), 1lls

15,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

5,008 scanned*, 7,928 copied*, 9 indexed*, 7.75 MiB s3.data.uploaded,
7,935

s3.copied.single.key.file, 7,935 s3.copied.file, 11.7 MiB in (703
KiB/s), 8.89 MiB out (708

KiB/s), 16s

15,008 scanned*, 10,863 copied*, 9 indexed*, 10.6 MiB s3.data.uploaded,
10,864

s3.copied.single.key.file, 10,864 s3.copied.file, 14.9 MiB in (660
KiB/s), 12.2 MiB out (664

KiB/s), 21s

15,008 scanned*, 14,060 copied*, 9 indexed*, 13.7 MiB s3.data.uploaded,
14,076

s3.copied.single.key.file, 14,076 s3.copied.file, 18.5 MiB in (716
KiB/s), 15.7 MiB out (725

KiB/s), 26s

Xcp command : xcp resume -id XCP copy 2023-06-13 11.48.59.454327
Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,
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14,996 s3.copied.single.key.file, 14,996 s3.copied.file

Speed : 19.2 MiB in (708 KiB/s), 17.1 MiB out (631 KiB/s)

Total Time : 27s.

Migration ID: XCP copy 2023-06-13 11.48.59.454327

Job ID : Job XCP copy 2023-06-13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-
13 11.48.59.454327 2023-06-

13 11.49.34.887164 resume.log

STATUS : PASSED

s3.profile <profile_name>DHEH

ZERAL XY -s3.profile <profile name> /NTX—R ¥ resume S3NT v MBERADAWST LTV
YILTF7ANDSTOT7AILZEETSIVU R,

T 7 A4IL b TlE. resumeld DE—4IBTIEESIN/S3ITOT7 71 ILES3TY RARA > b &E(E
@ BLET. 722U, BEEICHLUWSITY RECY FES3TOT 71 LEEE LI-EEIE.
copy ANV RERITLEY

3%

xcp resume -s3.profile <name> -s3.endpoint -id <catalog name>
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[root@clientl linux]# ./xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id
XCP copy 2023-06-08 10.40.42.519258

Job ID: Job XCP copy 2023-06-08 10.40.42.519258 2023-06-

08 10.52.18.453982 resume

Index: {source: hdfs:///user/demo target: s3://xxx-bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.03 KiB/s), 188 out (126/s), 1s.

9 reviewed, 6.81 KiB in (4.52 KiB/s), 2.30 KiB out (1.53 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (6.76 KiB/s), 2.44 KiB out (1.51

KiB/s), 1s.
15,008 scanned*, 1,660 copied*, 9 indexed*, 1.64 MiB s3.data.uploaded,
1,675

s3.copied.single.key.file, 1,675 s3.copied.file, 4.75 MiB in (971
KiB/s), 1.92 MiB out (392

KiB/s), 5s
15,008 scanned*, 3,453 copied*, 9 indexed*, 3.39 MiB s3.data.uploaded,
3,467

s3.copied.single.key.file, 3,467 s3.copied.file, 6.79 MiB in (412
KiB/s), 3.91 MiB out (403

KiB/s), 10s

15,008 scanned*, 6,296 copied*, 9 indexed*, 6.16 MiB s3.data.uploaded,
6,305

s3.copied.single.key.file, 6,305 s3.copied.file, 9.86 MiB in (619
KiB/s), 7.08 MiB out (637

KiB/s), 15s

15,008 scanned*, 9,527 copied*, 9 indexed*, 9.33 MiB s3.data.uploaded,
9,554

s3.copied.single.key.file, 9,554 s3.copied.file, 13.4 MiB in (717
KiB/s), 10.7 MiB out (726

KiB/s), 20s

15,008 scanned*, 12,656 copied*, 9 indexed*, 12.4 MiB s3.data.uploaded,
12,648

s3.copied.single.key.file, 12,648 s3.copied.file, 16.9 MiB in (715
KiB/s), 14.1 MiB out (706

KiB/s), 25s

Xcp command : xcp resume -s3.profile sg -s3.endpoint
https://<endpoint url>: -id XCP copy 2023-

06-08 10.40.42.519258

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
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s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file
Speed : 19.2 MiB in (661 KiB/s), 17.1 MiB out (590 KiB/s)
Total Time : 29s.

Migration ID: XCP copy 2023-06-08 10.40.42.519258

Job ID : Job XCP copy 2023-06-08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP copy 2023-06-

08 10.40.42.519258 2023-06-
08 10.52.18.453982 resume.log
STATUS : PASSED

-s3.noverify D B H

ZHERALEXY -s3.noverify NTA—R ¥ resume AX Y RZFEAL T, S3NT v FDBERADSSLIEREE
DOTF 7 #I DO ZEFL £,

13

xcp resume -s3.noverify -id <catalog name>
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94

[root@clientl linux]# ./xcp resume -s3.noverify -id XCP copy 2023-06-
13 11.32.47.743708

Job ID: Job XCP copy 2023-06-13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume

Index: {source: hdfs:///user/demo, target: s3://bucket/

Reviewing the incomplete index...

Found 0 completed directories and 2 in progress

9 reviewed, 4.53 KiB in (3.70 KiB/s), 188 out (153/s), 1s.

9 reviewed, 6.81 KiB in (5.52 KiB/s), 2.30 KiB out (1.87 KiB/s), 1s.
Starting second pass for the in-progress directories...

9 reviewed, 9 re-reviewed, 10.9 KiB in (8.19 KiB/s), 2.44 KiB out (1.83
KiB/s), 1s.

15,008 scanned*, 1,643 copied*, 9 indexed*, 1.62 MiB s3.data.uploaded,
1,662

s3.copied.single.key.file, 1,662 s3.copied.file, 4.78 MiB in (969
KiB/s), 1.90 MiB out (385

KiB/s), 5s

15,008 scanned*, 4,897 copied*, 9 indexed*, 4.78 MiB s3.data.uploaded,
4,892

s3.copied.single.key.file, 4,892 s3.copied.file, 8.38 MiB in (735
KiB/s), 5.50 MiB out (737

KiB/s), 10s

15,008 scanned*, 8,034 copied*, 9 indexed*, 7.86 MiB s3.data.uploaded,
8,048

s3.copied.single.key.file, 8,048 s3.copied.file, 11.8 MiB in (696
KiB/s), 9.02 MiB out (708

KiB/s), 15s

15,008 scanned*, 11,243 copied*, 9 indexed*, 11.0 MiB s3.data.uploaded,
11,258

s3.copied.single.key.file, 11,258 s3.copied.file, 15.3 MiB in (709
KiB/s), 12.6 MiB out (724

KiB/s), 20s

15,008 scanned*, 14,185 copied*, 9 indexed*, 13.9 MiB s3.data.uploaded,
14,195

s3.copied.single.key.file, 14,195 s3.copied.file, 18.6 MiB in (662
KiB/s), 15.9 MiB out (660

KiB/s), 25s

Xcp command : xcp resume -s3.noverify -id XCP copy 2023-06-

13 11.32.47.743708

Stats : 15,008 scanned*, 15,006 copied*, 15,009 indexed*, 14.6 MiB
s3.data.uploaded,

14,996 s3.copied.single.key.file, 14,996 s3.copied.file



Speed : 19.2 MiB in (736 KiB/s), 17.1 MiB out (657 KiB/s)
Total Time : 26s.

Migration ID: XCP copy 2023-06-13 11.32.47.743708
Job ID : Job XCP copy 2023-06-13 11.32.47.743708 2023-06-
13 11.33.41.388541 resume

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job XCP_copy 2023-06-
13 11.32.47.743708 2023-06-

13 11.33.41.388541 resume.log

STATUS : PASSED

REE

o verify ANY Y RTld. AE—BRICHROTA VT vIRBESHFERHETIC. V
— T4 LIRSy T LI M)DT—R%1NA DR LET, AT
Rig. ¥EBEZS0. ZEHRBSLUVZOMO T 7rILEIZETa L7 NV DBEYEF T
wILET, £-. MBIOT7 71 IILEHARD., T—2%LBELE T,

3%

xcp verify <source NFS export path> <destination NFS exportpath>
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96

[root@localhost linux]# ./xcp verify <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

04 23.54.40.893449

32,493 scanned, 11,303 found, 7,100 compared, 7,100 same data, 374 MiB
in (74.7 MiB/s), 4.74 MiB

out (971 KiB/s), b5s

40,109 scanned, 24,208 found, 18,866 compared, 18,866 same data, 834
MiB in (91.5 MiB/s), 10.5

MiB out (1.14 MiB/s), 10s

56,030 scanned, 14,623 indexed, 33,338 found, 27,624 compared, 27,624
same data, 1.31 GiB in

(101 MiB/s), 15.9 MiB out (1.07 MiB/s), 15s

73,938 scanned, 34,717 indexed, 45,583 found, 38,909 compared, 38,909
same data, 1.73 GiB in

(86.3 MiB/s), 22.8 MiB out (1.38 MiB/s), 20s

76,308 scanned, 39,719 indexed, 61,810 found, 54,885 compared, 54,885
same data, 2.04 GiB in

(62.8 MiB/s), 30.2 MiB out (1.48 MiB/s), 25s

103,852 scanned, 64,606 indexed, 77,823 found, 68,301 compared, 68,301
same data, 2.31 GiB in

(56.0 MiB/s), 38.2 MiB out (1.60 MiB/s), 30s

110,047 scanned, 69,579 indexed, 89,082 found, 78,794 compared, 78,794
same data, 2.73 GiB in

(85.6 MiB/s), 43.6 MiB out (1.06 MiB/s), 35s

113,871 scanned, 79,650 indexed, 99,657 found, 89,093 compared, 89,093
same data, 3.23 GiB in

(103 MiB/s), 49.3 MiB out (1.14 MiB/s), 40s

125,092 scanned, 94,616 indexed, 110,406 found, 98,369 compared, 98,369
same data, 3.74 GiB in

(103 MiB/s), 55.0 MiB out (1.15 MiB/s), 45s

134,630 scanned, 104,764 indexed, 120,506 found, 106,732 compared,
106,732 same data, 4.23 GiB

in (99.9 MiB/s), 60.4 MiB out (1.05 MiB/s), 50s

134,630 scanned, 114,823 indexed, 129,832 found, 116,198 compared,
116,198 same data, 4.71 GiB

in (97.2 MiB/s), 65.5 MiB out (1.04 MiB/s), 55s

Xcp command : xcp verify <IP address of NFS server>:/source vol <IP
address of destination NF'S

server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



verified (data, attrs, mods),

different item, 0 error

Speed : 4.95 GiB in (86.4 MiB/s),

Total Time : 58s.
STATUS : PASSED

RDFKIC, ZRLET verify NTX—REZFDHE,

INTA—H

verify-stats

IREE- CSV

verify-nodata
verify-noattrs
MREE-/ — R
verify-mtimewindow

Verify -v

verify -|

verify-nonames

<<nfs_verify_match,Verify-match filter>

<<nfs_verify_bs,\1) 7 7 1 -bs[k]>

verify-parallel

<<nfs_verify_dircount,verify-dircount[k]>

verify-nold

verify-preserve-atime

-s3.insecure DHEER

verify -s3.endpoint

69.2 MiB out (1.18 MiB/s)

398

V=RY) =8 —=45y bV ) =W TLTRF v >
L. YU —DOfsHE#RZ LB L 95

V=RV =8 —=5y bV ) —ZHTLTRF v >
L. YU —DOfiEHERZ LB L 3%

T—REFTvILEEA
BzFzv I LEEA.

77 1INOEERZIFTvIShEEA
BREEICEFA SN2 EERBEZEELE T,

HAOERZEE L T, REHSNT-HEERZ—EBRTL
£9,

HAFXEREFEL T, REINEESEZ—EBERTL
£9,

T7AIN)RANERIFLR— DS RHETIL—
TREBRNALET,

T, OERIC—HITZ T 71IILETa LI MDA %E
MIBLET,
SARMD/EIAATOVvIHAI#IBELEY (F
J#I)L bk 64k) .

BNy FTOCXDEABEzEELEYT (T74)
bi7) o

TALI M) ZHRANDEETOERY A XZHEELE
ER

TIAINMA TV RADIERZ T« E—TILICLE
T (F7 Ik :False)

V—RATEREBICTZ7EALIEAMICIRTOT 71
ZVART7LETS

S3INT v FDBEICHTTPSOHH D ICHTTPZ (£
T34 T3 ERHLET,

Amazon Web Services (AWS) TV RKRA1 > DT
7 4I)L FOURL%Z. S3NY v MEBERICIEEL
J-ZURLTEEZLEY,
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INTA—AR Bl
<<nfs_verify_s3 profile,-s3.profile DFESR profile_name S3/N\7 v FDBERICAWSIZ LT v ILT7 71l

> Mo T7O7 7ML ERELET,
-s3.noverify DHEES SN MBEDSSLEEAED T 7 # )L b OIXEEE
EEEZLET,

verify-stats & & U'verify-csv

EEALET -stats BELY -csv NTX—=R L verify V—RAY )= 2=y Y1) —%W{TLTAF
vl YVU—FEtet®RI3IT VR,

53

cp verify -stats <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify -stats
<source ip address>:/source vol <destination ip address>:/dest vol

228,609 scanned, 49.7 MiB in (9.93 MiB/s), 3.06 MiB out (625 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 116,121

same 5,249

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats <source ip address>:/source vol



<<destination ip address>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.44 MiB/s), 3.94 MiB out (506 KiB/s)
Total Time : 7s.

STATUS : PASSED

538

xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol

100



PerLET

[root@localhost linux]# ./xcp verify -csv
<source ip address>:/source vol <destination ip address>:/dest vol

222,028 scanned, 48.2 MiB in (9.63 MiB/s), 2.95 MiB out (603 KiB/s), 5s
== Number of files ==

empty

235

same <8KiB 73,916

same 8-64KiB

43,070

same 64KiB-1MiB

4,020

same 1-10MiB

129

same 10-100MiB >100MiB
15

same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
3

same 10,300
same 2,727
same 67
same 11
same

== Depth ==
0-5

6-10

11-15

16-20

21-100

>100

47,120

same 79,772
same 7,608
same 130
same

== Modified ==
>1 year >1 month
1-31 days

1-24 hrs

<1 hour

<15 mins
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134

future

15
same 121,370
same

Total count: 134,630 / same Directories: 13,108 / same Regular files:
121,385 / same Symbolic links: 137 / same Special files: None / same
Hard links: None / same, Multilink files: None / same

Xcp command : xcp verify -csv <source ip address>:/source vol
<destination ip address>:/dest vol
269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.53 MiB/s), 3.94 MiB out (512 KiB/s) Total Time
7s.
STATUS : PASSED

xcp verify -stats -csv <source ip address>:/source vol

<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify -stats -csv <IP address of source
NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

224,618 scanned, 48.7 MiB in (9.54 MiB/s), 2.98 MiB out (597 KiB/s), 5s
== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB >100MiB
235 73,916 43,070 4,020 129 15

same same same same same same

== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K

3

same

10,300

same

2,727

same

67

same

11

same

== Depth ==

0-5 6-10 11-15 16-20 21-100 >100

47,120

same

79,772

same

7,608

same

130

same

== Modified ==

>1 year >1 month 1-31 days 1-24 hrs <1 hour <15 mins future
15

same 121,370

same

Total count: 134,630 / same

Directories: 13,108 / same

Regular files: 121,385 / same

Symbolic links: 137 / same

Special files: None / same

Hard links: None / same, Multilink files: None / same
Xcp command : xcp verify -stats -csv <IP address of source NFS
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server>:/source vol <IP

address of destination NFS server>:/dest vol

269,260 scanned, 0 matched, 0 error

Speed : 59.5 MiB in (7.49 MiB/s), 3.94 MiB out (509 KiB/s)
Total Time : 7s.

STATUS : PASSED

verify-nodata
ZEAL XY -nodata INTX—RE verify T—REF TV I LBVWLSICEBET DIV R,

34

xcp verify -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

PerLET

[root@localhost linux]# ./xcp verify -nodata <IP address of source NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

autoname verify 2020-03-
05 02.18.01.159115

70,052 scanned, 29,795 indexed, 43,246 found, 25.8 MiB in (5.14 MiB/s),

9.39 MiB out

(1.87 MiB/s), 5s

117,136 scanned, 94,723 indexed, 101,434 found, 50.3 MiB in (4.90
MiB/s), 22.4 MiB out (2.60

MiB/s), 10s

Xcp command : xcp verify -nodata <IP address of source NFS
server>:/source vol <IP address of

destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (attrs, mods), O

different item, 0 error

Speed : 62.7 MiB in (4.65 MiB/s), 30.2 MiB out (2.24MiB/s)

Total Time : 13s.

STATUS : PASSED

verify-noattrs

ZERALEXY -noattrs NTX—R L verify BEZFz v I LABRVWKLSICEEET STV,
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3%

xcp verify -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

106

[root@localhost linux]#

server>:/source_vol <IP address

of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-05 02.19.14.011569

40,397 scanned, 9,917 found,

4,249 compared,

in (41.6 MiB/s), 3.78 MiB

out (764 KiB/s), 5s

40,397 scanned, 14,533 found, 8,867 compared,
in (52.9 MiB/s), 6.06 MiB

out (466 KiB/s), 10s

40,397 scanned, 20,724 found, 15,038 compared
MiB in (67.0 MiB/s), 9.13

MiB out (628 KiB/s), 15s

40,397 scanned, 25,659 found, 19,928 compared
GiB in (46.6 MiB/s), 11.5

MiB out (477 KiB/s), 20s

40,397 scanned, 30,535 found, 24,803 compared
GiB in (62.0 MiB/s), 14.0

MiB out (513 KiB/s), 25s

75,179 scanned, 34,656 indexed, 39,727 found,
same data, 1.58 GiB in

(53.4 MiB/s), 20.1 MiB out (1.22 MiB/s), 30s
75,179 scanned, 34,656 indexed, 47,680 found,
same data, 1.74 GiB in

(32.3 MiB/s), 23.6 MiB out (717 KiB/s), 35s
75,179 scanned, 34,656 indexed, 58,669 found,
same data, 1.93 GiB in

(37.9 MiB/s), 28.4 MiB out (989 KiB/s), 40s
78,097 scanned, 39,772 indexed, 69,343 found,
same data, 2.12 GiB in

(39.0 MiB/s), 33.4 MiB out (1015 KiB/s), 45s

110,213 scanned,
same data, 2.37 GiB in

(51.3 MiB/s), 39.3 MiB out
110,213 scanned,
same data, 2.65 GiB in

(57.8 MiB/s), 42.3 MiB out
110,213 scanned,
same data, 2.93 GiB in

(56.1 MiB/s), 45.8 MiB out
110,213 scanned,

69,593 indexed,

69,593 indexed,

69,593 indexed,

69,593 indexed,

80,049 found

(1.18 MiB/s), 50s
86,233 found

(612 KiB/s), 5b5s
93,710 found

(705 KiB/s), 1mOs
99,700 found

./xcp verify -noattrs <IP address of source NFS

creating one with name:

4,249 same data, 211 MiB

8,867 same data, 475 MiB

, 15,038 same data, 811

, 19,928 same data, 1.02

, 24,803 same data, 1.32

32,595 compared, 32,595

40,371 compared, 40,371

51,524 compared, 51,524

61,858 compared, 61,858

, 69,565 compared, 69,565

, 15,727 compared, 75,727

, 83,218 compared, 83,218

, 89,364 compared, 89,364



same data, 3.20 GiB in
(56.9 MiB/s), 48.7 MiB out (593 KiB/s),

1m5s

124,888 scanned, 94,661 indexed, 107,509 found,

same data, 3.54 GiB in

(68.6 MiB/s), 53.5 MiB out (1000 KiB/s),

Iml0s

134,630 scanned, 104,739 indexed, 116,494 found,

102,792 same data, 3.94 GiB

in (81.7 MiB/s), 58.2 MiB out (949 KiB/s),

Iml5s

134,630 scanned, 104,739 indexed, 123,475 found,

109,601 same data, 4.28 GiB

in (70.0 MiB/s), 61.7 MiB out (711 KiB/s),

Im20s

134,630 scanned, 104,739 indexed, 129,354 found,

115,295 same data, 4.55 GiB

in (55.3 MiB/s), 64.5 MiB out (572 KiB/s),

Xcp command
server>:/source vol <IP address

of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found
verified (data, mods), O

different item, 0 error

1m25s

xcp verify -noattrs <IP address of

95,304 compared,

102,792 compared,

109,601 compared,

115,295 compared,

source NFS

(121,150 have data), 100%

(789 KiB/s)

95,304

HEAL XY -nomods NTX—RE verify 77 INDEBERINZF v I LBVWESICIEET STV

Speed 4.95 GiB in (56.5 MiB/s), 69.2 MiB out
Total Time 1m29s.
STATUS PASSED

MREE-/ — R

Fo

B

xcp verify -nomods <source ip address>:/source vol

<destination ip address>:/dest vol
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PerLET

108

[root@localhost linux]# ./xcp verify -nomods <IP address of NFS
server>:/source vol <IP address of
destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.22.33.738593

40,371 scanned, 10,859 found, 5,401 compared, 5,401 same data, 296 MiB
in (59.1 MiB/s), 4.29 MiB

out (876 KiB/s), 5s

40,371 scanned, 22,542 found, 17,167 compared, 17,167 same data, 743
MiB in (88.9 MiB/s), 9.67

MiB out (1.07 MiB/s), 10s

43,521 scanned, 4,706 indexed, 32,166 found, 26,676 compared, 26,676
same data, 1.17 GiB in

(91.3 MiB/s), 14.5 MiB out (996 KiB/s), 15s

70,260 scanned, 29,715 indexed, 43,680 found, 37,146 compared, 37,146
same data, 1.64 GiB in

(96.0 MiB/s), 21.5 MiB out (1.38 MiB/s), 20s

75,160 scanned, 34,722 indexed, 60,079 found, 52,820 compared, 52,820
same data, 2.01 GiB in

(74.4 MiB/s), 29.1 MiB out (1.51 MiB/s), 25s

102,874 scanned, 69,594 indexed, 77,322 found, 67,907 compared, 67,907
same data, 2.36 GiB in

(71.2 MiB/s), 38.3 MiB out (1.85 MiB/s), 30s

110,284 scanned, 69,594 indexed, 89,143 found, 78,952 compared, 78,952
same data, 2.82 GiB in

(92.8 MiB/s), 43.9 MiB out (1.08 MiB/s), 35s

112,108 scanned, 79,575 indexed, 100,228 found, 89,856 compared, 89,856
same data, 3.25 GiB in

(89.3 MiB/s), 49.6 MiB out (1.15 MiB/s), 40s

128,122 scanned, 99,743 indexed, 111,358 found, 98,663 compared, 98,663
same data, 3.80 GiB in

(112 MiB/s), 55.8 MiB out (1.24 MiB/s), 45s

134,630 scanned, 104,738 indexed, 123,253 found, 109,472 compared,
109,472 same data, 4.36 GiB

in (114 MiB/s), 61.7 MiB out (1.16 MiB/s), 50s

134,630 scanned, 119,809 indexed, 133,569 found, 120,008 compared,
120,008 same data, 4.94 GiB

in (115 MiB/s), 67.8 MiB out (1.20 MiB/s), 55s]

Xcp command : xcp verify -nomods <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%



verified (data, attrs), O
different item, 0 error

Speed : 4.95 GiB in (90.5 MiB/s), 69.2 MiB out (1.24 MiB/s)
Total Time : 56s.
STATUS : PASSED

verify-mtimewindow <s>

ZHEAL XY -mtimewindow <s> /NTX—AR ¥ verify AV REFEAL T, REEICFBRE SN2 ZERH
EZzEELEF T,

3%

xcp verify -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify -mtimewindow 2 <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:

110

autoname verify 2020-03-
06 02.26.03.797492
27,630 scanned,

in (64.1 MiB/s), 3.91 MiB

out (798 KiB/s), b5s

38,478 scanned, 19,840 found, 14,776 compared, 14,776 same data, 811
MiB in (97.8 MiB/s), 8.86

MiB out (1012 KiB/s), 10s

55,304 scanned, 14,660 indexed, 29,893 found, 23,904 compared, 23,904
same data, 1.33 GiB in

(109 MiB/s), 14.6 MiB out (1.14 MiB/s), 15s

64,758 scanned, 24,700 indexed, 43,133 found, 36,532 compared, 36,532
same data, 1.65 GiB in

(65.3 MiB/s), 21.0 MiB out (1.28 MiB/s), 20s

75,317 scanned, 34,655 indexed, 56,020 found, 48,942 compared, 48,942
same data, 2.01 GiB in

(72.5 MiB/s), 27.4 MiB out (1.25 MiB/s), 25s

95,024 scanned, 54,533 indexed, 70,675 found, 61,886 compared, 61,886
same data, 2.41 GiB in

(81.3 MiB/s), 34.9 MiB out (1.49 MiB/s), 30s

102,407 scanned, 64,598 indexed, 85,539 found, 76,158 compared, 76,158
same data, 2.74 GiB in

(67.3 MiB/s), 42.0 MiB out (1.42 MiB/s), 35s

113,209 scanned, 74,661 indexed, 97,126 found, 86,525 compared, 86,525
same data, 3.09 GiB in

(72.6 MiB/s), 48.0 MiB out (1.19 MiB/s), 40s

125,040 scanned, 84,710 indexed, 108,480 found, 96,253 compared, 96,253

same data, 3.51 GiB in

(84.0 MiB/s), 53.6 MiB out
132,726 scanned,
103,740 same data,
(108 MiB/s), 58.4 MiB out
134,633 scanned,
112,978 same data,
(97.6 MiB/s),
134,633 scanned,
120,779 same data,
(86.5 MiB/s),
Xcp command

in

in

9,430 found,

99,775 indexed,
4.04 GiB in

(986 KiB/s),
109,756 indexed,
4.52 GiB

63.6 MiB out
129,807 indexed,
4.95 GiB

68.8 MiB out
xcp verify -mtimewindow 2 <IP address of NFS

5,630 compared, 5,

(1.10 MiB/s), 45s

117,252 found,

50s

(1.03 MiB/s),

(1.02 MiB/s),

126,700 found,

55s
134,302 found,

630 same data, 322 MiB

103,740 compared,

112,978 compared,

120,779 compared,

1ImOs



server>:/source vol <IP address of destination NFS server>:/dest vol
134,633 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (83.6 MiB/s), 69.2 MiB out (1.14 MiB/s)

Total Time : 1mOs.

STATUS : PASSED

verify -v& & Uverify -1

ZERALEY vELV 1 NFAX—FRE verify ARV FZ2FAL THIEAZEIR L. RHEShIEER%E
—EBXRRLET,

534

xcp verify -v <source ip address>:/source vol
<destination ip address>:/dest vol

1M



PerLET

112



[root@Rlocalhost linux]# ./xcp verify -v <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.26.30.055115

32,349 scanned, 10,211 found, 5,946 compared, 5,946 same data, 351 MiB
in (70.1 MiB/s), 4.27 MiB

out (872 KiB/s), 5s

40,301 scanned, 21,943 found, 16,619 compared, 16,619 same data, 874
MiB in (104 MiB/s), 9.74

MiB out (1.09 MiB/s), 10s

52,201 scanned, 14,512 indexed, 33,173 found, 27,622 compared, 27,622
same data, 1.35 GiB in

(102 MiB/s), 16.0 MiB out (1.24 MiB/s), 15s

70,886 scanned, 34,689 indexed, 46,699 found, 40,243 compared, 40,243
same data, 1.77 GiB in

(86.2 MiB/s), 23.3 MiB out (1.47 MiB/s), 20s

80,072 scanned, 39,708 indexed, 63,333 found, 55,743 compared, 55,743
same data, 2.04 GiB in

(55.4 MiB/s), 31.0 MiB out (1.54 MiB/s), 25s

100,034 scanned, 59,615 indexed, 76,848 found, 67,738 compared, 67,738
same data, 2.35 GiB in

(61.6 MiB/s), 37.6 MiB out (1.31 MiB/s), 30s

110,290 scanned, 69,597 indexed, 88,493 found, 78,203 compared, 78,203
same data, 2.75 GiB in

(81.7 MiB/s), 43.4 MiB out (1.14 MiB/s), 35s

116,829 scanned, 79,603 indexed, 102,105 found, 90,998 compared, 90,998
same data, 3.32 GiB in

(117 MiB/s), 50.3 MiB out (1.38 MiB/s), 40s

59

128,954 scanned, 94,650 indexed, 114,340 found, 101,563 compared,
101,563 same data, 3.91 GiB in

(121 MiB/s), 56.8 MiB out (1.30 MiB/s), 45s

134,630 scanned, 109,858 indexed, 125,760 found, 112,077 compared,
112,077 same data, 4.41 GiB

in (99.9 MiB/s), 63.0 MiB out (1.22 MiB/s), 50s

Xcp command : xcp verify -v <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (91.7 MiB/s), 69.2 MiB out (1.25 MiB/s)

Total Time : 55s.

STATUS : PASSED

113



3%

xcp verify -1 <source ip address>:/source vol
<destination ip address>:/dest vol

114



PerLET

[root@localhost linux]# ./xcp verify -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.27.58.969228

32,044 scanned, 11,565 found, 7,305 compared, 7,305 same data, 419 MiB
in (83.7 MiB/s), 4.93 MiB

out (1008 KiB/s), b5s

40,111 scanned, 21,352 found, 16,008 compared, 16,008 same data, 942
MiB in (104 MiB/s), 9.64

MiB out (962 KiB/s), 10s

53,486 scanned, 14,677 indexed, 30,840 found, 25,162 compared, 25,162
same data, 1.34 GiB in

(86.4 MiB/s), 15.0 MiB out (1.07 MiB/s), 15s

71,202 scanned, 34,646 indexed, 45,082 found, 38,555 compared, 38,555
same data, 1.72 GiB in

(76.7 MiB/s), 22.5 MiB out (1.51 MiB/s), 20s

75,264 scanned, 34,646 indexed, 60,039 found, 53,099 compared, 53,099
same data, 2.00 GiB in

(58.5 MiB/s), 29.1 MiB out (1.30 MiB/s), 25s

95,205 scanned, 54,684 indexed, 76,004 found, 67,054 compared, 67,054
same data, 2.34 GiB in

(67.5 MiB/s), 37.0 MiB out (1.57 MiB/s), 30s

110,239 scanned, 69,664 indexed, 87,892 found, 77,631 compared, 77,631
same data, 2.78 GiB in

(89.7 MiB/s), 43.2 MiB out (1.23 MiB/s), 35s

115,192 scanned, 79,627 indexed, 100,246 found, 89,450 compared, 89,450
same data, 3.22 GiB in

(90.0 MiB/s), 49.4 MiB out (1.24 MiB/s), 40s

122,694 scanned, 89,740 indexed, 109,158 found, 97,422 compared, 97,422
same data, 3.65 GiB in

(89.4 MiB/s), 54.2 MiB out (978 KiB/s), 45s

134,630 scanned, 104,695 indexed, 119,683 found, 106,036 compared,
106,036 same data, 4.17 GiB

in (105 MiB/s), 59.9 MiB out (1.11 MiB/s), 50s

134,630 scanned, 109,813 indexed, 129,117 found, 115,432 compared,
115,432 same data, 4.59 GiB

in (86.1 MiB/s), 64.7 MiB out (979 KiB/s), 55s

Xcp command : xcp verify -1 <IP address of NFS server>:/source vol <IP
address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (84.9 MiB/s), 69.2 MiB out (l1.16 MiB/s)
Total Time : 59s.

STATUS : PASSED

3%

xcp verify -v -1 <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify -v -1 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 02.30.00.952454

24,806 scanned, 8,299 found, 4,817 compared, 4,817 same data, 296 MiB
in (59.1 MiB/s), 3.44 MiB

out (704 KiB/s), b5s

39,720 scanned, 20,219 found, 14,923 compared, 14,923 same data, 716
MiB in (84.0 MiB/s), 8.78

MiB out (1.07 MiB/s), 10s

44,395 scanned, 9,648 indexed, 29,851 found, 24,286 compared, 24,286
same data, 1.20 GiB in (102

MiB/s), 14.0 MiB out (1.05 MiB/s), 15s

62,763 scanned, 24,725 indexed, 40,946 found, 34,760 compared, 34,760
same data, 1.69 GiB in

(101 MiB/s), 20.2 MiB out (1.24 MiB/s), 20s

76,181 scanned, 39,708 indexed, 57,566 found, 50,595 compared, 50,595
same data, 1.98 GiB in

(58.7 MiB/s), 28.3 MiB out (1.61 MiB/s), 25s

90,411 scanned, 49,594 indexed, 73,357 found, 64,912 compared, 64,912
same data, 2.37 GiB in

(79.0 MiB/s), 35.8 MiB out (1.48 MiB/s), 30s

110,222 scanned, 69,593 indexed, 87,733 found, 77,466 compared, 77,466
same data, 2.77 GiB in

(80.5 MiB/s), 43.1 MiB out (1.45 MiB/s), 35s

116,417 scanned, 79,693 indexed, 100,053 found, 89,258 compared, 89,258
same data, 3.23 GiB in

(94.3 MiB/s), 49.4 MiB out (1.26 MiB/s), 40s

122,224 scanned, 89,730 indexed, 111,684 found, 100,059 compared,
100,059 same data, 3.83 GiB in

(123 MiB/s), 55.5 MiB out (1.22 MiB/s), 45s

134,630 scanned, 109,758 indexed, 121,744 found, 108,152 compared,
108,152 same data, 4.36 GiB

in (107 MiB/s), 61.3 MiB out (1.14 MiB/s), 50s

134,630 scanned, 119,849 indexed, 131,678 found, 118,015 compared,
118,015 same data, 4.79 GiB

in (87.2 MiB/s), 66.7 MiB out (1.08 MiB/s), 55s

Xcp command : xcp verify -v -1 <IP address of NFS server>:/source vol
<IP address of destination NFS server>:/dest vol

134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (87.6 MiB/s), 69.2 MiB out (1.20 MiB/s)
Total Time : 57s.

STATUS : PASSED

verify-nonames

HEALEY -nonames INTX—RE verify Z7AI) A MEIELAR— b5 2A—HRETIL—TE%
BRA TR

BX

xcp verify -nonames <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET
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120

[root@localhost linux]# ./xcp verify -nonames <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.03.58.173082

30,728 scanned, 9,242 found, 5,248 compared, 5,248 same data, 363 MiB
in (72.6 MiB/s), 3.93 MiB

out (805 KiB/s), 5s

40,031 scanned, 20,748 found, 15,406 compared, 15,406 same data, 837
MiB in (94.5 MiB/s), 9.19

MiB out (1.05 MiB/s), 10s

50,859 scanned, 9,668 indexed, 32,410 found, 26,305 compared, 26,305
same data, 1.30 GiB in

(99.5 MiB/s), 15.2 MiB out (1.20 MiB/s), 15s

73,631 scanned, 34,712 indexed, 45,362 found, 38,567 compared, 38,567
same data, 1.75 GiB in

(92.2 MiB/s), 22.6 MiB out (1.49 MiB/s), 20s

82,931 scanned, 44,618 indexed, 59,988 found, 52,270 compared, 52,270
same data, 2.08 GiB in

(66.7 MiB/s), 29.6 MiB out (1.39 MiB/s), 25s

96,691 scanned, 59,630 indexed, 77,567 found, 68,573 compared, 68,573
same data, 2.50 GiB in

(85.2 MiB/s), 38.2 MiB out (1.73 MiB/s), 30s

110,763 scanned, 74,678 indexed, 92,246 found, 82,010 compared, 82,010
same data, 2.93 GiB in

(88.8 MiB/s), 45.5 MiB out (1.45 MiB/s), 35s

120,101 scanned, 79,664 indexed, 105,420 found, 94,046 compared, 94,046
same data, 3.47 GiB in

(110 MiB/s), 51.9 MiB out (1.27 MiB/s), 40s

131,659 scanned, 99,780 indexed, 116,418 found, 103,109 compared,
103,109 same data, 4.05 GiB in

(120 MiB/s), 58.1 MiB out (1.25 MiB/s), 45s

134,630 scanned, 114,770 indexed, 127,154 found, 113,483 compared,
113,483 same data, 4.54 GiB

in (100 MiB/s), 64.1 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -nonames <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

Speed : 4.95 GiB in (92.5 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED



Verify-Match <filter>

ZEALEXY -match <filter> /NTX—RE verify 74N RI—KIT 37711 Ta LI DA%
UL - 7 S

3%

xcp verify -match bin <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET
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[root@localhost linux]# ./xcp verify -match bin <IP address of NFS
server>:/source_vol <IP address
of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.16.46.005121

32,245 scanned, 25,000 matched, 10,657 found, 6,465 compared, 6,465
same data, 347 MiB in (69.4

MiB/s), 4.44 MiB out (908 KiB/s), 5s

40,306 scanned, 35,000 matched, 21,311 found, 15,969 compared, 15,969
same data, 850 MiB in (101

MiB/s), 9.44 MiB out (1024 KiB/s), 10s

55,582 scanned, 45,000 matched, 14,686 indexed, 31,098 found, 25,293
compared, 25,293 same data,

1.33 GiB in (102 MiB/s), 15.1 MiB out (1.12 MiB/s), 15s

75,199 scanned, 65,000 matched, 34,726 indexed, 45,587 found, 38,738
compared, 38,738 same data,

1.72 GiB in (77.9 MiB/s), 22.7 MiB out (1.52 MiB/s), 20s

78,304 scanned, 70,000 matched, 39,710 indexed, 61,398 found, 54,232
compared, 54,232 same data,

2.08 GiB in (75.0 MiB/s), 30.0 MiB out (1.45 MiB/s), 25s

102,960 scanned, 95,000 matched, 69,682 indexed, 78,351 found, 69,034
compared, 69,034 same

data, 2.43 GiB in (71.9 MiB/s), 38.8 MiB out (1.76 MiB/s), 30s
110,344 scanned, 105,000 matched, 69,682 indexed, 93,873 found, 83,637
compared, 83,637 same

data, 2.85 GiB in (84.2 MiB/s), 45.6 MiB out (1.36 MiB/s), 35s
121,459 scanned, 120,000 matched, 84,800 indexed, 107,012 found, 95,357
compared, 95,357 same

data, 3.30 GiB in (92.8 MiB/s), 52.3 MiB out (1.33 MiB/s), 40s
130,006 scanned, 125,000 matched, 94,879 indexed, 115,077 found,
102,104 compared, 102,104 same

data, 3.97 GiB in (136 MiB/s), 57.2 MiB out (1001 KiB/s), 45s

134,630 scanned, 134,630 matched, 109,867 indexed, 125,755 found,
112,025 compared, 112,025 same

data, 4.53 GiB in (115 MiB/s), 63.2 MiB out (1.20 MiB/s), 50s

Xcp command : xcp verify -match bin <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 134,630 matched, 100% found (121,150 have data), 100%
verified (data, attrs,

mods), O different item, 0 error

Speed : 4.95 GiB in (92.2 MiB/s), 69.2 MiB out (1.26 MiB/s)

Total Time : 54s.

STATUS : PASSED
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#&3E- BS <n>

EERALET -bs <n> /NTX—R L verify AN /EFTAATOV IV IZEETSZIANVER, 77
# )L MEIZ64k T,

BX

xcp verify -bs 32k <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]#

./xcp verify -bs 32k <IP address of NFS

server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified,

autoname verify 2020-03-
05 04.20.19.266399
29,742 scanned, 9,939 found,

5,820 compared,

creating one with name:

5,820 same data, 312 MiB

in (62.3 MiB/s), 4.58 MiB

out (938 KiB/s), b5s

40,156 scanned, 20,828 found, 15,525 compared, 15,525 same data, 742
MiB in (85.0 MiB/s), 10.2

MiB out (1.10 MiB/s), 10s

41,906 scanned, 9,846 indexed, 30,731 found, 25,425 compared, 25,425
same data, 1.14 GiB in

(85.6 MiB/s), 16.1 MiB out (1.18 MiB/s), 15s

66,303 scanned, 29,712 indexed, 42,861 found, 36,708 compared, 36,708
same data, 1.61 GiB in

(94.9 MiB/s), 23.7 MiB out (1.53 MiB/s), 20s

70,552 scanned, 34,721 indexed, 58,157 found, 51,528 compared, 51,528
same data, 1.96 GiB in

(73.0 MiB/s), 31.4 MiB out (1.53 MiB/s), 25s

100,135 scanned, 59,611 indexed, 76,047 found, 66,811 compared, 66,811
same data, 2.29 GiB in

(66.3 MiB/s), 40.7 MiB out (1.82 MiB/s), 30s

105,951 scanned, 69,665 indexed, 90,022 found, 80,330 compared, 80,330
same data, 2.71 GiB in

(85.3 MiB/s), 48.1 MiB out (1.49 MiB/s), 35s

113,440 scanned, 89,486 indexed, 101,634 found, 91,152 compared, 91,152
same data, 3.19 GiB in

(97.8 MiB/s), 55.4 MiB out (1.45 MiB/s), 40s

128,693 scanned, 94,484 indexed, 109,999 found, 97,319 compared, 97,319
same data, 3.59 GiB in

(82.6 MiB/s), 60.2 MiB out (985 KiB/s), 45s

134,630 scanned, 94,484 indexed,
105,402 same data, 3.98 GiB in

(78.3 MiB/s), 65.1 MiB out
134,630 scanned,
113,774 same data, 4.49 GiB
(103 MiB/s), 70.8 MiB out
Xcp command

in

(986 KiB/s),
104,656 indexed,

(1.15 MiB/s),
xcp verify -bs 32k <IP address of NFS server>:/source vol

119,203 found, 105,402 compared,

50s

127,458 found, 113,774 compared,

55s

<IP address of destination NFS server>:/dest vol

134,630 scanned,
(data,

100%
mods), O

0 matched,

verified attrs,

found (121,150 have data), 100%
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different item, 0 error

Speed : 4.96 GiB in (84.5 MiB/s), 77.5 MiB out (1.29 MiB/s)
Total Time : 1mOs.
STATUS : PASSED

Verify-Parallel <n>

ZERALEXY -parallel <n> /NTA—R L verify ARV RZFEAL T, AENYF 7O XADRAE =
EBELFY,

BX

xcp verify -parallel <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.35.10.356405

15,021 scanned, 6,946 found, 4,869 compared, 4,869 same data, 378 MiB
in (74.5 MiB/s), 3.24 MiB

out (654 KiB/s), b5s

25,165 scanned, 9,671 indexed, 15,945 found, 12,743 compared, 12,743
same data, 706 MiB in (65.4

MiB/s), 7.81 MiB out (934 KiB/s), 10s

35,367 scanned, 19,747 indexed, 24,036 found, 19,671 compared, 19,671
same data, 933 MiB in

(45.3 MiB/s), 11.9 MiB out (827 KiB/s), 15s

45,267 scanned, 29,761 indexed, 32,186 found, 26,909 compared, 26,909
same data, 1.38 GiB in

(94.6 MiB/s), 16.5 MiB out (943 KiB/s), 20s

55,690 scanned, 39,709 indexed, 40,413 found, 34,805 compared, 34,805
same data, 1.69 GiB in

(62.8 MiB/s), 20.9 MiB out (874 KiB/s), 25s

55,690 scanned, 39,709 indexed, 48,325 found, 42,690 compared, 42,690
same data, 1.88 GiB in

(38.1 MiB/s), 24.3 MiB out (703 KiB/s), 31s

65,002 scanned, 49,670 indexed, 57,872 found, 51,891 compared, 51,891
same data, 2.04 GiB in

(33.2 MiB/s), 29.0 MiB out (967 KiB/s), 36s

75,001 scanned, 59,688 indexed, 66,789 found, 60,291 compared, 60,291
same data, 2.11 GiB in

(14.8 MiB/s), 33.4 MiB out (883 KiB/s), 41ls

85,122 scanned, 69,690 indexed, 75,009 found, 67,337 compared, 67,337
same data, 2.42 GiB in

(62.3 MiB/s), 37.6 MiB out (862 KiB/s), 46s

91,260 scanned, 79,686 indexed, 82,097 found, 73,854 compared, 73,854
same data, 2.69 GiB in

(55.0 MiB/s), 41.4 MiB out (770 KiB/s), 51s

95,002 scanned, 79,686 indexed, 88,238 found, 79,707 compared, 79,707
same data, 2.99 GiB in

(60.7 MiB/s), 44.4 MiB out (608 KiB/s), 56s

105,002 scanned, 89,787 indexed, 96,059 found, 86,745 compared, 86,745
same data, 3.19 GiB in

(41.3 MiB/s), 48.4 MiB out (810 KiB/s), 1lmls

110,239 scanned, 99,872 indexed, 104,757 found, 94,652 compared, 94,652
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same data, 3.47 GiB in

(57.0 MiB/s), 52.7 MiB out (879 KiB/s), 1lmé6s

120,151 scanned, 104,848 indexed, 111,491 found, 100,317 compared,
100,317 same data, 3.95 GiB

in (97.2 MiB/s), 56.3 MiB out (733 KiB/s), 1mlls

130,068 scanned, 114,860 indexed, 119,867 found, 107,260 compared,
107,260 same data, 4.25 GiB

in (60.5 MiB/s), 60.6 MiB out (871 KiB/s), 1lmlés

134,028 scanned, 119,955 indexed, 125,210 found, 111,886 compared,
111,886 same data, 4.65 GiB

in (83.2 MiB/s), 63.7 MiB out (647 KiB/s), 1lm2ls

134,630 scanned, 129,929 indexed, 132,679 found, 119,193 compared,
119,193 same data, 4.93 GiB

in (56.8 MiB/s), 67.9 MiB out (846 KiB/s), 1lm26s

Xcp command : xcp verify -parallel 2 <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%
verified (data, attrs, mods), O

different item, 0 error

verify-dircount <n[k]>

HEAL XY -dircount <n[k]>/NTA—RE verify AV REFERALT. T4 LI M) EFHRAEBZ L
TOERYAIZIB/ELET. 77 4L MMBIF64KTT,

X

xcp verify -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@localhost linux]# ./xcp verify —-dircount 32k <IP address of NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

xcp: WARNING: No index name has been specified, creating one with name:
autoname verify 2020-03-

05 04.28.58.235953

32,221 scanned, 10,130 found, 5,955 compared, 5,955 same data, 312 MiB
in (62.1 MiB/s), 4.15 MiB

out (848 KiB/s), b5s

40,089 scanned, 21,965 found, 16,651 compared, 16,651 same data, 801
MiB in (97.5 MiB/s), 9.55

MiB out (1.07 MiB/s), 10s

51,723 scanned, 14,544 indexed, 33,019 found, 27,288 compared, 27,288
same data, 1.24 GiB in

(93.8 MiB/s), 15.6 MiB out (1.22 MiB/s), 15s

67,360 scanned, 34,733 indexed, 45,615 found, 39,341 compared, 39,341
same data, 1.73 GiB in

(100 MiB/s), 22.8 MiB out (1.43 MiB/s), 20s

82,314 scanned, 44,629 indexed, 63,276 found, 55,559 compared, 55,559
same data, 2.05 GiB in

(64.7 MiB/s), 31.0 MiB out (1.63 MiB/s), 25s

100,085 scanned, 59,585 indexed, 79,799 found, 70,618 compared, 70,618
same data, 2.43 GiB in

(77.2 MiB/s), 38.9 MiB out (1.57 MiB/s), 30s

110,158 scanned, 69,651 indexed, 93,005 found, 82,654 compared, 82,654
same data, 2.87 GiB in

(89.1 MiB/s), 45.4 MiB out (1.28 MiB/s), 35s

120,047 scanned, 79,641 indexed, 104,539 found, 93,226 compared, 93,226
same data, 3.40 GiB in

(108 MiB/s), 51.4 MiB out (1.20 MiB/s), 40s

130,362 scanned, 94,662 indexed, 114,193 found, 101,230 compared,
101,230 same data, 3.87 GiB in

(97.3 MiB/s), 56.7 MiB out (1.06 MiB/s), 45s

134,630 scanned, 104,789 indexed, 124,272 found, 110,547 compared,
110,547 same data, 4.33 GiB

in (94.2 MiB/s), 62.3 MiB out (1.12 MiB/s), 50s

134,630 scanned, 129,879 indexed, 133,227 found, 119,717 compared,
119,717 same data, 4.93 GiB

in (119 MiB/s), 68.2 MiB out (1.17 MiB/s), 55s

Xcp command : xcp verify -dircount 32k <IP address of NFS
server>:/source vol <IP address ofdestination NFS server>:/dest vol
134,630 scanned, 0 matched, 100% found (121,150 have data), 100%

verified (data, attrs, mods), O
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different item, 0 error

Speed : 4.95 GiB in (89.3 MiB/s), 69.2 MiB out (1.22 MiB/s)
Total Time : 56s.

STATUS : PASSED

verify-nold

EHEALET -nold NTA—RE verify T IAIN M OT VI XDEREEMCTZAVV R, 774
NME(X false T

BX

xcp verify -nold <source ip address>:/source vol
<destination ip address>:/dest vol

PerLET

[root@localhost linux]# ./xcp verify -noid <IP address of source NFS
server>:/source vol <IP address of destination NFS server>:/dest vol

Job ID: Job 2024-04-22 07.19.41.825308 verify

49,216 scanned, 10,163 found, 9,816 compared, 9.59 KiB same data, 1.15
GiB in (234 MiB/s), 5.67 MiB out (1.13 MiB/s), 6s

49,615 scanned, 4,958 indexed, 27,018 found, 26,534 compared, 25.9 KiB
same data, 3.08 GiB in (390 MiB/s), 15.1 MiB out (1.86 MiB/s), 1lls

73,401 scanned, 34,884 indexed, 46,365 found, 45,882 compared, 44.8
KiB same data, 5.31 GiB in (420 MiB/s), 26.6 MiB out (2.12 MiB/s), 1l6s

80,867 scanned, 44,880 indexed, 63,171 found, 62,704 compared, 61.2
KiB same data, 7.23 GiB in (377 MiB/s), 36.2 MiB out (1.83 MiB/s), 21s

83,102 scanned, 69,906 indexed, 79,587 found, 79,246 compared, 77.4
KiB same data, 9.13 GiB in (387 MiB/s), 46.0 MiB out (1.95 MiB/s), 26s

Xcp command : xcp verify 10.235.122.70:/source _vol
10.235.122.86:/dest_vol

Stats : 83,102 scanned, 83,102 indexed, 100% found (82,980 have
data), 82,980 compared, 100% verified (data, attrs, mods)

Speed : 9.55 GiB in (347 MiB/s), 48.4 MiB out (1.72 MiB/s)
Total Time : 28s.

Job ID : Job 2024-04-22 07.19.41.825308 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2024-04-

22 07.19.41.825308 verify.log

STATUS : PASSED
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verify-preserve-atime

HEAL XY -preserve-atime INTX—RE verify V—ATRRICTIVEALIEARICIRTD 7 71
IWEDVZARFP$EOAVY R, o -preserve-atime /NT X—R|F. XCPFHRAEDIRIEDFICERE I NI=TTD
BICT7 72z EY FLET,

BX

xcp verify -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

PerLET

[root@clientl linux]# ./xcp verify -preserve-atime
<IP address>:/source vol <destination IP address>:/dest vol

xCcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2022-06-

30.15.29.03.686503

xcp: Job ID: Job 2022-06-30 15.29.03.723260 verify

Xcp command : xcp verify -preserve-atime <IP address>:/source vol
<destination IP address>:/dest vol Stats

110 scanned, 110 indexed, 100% found (96 have data), 96 compared, 100%
verified (data, attrs,

mods)

Speed : 4.87 MiB in (3.02 MiB/s), 160 KiB out (99.4 KiB/s) Total Time
1s.

Job ID : Job 2022-06-30 15.29.03.723260 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

30 15.29.03.723260 verify.log STATUS

PASSED

-s3.insecure DHER

ZEALEXY -s3.insecure NTA—R ¥ verify S3/NT v bDBFICHTTPSTIEA<HTTPZ{EHREY 51
EOZ

BX

xcp verify -s3.insecure hdfs:///user/test s3://<bucket name>
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PerLET

[root@clientl linux]# ./xcp verify -s3.insecure hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.04.33.301709

Job ID: Job 2023-06-08 09.04.33.301709 verify

Xcp command : xcp verify -s3.insecure hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (8.20 KiB/s), 90.8 KiB out (34.9 KiB/s)

Total Time : 2s.

Job ID : Job 2023-06-08 09.04.33.301709 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.04.33.301709 verify.log

STATUS : PASSED

verify -s3.endpoint <s3_endpoint_url>

ZEAL XY -s3.endpoint <s3_endpoint url> /NTXA—R L verify AWSI Y RRA >V bDFT AL
FDURLZS3NT v b OBERICHEELCURLTEEE TSIV R,

34

xcp verify -s3.endpoint https://<endpoint url>: s3://<bucket name>
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PerLET

[root@clientl linux]# ./xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 11.20.48.203492

Job ID: Job 2023-06-13 11.20.48.203492 verify

2 scanned, 2 found, 9.55 KiB in (1.90 KiB/s), 12.5 KiB out (2.50
KiB/s), 5s

Xcp command : xcp verify -s3.endpoint https://<endpoint url>
hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (2.28 KiB/s), 91.1 KiB out (9.72 KiB/s)

Total Time : 9s.

Job ID : Job 2023-06-13 11.20.48.203492 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.20.48.203492 verify.log

STATUS : PASSED

-s3.profile <name>DHEER

ZHEALET s3.profile INTA—RE verify SANT v FBERDODAWSI LT v L7716~
A7 7ML ZEESTSIANV Fo
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xcp verify -s3.profile <name> -s3.endpoint https://<endpoint url>:
s3://<bucket name>
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PerLET

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.05.22.412914

Job ID: Job 2023-06-08 09.05.22.412914 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (6.52 KiB/s), 91.2 KiB out (27.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-08 09.05.22.412914 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.05.22.412914 verify.log

STATUS : PASSED

[root@clientl linux]# ./xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

08 09.20.53.763772

Job ID: Job 2023-06-08 09.20.53.763772 verify

Xcp command : xcp verify -s3.profile sg -s3.endpoint
https://<endpoint url>

hdfs://<HDFS source> s3://<s3-bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 25.3 KiB in (14.5 KiB/s), 93.7 KiB out (53.8 KiB/s)

Total Time : 1s.

Job ID : Job 2023-06-08 09.20.53.763772 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

08 09.20.53.763772 verify.log

STATUS : PASSED

-s3.noverify DFER

ZERALET -s3.noverify INTAXA—RE verify AV REMFEHBAL T, S3/N\T v ~DBEHEDSSLEAE
DT 7 bR ZE/ELF T,
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3%

xcp verify -s3.noverify s3://<bucket name>
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PerLET

136

[root@clientl linux]# ./xcp verify -s3.noverify hdfs://<HDFS source>
s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP verify 2023-06-

13 10.59.01.817044

Job ID: Job 2023-06-13 10.59.01.817044 verify

Xcp command : xcp verify -s3.noverify hdfs://<HDFS source> s3://<s3-
bucket>

Stats : 8 scanned, 8 indexed, 100% found (5 have data), 5 compared,
100% verified (data)

Speed : 21.3 KiB in (5.84 KiB/s), 90.8 KiB out (24.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-06-13 10.59.01.817044 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.59.01.817044 verify.log

STATUS : PASSED

./xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> hdfs://<HDFS source> s3://<s3-bucket>

xcp: WARNING: No index name has been specified, creating one with name:
XCP_verify 2023-06-

13 11.29.00.543286

Job ID: Job 2023-06-13 11.29.00.543286 verify

15,009 scanned, 9 indexed, 1,194 found, 908 compared, 908 same data,
4.87 MiB in (980 KiB/s), 199 KiB

out (39.1 KiB/s), bs

15,009 scanned, 9 indexed, 2,952 found, 2,702 compared, 2.64 KiB same
data, 8.56 MiB in (745 KiB/s),

446 KiB out (48.7 KiB/s), 10s

15,009 scanned, 9 indexed, 4,963 found, 4,841 compared, 4.73 KiB same
data, 12.9 MiB in (873 KiB/s),

729 KiB out (55.9 KiB/s), 15s

15,009 scanned, 9 indexed, 6,871 found, 6,774 compared, 6.62 KiB same
data, 16.9 MiB in (813 KiB/s),

997 KiB out (53.4 KiB/s), 20s

15,009 scanned, 9 indexed, 8,653 found, 8,552 compared, 8.35 KiB same
data, 20.6 MiB in (745 KiB/s),

1.22 MiB out (49.3 KiB/s), 25s

15,009 scanned, 9 indexed, 10,436 found, 10,333 compared, 10.1 KiB same
data, 24.3 MiB in (754

KiB/s), 1.46 MiB out (49.8 KiB/s), 31s

15,009 scanned, 9 indexed, 12,226 found, 12,114 compared, 11.8 KiB same



data, 28.0 MiB in (751
KiB/s), 1.71 MiB out (49.7 KiB/s), 36s

15,009 scanned, 9 indexed, 14,005 found, 13,895 compared, 13.6 KiB same

data, 31.7 MiB in (756
KiB/s), 1.95 MiB out (50.0 KiB/s), 41s

15,009 scanned, 9 indexed, 14,229 found, 14,067 compared, 13.7 KiB same

data, 32.2 MiB in (102

KiB/s), 1.98 MiB out (6.25 KiB/s), 46s

Xcp command : xcp verify -s3.profile sg -s3.noverify -s3.endpoint
https://<endpoint url> <HDFS source> s3://<s3-bucket>

Stats : 15,009 scanned, 15,009 indexed, 100% found (15,005 have data),

15,005 compared, 100%

verified (data)

Speed : 33.9 MiB in (724 KiB/s), 2.50 MiB out (53.5 KiB/s)
Total Time : 47s.

Job ID : Job 2023-06-13 11.29.00.543286 verify

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.29.00.543286 verify.log

STATUS : PASSED

chmod

XCP NFS chmod AY Y R, IEESNTA LI MNIBEDOIRTOIT71ILDT 7
TIIERZ XX v B LUVOETELFT, lchmodl OV RZEFERTBICIE. E—RFE

I3 BE, NFSHA. £7/IFPOSIXINAEZZHE L TIEET Z2HELHD £9, XCP
chmod VY R, EBESIN/NADIERZBIFMNICEELE I, AT RFOHEAIC

& RAF v N7 7IILOEHEBE. EESNIMERNMEANICKRTINE T,
X

xcp chmod -mode <value> <source NFS export path>

erLET

[root@user-1 linux]# ./xcp chmod -mode <IP address>:/source vol

Xcp command : xcp chmod -mode <IP address>://source vol
Stats : 6 scanned, 4 changed mode

Speed : 1.96 KiB in (2.13 KiB/s), 812 out (882/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux] #
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IOFKIC. ZTRLET chmod /INT X—R & ZDIE,

INT A=K B

<<nfs_chmod_exclude,chmod -exclude filter> TAINRIC—HTRIT7AILETa LI RUZEBRANL
=N

chmod-match TANRI—HTBZIT7AINETA LI M) DAHZAL
BLEY,

<<nfs_chmod_reference,chmod -reference reference> BBINZ3 771 ILFIETas LI FNURA > L&
ELEI,

chmod -v MIBISNI=IRTDA TSV bOHINEREL F
ER

chmod -exclude <filter>

ZERALFET -exclude <filter> /NTX—AR Y chmod 74N RIC—HTB T 7AILeTo LI M) %R
Negza<TR,

3%

xcp chmod -exclude <filter> -mode <value> <source NFS export path>

PerLET

[rootQuser-1 linux]# ./xcp chmod -exclude "fnm('3.img')" -mode 770
101.11.10.10:/s_v1/D3/

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chmod -exclude fnm('3.img') -mode 770
101.11.10.10:/s _v1/D3/

Stats : 5 scanned, 1 excluded, 5 changed mode

Speed : 2.10 KiB in (7.55 KiB/s), 976 out (3.43 KiB/s)

Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod-match <filter>

EERALET -match <filter> /NTA—AR Y chmod 744N RI—HTBD T 71T LI NI DH%E
WMIBT 3TV R,

3%

xcp chmod -match <filter> -mode <value> <source NFS export path>
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PerLET

[root@user-1 linux]# ./xcp chmod -match "fnm('2.img')" -mode 777
101.11.10.10:/s_v1/D2/

Filtered: 1 matched, 5 did not match

Xcp command : xcp chmod -match fnm('2.img') -mode
101.11.10.10:/s _v1/D2/
Stats : 6 scanned, 1 matched, 2 changed mode

Speed : 1.67 KiB in (1.99 KiB/s), 484 out (578/s)
Total Time : Os.
STATUS : PASSED

[root@user-1 linux]

chmod!) 7 7 L > X <reference>

HEHALFET -reference <reference> /INTAXA—HR ¥ chmod AVY Y RZEFERL T, &8
FETaLIRMIRA M EIBELE T,

Gk

3%

xcp chmod -reference <reference> <source NFS export path>

PlerLET

[root@Quser-1 linux]# ./xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt

102.21.10.10:/s _v1/D2/

Xcp command : xcp chmod -reference 101.11.10.10:/s v1/D1/1.txt
102.21.10.10:/s_v1/D2/

Stats : 6 scanned, 6 changed mode

Speed : 3.11 KiB in (3.15 KiB/s), 1.98 KiB out (2.00 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chmod -v

ZEALET -v/NTA—R L chmod WIBEINTcIARTOA Tz 7 bOENZLR—FT2ITUR,

nd37r71J)L
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3%

chmod -mode <value> -v <source NFS export path>

PerLET

[root@user-1 linux]# ./xcp chmod -mode 111 -v file:///mnt/s v1/D1l/

mode
mode
mode
mode
0777

of
of
of
of
to

'file:///mnt/s_v1/Dl' changed from 0777 to 0111

'file:///mnt/s v1/D1/1.txt' changed from 0777 to 0111
'file:///mnt/s_v1/Dl/softlink 1.img' changed from 0777 to 0111
'file:///mnt/s_v1/Dl/softlink to hardlink 1.img' changed from
0111 mode

of 'file:///mnt/s v1/Dl1/1.img' changed from 0777 to 0111
mode of 'file:///mnt/s v1/Dl/hardlink 1.img' changed from 0777 to 0111

mode

of

'file:///mnt/s v1/D1/1.imgl' changed from 0777 to 0111
Xcp command : xcp chmod -mode 111 -v file:///mnt/s v1/D1l/ Stats : 7

scanned,

9

changed mode

Speed : 0 in (0/s), 0 out (0/s)
Total Time : Os.
STATUS PASSED

[root@user-1 linux]#

chown

XCP NFS chown AYX Y RIE. EELIET A LI MIBEDITRTOT 71 ILDOFREME
HEAX v LTEELE I, o chown A2 RICIE. NFSHEE F7-IZPOSIX/N X %=
Y LTIEETIHNENLHD F£9, xcp chownld. FEESTNI/NIADFABEEZBIRMICE

BLEXY, o

ERS
3%

chown AX Y RIF. 7717IILDZEEEN-2—ID (UID) #&RR-LZF

xcp chown -user/-group <user-name/group-name> <source NFS export path>
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PerLET

[root@user-1 linux]# ./xcp chown -user user2 -v
101.101.10.110:/s_v1l/smaple set/Dl

Sat Apr 2 23:06:05 2022

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl from 1001:0 to
1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/D1/1.txt from
1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/Dl/softlink 1.img
from 1001:0 to 1004:0

changed ownership of 101.101.10.110:/s vl/smaple set/D1/1.img from
1001:0 to 1004:0

changed ownership of 101.101.10.110:/s _vl/smaple set/Dl/hardlink 1.img
from 1001:0 to 1004:0

changed ownership of
101.101.10.110:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from

1001:0 to

1004:0

Xcp command : xcp chown -user user?2 -v
101.101.10.110:/s_v1l/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.82 KiB/s), 1.11 KiB out (923/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

IDOFTIC, ZRLET chown /INTX—R EZFDIRE,

INTAX—=% Bz

<<nfs_chown_exclude,chown-exclude filter> T4 IR C—RTBT71ILETa LT FNIUERAL
=N

<<nfs_chown_match,chown-match filter> TAIINRIC—BTB3T7AILETA LT NUDAHZEAL
EBLET,

<<nfs_chown_group,chown-group group> Y — 2 TLinuxZJL—7ID (GID) Z{/EL £,

<<nfs_chown_user,chown-user user> Y — X TLinux UDZEREL £9

<<nfs_chown_user_from,chown-user-from UDEZELXY,

user_from>

<<nfs_chown_group_from,chown-group-from GIDEZELFT,

group_from>

141



NTA—=H

58

<<nfs_chown_reference,chown-reference reference> BB N3 T 7AILZXHIZTFaoL I NIURAY hELE

chown-v

chown-exclude <filter>

=

ELFT,

MIBESNcIRTOAT DV bOHAZHREL F
ER:

HEALFET -exclude <filter> /NTA—HRE chown 71 IINRIC—BTB3T771ILET4 LT M) ZER

NgBITUK,

3%

xcp chown -exclude <filter> -user <user name> <source NFS export path>

PeRrLET

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?

101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/Dl
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.
STATUS : PASSED

[root@user-1 linux]#

chown-match <filter>

ZEALFEFT -match <filter> /INTX—HE chown 74 INAIC—BTDT7AILETA LI MDA E

MBI ZITU R,

34

xcp chown -match <filter>
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PerLET

[root@user-1 linux]# ./xcp chown -exclude "fnm('l.img')" -user user?

101.101.10.210:/s_v1l/smaple set/Dl

Excluded: 1 excluded, 0 did not match exclude criteria

Xcp command : xcp chown -exclude fnm('l.img') -user
user2101.101.10.210:/s_vl/smaple set/D1
Stats : 5 scanned, 1 excluded, 5 changed ownership

Speed : 2.10 KiB in (1.75 KiB/s), 976 out (812/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown-group <group>

ZERA L X9 -group <group> /N T X—A& & chown VY — X TLinux GID%Z

574

xcp chown -match <filter> -user <user name> <source NFS export path>

erLET

[root@Quser-1 linux]# ./xcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xXcp chown -group groupl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (1.92 KiB/s), 1.11 KiB out (974/s)
Total Time : 1s.

STATUS : PASSED

[root@user-1 linux]#

chown-user <user>

ZEALET -user <user>/NTX—A Y chown VY —XTLinux UD%ZERET DAY K,

3%

XCcp chown -user -user <user name> <source NFS export path>

RETHIANUE,
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PerLET

[root@user-1 linux]# ./xcp chown -user userl
102.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user userl 102.101.10.210:/s_vl/smaple set/Dl
Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (3.12 KiB/s), 1.11 KiB out (1.55 KiB/s)

Total Time : Os.

STATUS : PASSED

[rootQuser-1 linux]#

chown-user -<user_from>H'5

ZEALEXT -user-from <user from> /NTX—RE chown UDZZEFTZIVVE,

34

xcp chown -user-from userl -user <user name> <source NFS export path>

erLET

[root@user-1 linux]# ./xcp chown -user-from userl -user user?
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -user-from userl -user user?
102.108.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.44 KiB/s), 1.11 KiB out (1.21 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown-group -<group_from>H'5
ZERALF Y —-group-from <group from> /NTX—H ¥ chown GIDZZEYT STV R,

BX

xcp chown -group-from <group name> -group <group name> <source NFS export
path>
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PerLET

[root@user-1 linux]# ./xcp chown —-group-from groupl -group group2
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -group-from groupl -group group?2
101.101.10.210:/s_vl/smaple set/D1

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (4.99 KiB/s), 1.11 KiB out (2.47 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown-reference <reference>

HERALZET -reference <reference> /NTA—HR ¥ chown IN¥ YV RZFERAL T, EBINZT771)L
FrlgTa LRI M EIBELE T,

(34

xcp chown -reference <reference> <source NFS export path>

PlerLEd

[root@user-1 linux]# ./xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Xcp command : xcp chown -reference
101.101.10.210:/s_vl/smaple set/D2/2.img
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 3.11 KiB in (6.25 KiB/s), 2.01 KiB out (4.05 KiB/s)
Total Time : Os.

STATUS : PASSED

[root@user-1 linux]#

chown-v

ZEALET -v/NTRA—RE chown BTN ITARTOA TPz bOEAZLR—bT35IT2R,
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3%

xcp chown -user-from <user name> -v -user <user name> <source NFS export
path>

PlerLEd

[root@user-1 linux]# ./xcp chown -user-from user2 -v -user userl
101.101.10.210:/s_vl/smaple set/Dl

changed ownership of 101.101.10.210:/s vl/smaple set/Dl1 from 1004:1003
to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/D1/1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s _vl/smaple set/D1/1.txt from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/softlink 1.img
from 1004:1003 to

1001:1003

changed ownership of
101.101.10.210:/s_vl1l/smaple set/Dl/softlink to hardlink 1.img from
1004:1003 to 1001:1003

changed ownership of 101.101.10.210:/s vl/smaple set/Dl/hardlink 1.img
from 1004:1003 to

1001:1003

Xcp command : xcp chown -user-from user?2 -v -user userl
101.101.10.210:/s_v1l/smaple set/Dl

Stats : 6 scanned, 6 changed ownership

Speed : 2.25 KiB in (2.02 KiB/s), 1.11 KiB out (1.00 KiB/s)

Total Time : 1s.

STATUS : PASSED
[root@user-1]

aJ4>>

NFS logdump OAX > Rk, BfTIDEAIZP 3 TIDICESVWTOI 2 T IILA2) VT
L. .zipIREDTAL I MVICHBZ T 706 o .zip Z7AILDZEIA. AX VR
TERALERTIDEIZ 3 7IDEFELTY,
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3%

xcp logdump -m <migration ID>
xcp logdump -j <job ID>
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PerLET

[root@clientl xcp nfs]# xcp logdump -j Job 2022-06-
14 21.49.28.060943 scan

xcp: Job ID: Job 2022-06-14 21.52.48.744198 logdump

Xcp command : xcp logdump -j Job 2022-06-14 21.49.28.060943 scan
Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.52.48.744198 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.52.48.744198 logdump.log

STATUS : PASSED

[root@client xcp nfs]# 1ls Job 2022-06-14 21.49.28.060943 scan
Job 2022-06-14 21.49.28.060943 scan.log supplementary
[root@clientl xcp nfs]# 1ls Job 2022-06-

14 21.49.28.060943 scan/supplementary/

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp_history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job_idx 2022-06
14 21.48.00.085869 sync.log

[root@clientl xcp nfs]#

[root@clientl xcp nfsl# ./xcp logdump -m idx

xcp: Job ID: Job 2022-06-14 21.56.04.218977 logdump

Xcp command : xcp logdump -m idx

Stats

Speed : 0 in (0/s), 0 out (0/s)

Total Time : Os.

Job ID : Job 2022-06-14 21.56.04.218977 logdump

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2022-06-

14 21.56.04.218977 logdump.log

STATUS : PASSED

[root@clientl xcp nfs]# 1ls idx

Job idx 2022-06-14 21.46.05.167338 copy.log Job idx 2022-06-
14 21.47.41.868410 sync.log

xcp history.json

Job idx 2022-06-14 21.46.35.134294 sync.log Job idx 2022-06-
14 21.48.00.085869 sync.log
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HIBR
XCP NFS delete AY Y RIE. EEELIENARNDIARTOHDEHIFRLE T,
37

xcp delete <NFS export path>
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PerLET

[root@localhost ]# /xcp/linux/xcp delete <IP address of destination
NFSserver>:/dest vol

WARNING: You have selected <IP address of destination NFS
server>:/dest vol for

removing data.Data in this path /dest vol will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in <IP address of destination NFS
server>:/dest vol

31,996 scanned, 5,786 removes, 3 rmdirs, 8.27 MiB in (1.65 MiB/s), 1.52
MiB out (312

KiB/s), b5s

40,324 scanned, 19,829 removes, 22 rmdirs, 12.2 MiB in (799 KiB/s),
3.89 MiB out

(485 KiB/s),10s

54,281 scanned, 32,194 removes, 2,365 rmdirs, 17.0 MiB in (991 KiB/s),
6.15 MiB out

(463 KiB/s),15s

75,869 scanned, 44,903 removes, 4,420 rmdirs, 23.4 MiB in (1.29 MiB/s),
8.60

MiB out (501KiB/s), 20s

85,400 scanned, 59,728 removes, 5,178 rmdirs, 27.8 MiB in (881 KiB/s),
11.1 MiB out

(511 KiB/s),25s

106,391 scanned, 76,229 removes, 6,298 rmdirs, 34.7 MiB in (1.39
MiB/s), 14.0

MiB out (590KiB/s), 30s

122,107 scanned, 93,203 removes, 7,448 rmdirs, 40.9 MiB in (1.24
MiB/s), 16.9

MiB out (606KiB/s), 35s

134,633 scanned, 109,815 removes, 9,011 rmdirs, 46.5 MiB in (1.12
MiB/s), 20.0

MiB out (622KiB/s), 40s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (288
KiB/s), 21.4

MiB out (296KiB/s), 45s

134,633 scanned, 119,858 removes, 9,051 rmdirs, 47.9 MiB in (0/s), 21.4
MiB out (0/s), 50s

134,633 scanned, 121,524 removes, 9,307 rmdirs, 48.2 MiB in (51.7
KiB/s), 21.7

MiB out (49.5KiB/s), 55s

Xcp command : xcp delete <IP address of destination NFS

server>:/dest voll34,633 scanned, 0 matched, 134,632 delete
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0 error
Speed : 48.7 MiB in
(396 KiB/s)Total Time :
STATUS : PASSED

items,
(869 KiB/s),
57s.

MOFKIC. ZTRLET delete INTX—R EZFDIRE,

INTA—H

delete-match

delete-force

delete-removetopdir

HIBR-FRS

delete-parallel

delete-preserve-atime

<<nfs_delete_loglevel,delete-loglevel name >

-s3.insecure D YR

delete -s3.endpoint

<<nfs_delete_s3 profile,-s3.profile D Hlf&
profile_name >

-s3.noverify D HlI R

Delete-Match <filter>

22.

2 MiB out

58

TANRN—BTET7AINETA LI M) DHEL
EBLEY,

FESRE I ICHIFRL £ 95
FT4LIMIBEOTT LI M) ZHIBRLE T,

TANRN—BTEZT 71T LI MUZRRAL
9,

BRAERNYF 7O EBELEFT (F74I/LK
17 o

T7AIINEREITALIMN)DT7 V2 AERERFL
9 (F7aI) b :false) o

OJLARNILERELX T, FEAABERLANILIE
INFO. DEBUGTY (77 #JLk JINFO) ,

SINT Y FDBEICHTTPSD O D ICHTTPZ EH
TR3F T3 ERHLET,

Amazon Web Services (AWS) TV RRA > DT
7 #)L FDOURLZE, S3NYT vy MEERICIEEL
J2ZURLTEEZLES,

SINT W FDOBEBICAWSIZ LTV vILT71)L
hreO7 71l x8ELEX T,

S3INT v MBEDSSLIEERZD T 7 # )L  DIREE%
FESLET,

HERALEXY -match <filter> /NTX—R Y delete 74 INRIC—RTB T 71T LI N) DA%

MIBFZIATVR,

3%

xcp delete -match <filter> <NFS export path>
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PerLET

[root@clientl linux]# ./xcp delete -match "fnm('XCP copy 2023-04-
25 05.51.28.315997")" 10.101.10.101:/xcp catalog

Job ID: Job 2023-04-25 06.10.29.637371 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path

/xcp_catalog will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in 10.101.10.101:/xcp catalog
Xcp command : xXcp delete -match fnm('XCP copy 2023-04-

25 05.51.28.315997")

10.101.10.101:/xcp_catalog

Stats : 209 scanned, 14 matched, 12 removes, 2 rmdirs
Speed : 58.9 KiB in (18.6 KiB/s), 8.25 KiB out (2.60 KiB/s)
Total Time : 3s.

Job ID : Job 2023-04-25 06.10.29.637371 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.10.29.637371 delete.log

STATUS : PASSED

delete-force

HERALET -force INTA—R Y delete FEERETICHIBRT 2 IY >V K,

34

xcp delete —-force <NFS export path>
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[root@clientl linux]# ./xcp delete -force
10.101.10.101:/xcp _catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Job ID: Job 2023-04-25 06.11.30.584440 delete

WARNING: You have selected
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910 for removing data. Data in this path
/xcp_catalog/catalog/indexes/XCP copy 2023-04-25 05.53.58.273910 will
be deleted.

Recursively removing data in
10.101.10.101:/xcp_catalog/catalog/indexes/XCP copy 2023-04-
25 05.53.58.273910

Xcp command : xcp delete -force
110.101.10.101:/xcp_catalog/catalog/indexes/XCP_copy 2023-04-
25 05.53.58.273910

Stats : 14 scanned, 12 removes, 1 rmdir

Speed : 6.44 KiB in (4.73 KiB/s), 3.59 KiB out (2.64 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 06.11.30.584440 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.11.30.584440 delete.log

STATUS : PASSED

[root@client-1 linux] #

delete-removetopdir

ZHEALET -removetopdir INT XA —R Y delete AX Y REFERALT. FTa4L 2 N)ESTTa LY
M) ZHIBRLE T,

534

xcp delete -force -loglevel <name> -removetopdir <NFS export path>
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PerLET

[root@clientl linux]#
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.

./xcp delete -force -loglevel DEBUG -removetopdir

218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for removing

data.
/temp7/user9 will be deleted.

Data in this path

Recursively removing data in 10.

50,500 scanned,
(547 KiB/s), 5s
85,595 scanned,
(806 KiB/s), 10s

16,838 removes,

43,016 removes,

1.01M scanned, 999,771 removes,
153 MiB out (922
KiB/s), 3m6s

Xcp command xcp delete -force
10.101.10.101:/temp7/user9
Stats 1.01M scanned,
Speed 326 MiB in
Total Time 3m8s.
Job ID
Log Path
25 08.03.38.218893 delete.log
STATUS PASSED

[root@clientl linux]#

<filter>% H|FR-FRH

ZERALET -exclude <filter> /INTX—HR Y delete 74 I RIC—RTZ T 7AILETa LI ) ZERR
NgZaAT R,

BX

xcp delete -force -exclude <filter>

154

1.01M removes,
(1.73 MiB/s),

101.10.101:/temp7/user9
11.5 MiB in (2.27 MiB/s), 2.70 MiB out

21.5 MiB in (1.97 MiB/s), 6.70 MiB out

1,925 rmdirs, 324 MiB in (1.42 MiB/s),

-loglevel DEBUG -removetopdir

2,041 rmdirs

155 MiB out (842 KiB/s)

Job 2023-04-25 08.03.38.218893 delete
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

<NFS export path>



PerLET

[root@clientl linux]# ./xcp delete -force -exclude "fnm('USER5')"
10.101.10.101:/temp7/user2/

Job ID: Job 2023-04-25 07.54.25.241216 delete

WARNING: You have selected 10.101.10.101:/temp7/user?2 for removing
data. Data in this path

/temp7/user2 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user2

29,946 scanned, 1 excluded, 6,492 removes, 977 rmdirs, 7.42 MiB in
(1.48 MiB/s), 1.54 MiB out

(316 KiB/s), 5s

Xcp command : xcp delete -force -exclude fnm('USER5')
10.101.10.101:/temp7/user2/

Stats : 29,946 scanned, 1 excluded, 28,160 removes, 1,785 rmdirs
Speed : 10.6 MiB in (1.18 MiB/s), 5.03 MiB out (574 KiB/s)

Total Time : 8s.

Job ID : Job 2023-04-25 07.54.25.241216 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 07.54.25.241216 delete.log

STATUS : PASSED

[root@clientl linux]#

Delete-Parallel <n>

ZHEALET -parallel <n> /NTA—R Y delete AX Y REFEHALT. ERNYF Ot X0OaA#%
BELEY, 774 MEIZTTY,

3%

xcp delete —-force -parallel <n> -match <filter> <NFS export path>
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[root@clientl linux]# ./xcp delete -force -parallel 8 -match
"fnm('2023-04-25 05.49.26.733160*"')" 10.101.10.101:/xcp catalog/

Job ID: Job 2023-04-25 06.15.27.024987 delete

WARNING: You have selected 10.101.10.101:/xcp catalog for removing
data. Data in this path /xcp catalog will be deleted.
Recursively removing data in 10.101.10.101:/xcp catalog

Xcp command : xcp delete -force -parallel 8 -match fnm('2023-04-
25 05.49.26.733160*")

10.101.10.101:/xcp_catalog/

Stats : 182 scanned, 1 matched, 1 remove

Speed : 50.0 KiB in (115 KiB/s), 5.45 KiB out (12.5 KiB/s)

Total Time : Os.

Job ID : Job 2023-04-25 06.15.27.024987 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

25 06.15.27.024987 delete.log

STATUS : PASSED

[root@clientl linux]#

delete-preserve-atime

HEAL XY -preserve-atime <preserve-atime> /NTA—R Y delete AV REZFEHALT. 7740
WELERETAL I M)DT7 7 REEZFRFLET. T7 4L MEIS false T,

534

xcp delete -force -preserve-atime <NFS export path>
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[root@clientl linux]# ./xcp delete -force -preserve-atime
<IP address>:/temp7/user2/

Job ID: Job 2023-04-25 07.55.30.972162 delete

WARNING: You have selected <IP address>:/temp7/user2 for removing data.
Data in this path

/temp7/user2 will be deleted.

Recursively removing data in <IP address>:/temp7/user?2
Xcp command : xcp delete -force -preserve-atime

<IP address>:/temp7/user2/

Stats : 256 scanned, 255 rmdirs

Speed : 199 KiB in (108 KiB/s), 75.7 KiB out (41.1 KiB/s)
Total Time : 1s.

Job ID : Job 2023-04-25 07.55.30.972162 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 07.55.30.972162 delete.log

STATUS : PASSED

[root@client-1 linux]#

delete-loglevel <name>

ZEALEXY -loglevel <name> /NTX—R Y delete AT LRI ZRET DAV R, FERAAELZLA
JUIZINFOB LUDEBUGT Y, T 74N MDLARILIK TEHRI T,

534

xcp delete —-force -loglevel DEBUG -removetopdir <NFS export path>
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PerLET

[root@clientl linux]# ./xcp delete -force -loglevel DEBUG
10.101.10.101:/temp7/user9

Job ID: Job 2023-04-25 08.03.38.218893 delete

WARNING: You have selected 10.101.10.101:/temp7/user9 for
data. Data in this

path /temp7/user9 will be deleted.

Recursively removing data in 10.101.10.101:/temp7/user9
50,500 scanned, 16,838 removes, 11.5 MiB in (2.27 MiB/s),
(547 KiB/s), 5s

85,595 scanned, 43,016 removes, 21.5 MiB in (1.97 MiB/s),
(806 KiB/s),

10s

1.01M scanned, 999,771 removes, 1,925 rmdirs, 324 MiB in
153 MiB out
(922 KiB/s), 3m6s

-removetopdir

removing

2.70 MiB out

6.70 MiB out

(1.42 MiB/s),

Xcp command : xcp delete -force -loglevel DEBRUG -removetopdir

10.101.10.101:/temp7/user9

Stats : 1.01M scanned, 1.01M removes, 2,041 rmdirs
Speed : 326 MiB in (1.73 MiB/s), 155 MiB out (842 KiB/s)
Total Time : 3m8s.

Job ID : Job 2023-04-25 08.03.38.218893 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
25 08.03.38.218893 delete.log

STATUS : PASSED

[root@client-1 linux]#

-s3.insecure DHIR

ZEALET -s3.insecure /INTX—H ¥ delete SINT Y FDBEICHTTPSTIZA<HTTPRERT 21

N>R,
3%

xcp delete -s3.insecure s3://bucketl
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[rootQclientl linux]# ./xcp delete -s3.insecure s3:// bucketl

Job ID: Job 2023-06-08 08.51.40.849991 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucketl

Xcp command : xcp delete -s3.insecure s3://bucketl
Stats : 8 scanned, 6 s3.objects, 6 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 5s.

Job ID : Job 2023-06-08 08.51.40.849991 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.51.40.849991 delete.log

STATUS : PASSED

delete-s3.endpoint <s3_endpoint_url>

ZEAL XY -s3.endpoint <s3 endpoint url>/NTXA—H L delete AWST Y RRA >V bDFTT AL
hDURLZSINT v b DBERICIEELAAURLTEZEIHIT K,

34

xcp delete -s3.endpoint https://<endpoint url>: s3://bucket
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PerLET

[root@clientl linux]# ./xcp delete -s3.endpoint https://<endpoint url>:
s3://xcp-testing

Job ID: Job 2023-06-13 11.39.33.042545 delete

WARNING: You have selected s3://xcp-testing for removing data. Data in
this path //xcp-testing

will be deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://xcp-testing

Xcp command : xcp delete -s3.endpoint https://<endpoint url>: s3://xcp-
testing

Stats : 8 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 4s.

Job ID : Job 2023-06-13 11.39.33.042545 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 11.39.33.042545 delete.log

STATUS : PASSED

-s3.profile <name>DH!IR

ZEALEXYT s3.profile /INTX—R Y delete S3ANT Y MBEBRDAWSI LT Vv ILT71ILD 6T

O771ILEZEET ST R,

(34

xcp delete -s3.profile sg -s3.endpoint https://<endpoint url>:
s3://bucket
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[root@clientl linux]# ./xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3://bucket

Job ID: Job 2023-06-08 08.53.19.059745 delete

WARNING: You have selected s3://bucket for removing data. Data in this
path //bucket will be deleted.

Are you sure you want to delete (yes/no): yes
Recursively removing data in s3://bucket

1 scanned, 0 in (0/s), 0 out (0/s), 5s

Xcp command : xcp delete -s3.profile sg -s3.endpoint
https://<endpoint url>: s3:/ bucket

Stats : 7 scanned, 5 s3.objects, 5 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 9s.

Job ID : Job 2023-06-08 08.53.19.059745 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-
08 08.53.19.059745 delete.log

STATUS : PASSED

-s3.noverify D ¥

ZERAL XY -s3.noverify INTX—R L delete ANV Y RZEHBHAL T, S3/\7 v b DBEEHDSSLAAE
DT 7 #I DG ZEEL £

34

xcp delete -s3.noverify s3://bucket
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[root@client-1 linux]# ./xcp delete -s3.noverify s3://bucketl

Job ID: Job 2023-06-13 10.56.19.319076 delete

WARNING: You have selected s3://bucketl for removing data. Data in this
path //bucketl will be

deleted.

Are you sure you want to delete (yes/no): yes

Recursively removing data in s3://bucketl

2,771 scanned, 0 in (0/s), 0 out (0/s), 5s

9,009 scanned, 9,005 s3.objects, 2,000 s3.removed, 0 in (0/s), 0 out
(0/s), 10s

Xcp command : xcp delete -s3.noverify s3://bucketl

Stats : 9,009 scanned, 9,005 s3.objects, 9,005 s3.removed

Speed : 0 in (0/s), 0 out (0/s)

Total Time : 15s.

Job ID : Job 2023-06-13 10.56.19.319076 delete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-06-

13 10.56.19.319076 _delete.log

STATUS : PASSED

R RRSE

XCP NFS estimate AX Y REFERATRE. V—ADNSTRATA R —2 I IADR—
254 AE—0OFMERBEZBREHZ3 N TEFXY, CPU. RAM. Xy FTO—20, #
DMDINTA—=R7G ., BEFAARBIRNTOIRATLIY —XZFERBLT. R—2X
ZA4YAE—IWRET I3 X TOHERFBINIHARINE T, ZFHATETEXY -target I
>IN AE-NIEBZRAKB L CEERBEZEIE 547> a3,

3%

xcp estimate -id <name>

162



PerLET

[root@client-01 linux]# ./xcp estimate -t 100 -id estimate(0l -target
10.101.10.10:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.10.10:/tempd"' to

'10.101.10.10:/temp8"'...

estimate regular file copy task completed before the 1m40s duration
0 in (0/s), 0 out (0/s), 5s

0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.10:/temp8’'

based on a 1m40s live test:
5.3s

Xcp command : xcp estimate -t 100 -id estimatel0l -target

10.101.12.10:/temp8
Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED
[root@client-01linux]#

MOFKIC. ZTRLET estimate INTXA—X & FDOHE,

INT A=A

<<nfs_estimate_id,estimate-id name >
BERBE-FAHEY b

estimate-target
<<nfs_estimate t, 18 BREZE-t/s /m/h]>
<<nfs_estimate_bs, #I&E B f&=- bs[k]>
<<nfs_estimate_dircount,estimate-dircount[k]>

estimate-preserve-atime

Bz

FIEIDO A —FIERF v A>T v I ROAZOY
Z2EEELET,

WIHBOFAHE Y FEFERLT. RX Mr— R %
WMELEY (F74ILE11),

AT TALAE—ICERTZE—T Y b eiEELE
ER

SAT7TFAMIAE—DHB%ZEIEELEXY (772K
:5m) o

SARD/EFTAATOVv I IEBELET (5
T A4ILE 64K) o

FT4LI M) ZGANBT-ODERY 1 X%IBEL F
3 (F74Ibk 64K ©

T77A4IWVEREFTA LM77 XBERE%EFREFL
F9 (F74J) b :False) o
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INTA—R Bl
<<nfs_estimate_loglevel,estimate-loglevel name > OJLANIIWEHRELFEFT. FEHRABBEDLANILIE
INFO. DEBUGTY (T 7#JL bk 1 INFO) o

BIE RHEZEID <name>

HERALET -id <name> INTAX—H ¥ estimate F7A4INRIC—BHITBD T 71T LI NI EBFRANTS
v N

538

xcp estimate -id <name>

PerLET

[root@clientl linux]# ./xXcp estimate -id csdata0ll

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

Job ID: Job 2023-04-20 12.59.31.260914 estimate

== Best-case estimate to copy ‘data-set:/userlgiven 1 gigabit of
bandwidth ==

112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id csdatall

Estimated Time : 10d13h

Job ID : Job 2023-04-20 12.59.31.260914 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 12.59.31.260914 estimate.log

STATUS : PASSED

xcp: WARNING: XCP catalog volume is low on disk space: 99.99% used,
62.0 MiB free space.

[root@clientl linux]#

BEHD-FHE v b<n>

EFEALET -gbit <n> /NTA—HE estimate NA ST —XEEZHEEITZIYUR (FI7AILE 1
) o COATavIE. -target S 3>

BX

xcp estimate -gbit <n> -id <name>
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[root@client-01 linux]# ./xcp estimate -gbit 10 -id estimateOl

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.12.28.453735 estimate

== Best-case estimate to copy '10.101.12.11:/temp4' given 10 gigabits
of bandwidth ==

0 of data at max 1.25 GiB/s: at least 0.0s

Xcp command : xcp estimate -gbit 10 -id estimateOl

Estimated Time : 0.0s

Job ID : Job 2023-04-12 08.12.28.453735 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.12.28.453735 estimate.log

STATUS : PASSED

[root@client-01linux]#

BE REE-BiZ<path>

ZHEALET -target <path> /NTA—AR Y estimate AT T A MIE—IZERTZX2—7 v b %IEE
35X,

3%

xcp estimate -t 100 -id <name> -target <path>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target
10.101.12.11:/temp8

xcp: WARNING: your license will expire in less than 10 days! You can
renew your license at https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4' to '10.101.12.11:/temp8'...

estimate regular file copy task completed before the 1m40s duration
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

& B FEE-t <n[s|m|h]>

ZEALFEFT -t <n[s|m|h]>/NTAXA—HR ¥ estimate AV REFEHRALT. S/ 7FX MAE—DHRE%
FBELEXYT, T 74 MEIZEMTY,

X

xCcp estimate -t <n[s|m|h]> -id <name> -target <path>
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[root@client-01 linux]# ./xcp estimate -t 100 -id estimate0l -target

10.101.12.12:/temp8

xcp: WARNING: your license will expire in less than 10 days!
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-12 08.09.16.126908 estimate

Starting live test for 1m40s to estimate time to copy
'10.101.12.11:/temp4d"' to

'10.101.12.12:/temp8'...

estimate regular file copy task completed before the 1m40s duration

0 in (0/s), 0 out (0/s), 5s
0 in (0/s), 0 out (0/s), 10s

Estimated time to copy '10.101.12.11:/temp4' to '10.101.12.12:/temp8’

based on a 1m40s live
test: 5.3s

Xcp command : xcp estimate -t 100 -id estimatell -target
10.101.12.11:/temp8

Estimated Time : 5.3s

Job ID : Job 2023-04-12 08.09.16.126908 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
12 08.09.16.126908 estimate.log

STATUS : PASSED

[root@client-01linux]#

BtE RfEZ- BS <n[k]>

ZHEALET -bs <n[k]>/NTA—RE estimate iAW D/EFTAATOVIHA I EIBET S ITY

Ko 77 #)L MEIFB4KT T,

3%

Xcp estimate -id <name> -bs <n[k]>
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[root@clientl linux]# ./xcp estimate -id estimate0l -bs 128k

xcp: WARNING: your license will expire in less than 7 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-24 08.44.12.564441 estimate

63.2 KiB in (12.5 KiB/s), 2.38 KiB out (484/s), 5s

== Best-case estimate to copy 'xxx' given 1 gigabit of bandwidth ==
112 TiB of data at max 128 MiB/s: at least 10d13h

Xcp command : xcp estimate -id estimate(0l -bs 128k

Estimated Time : 10d13h

Job ID : Job 2023-04-24 08.44.12.564441 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

24 08.44.12.564441 estimate.log

STATUS : PASSED

[root@clientl linux]#

estimate-dircount <n[k]>

HEALFET -dircount <n[k]>/NTAX—H ¥ estimate T4 LT M) EHRANRDI=DICERINI-H A
AZBETHIAYE. TT7 4L MEIFBAKT T,

34

xcp estimate -id <name> -dircount <n[k]> -t <n> -target <path>
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[root@clientl linux]#
-target <path>

xcp: WARNING: your license will expire in less than 11 days!

renew your license at

https://xcp.netapp.com

xcp: WARNING: XCP catalog volume is low on disk space:
61.6 MiB free space.

Job ID: Job 2023-04-20 13.03.46.820673 estimate
Starting live test for 5mOs to estimate time to
to “<path>"...

1,909 scanned,

Copy

126 copied, 2 giants, 580 MiB in

(115 MiB/s),

./xcp estimate -id csdataOl -dircount 128k -t 300

You can

99.99% used,

‘data-set:/userl

451 MiB

out (89.5 MiB/s), bs
1,909 scanned, 134 copied, 2 giants, 1.23 GiB in (136 MiB/s), 1015 MiB
out (112 MiB/s), 10s
1,909 scanned, 143 copied, 2 giants, 1.88 GiB in (131 MiB/s), 1.54 GiB
out (113 MiB/s), 1b5s

7,136 scanned, 2,140 copied, 4 linked, 8 giants, 33.6 GiB in (110

MiB/s), 32.4 GiB out
MiB/s), 4mb57s

Sample test copy completed for, 300.03s
(-7215675436.180/s), 0 out (-6951487617.036/s),
610 KiB in (121 KiB/s), 76.9 KiB out
Estimated time to copy ‘data-set:/userlto

(110

0 in

2,186 scanned,

on a bmOs live test:
7d6h

Xcp command
10.101.12.11:/maprll

Estimated Time 7d6h

Job ID Job 2023-04-20 13.03.46.820673 estimate
Log Path
20 13.03.46.820673 estimate.log
STATUS PASSED

xcp: WARNING: XCP catalog volume is low on disk space:

61.6 MiB free space.
[root@clientl linux]#

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

5m2s
(15.3 KiB/s),
'10.01.12.11:/maprll' based

5m7s

xcp estimate -id csdatall -dircount 128k -t 300 -target

99.99% used,
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BERBEE-/NS L )l<n>

ZEAL XY -parallel <n> /NTA—RE estimate AV Y RZFEBLT. ERNYF 7O XDZAEK
ZIRELEX T, T 74/ MEIZTTTY,

34

xcp estimate -loglevel <name> -parallel <n> -id <name>

erLET

[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel
Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

estimate-preserve-atime

ZHEHAL XY -preserve-atime /NTX—AR Y estimate AX Y REFEALT. 770IILEEIEFTaL Ok
D70 AREZH®RELE T, 77 4/ MBI false TY,

3%

xcp estimate -loglevel <name> -preserve-atime -id <name>
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root@clientl linux]# ./xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

xcp: WARNING: your license will expire in less than 11 days! You can
renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.19.04.050516 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt' given 1
gigabit of bandwidth

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -preserve-atime -id
estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.19.04.050516 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-

20 11.19.04.050516 estimate.log

STATUS : PASSED

[root@clientl linux]#

BEREE-O0J L ANJLD<name>

ZHEHALEXY -loglevel <name> /NTX—R Y estimate OJ LARNILEZHREST DAV R, ERAIEERL

NIJLIZINFOB LUDEBUGT Y, T 74 DL ALK TMEHRI T,

534

xcp estimate -loglevel <name> -id <name>
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[root@clientl linux]# ./xcp estimate -loglevel DEBUG -parallel 8 -id

estimatel

xcp: WARNING: your license will expire in less than 11 days! You can

renew your license at

https://xcp.netapp.com

Job ID: Job 2023-04-20 11.36.45.535209 estimate

== Best-case estimate to copy '10.10.101.10:/users009/xxx/mnt"'
gigabit of bandwidth ==

6.75 GiB of data at max 128 MiB/s: at least 54.0s

Xcp command : xcp estimate -loglevel DEBUG -parallel 8 -id estimatel

Estimated Time : 54.0s

Job ID : Job 2023-04-20 11.36.45.535209 estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-04-
20 11.36.45.535209 estimate.log

STATUS : PASSED

[root@clientl linux]#

14 >7 v AHIER
NFS indexdelete ANV RIZAXZOTA>T v I A ZHIBRLE T,
374

xcp indexdelete
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[root@clientl linux]# ./xcp indexdelete

Job ID: Job 2023-11-16 02.41.20.260166 indexdelete

isync_tcl retry copy 996 KiB 15-Nov-2023 15-Nov-2023

isync _est isync isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP _verify 2023-11-15 05.56.17.522428 verify 1016 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 06.04.31.693517 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

isync_tcl retryl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 09.02.46.973624 verify 988 KiB 15-Nov-2023 15-
Nov-2023

est001 isync 1012 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.37.24.179634 verify 0 15-Nov-2023 15-Nov-2023
albatch errorl copy 368 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.45.53.104055 verify 360 KiB 15-Nov-2023 15-
Nov-2023

albatch error2 isync 376 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 09.48.05.000473 verify 372 KiB 15-Nov-2023 15-
Nov-2023

blbatch errorl copy 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.29.214479 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

blbatch error2 isync 4.50 KiB 15-Nov-2023 15-Nov-2023

XCP_verify 2023-11-15 12.00.40.536687 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.27.08.055501 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 12.27.39.797020 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP_verify 2023-11-15 12.52.29.408766 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

XCP _verify 2023-11-15 12.53.01.870109 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl copy 988 KiB 15-Nov-2023 15-Nov-2023

XCP verify 2023-11-15 22.54.11.081944 verify 976 KiB 15-Nov-2023 15-
Nov-2023

clbatch error2 isync 1020 KiB 15-Nov-2023 15-Nov-2023
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XCP verify 2023-11-15 23.19.44.158263 verify 1.00 MiB 15-Nov-2023 15-
Nov-2023

XCP verify 2023-11-15 23.44.01.274732 verify 4.50 KiB 15-Nov-2023 15-
Nov-2023

clbatch errorl32576 copy 992 KiB 16-Nov-2023 16-Nov-2023

clbatch error227998 isync 1004 KiB 16-Nov-2023 16-Nov-2023

XCP verify 2023-11-16 01.07.45.824516 verify 1012 KiB 16-Nov-2023 16-
Nov-2023

S3 index copy 52.5 KiB 16-Nov-2023 16-Nov-2023

S3 indexl copy 52.5 KiB 16-Nov-2023 16-Nov-2023

clbatch errorl4383 copy 728 KiB 16-Nov-2023 16-Nov-2023

32 scanned, 941 KiB in (1.04 MiB/s), 48.8 KiB out (55.4 KiB/s), Os.
WARNING: 31 indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete

Stats : 466 scanned, 31 index deleted

Speed : 1.09 MiB in (216 KiB/s), 133 KiB out (25.8 KiB/s)

Total Time : 5s.

Job ID : Job 2023-11-16 02.41.20.260166 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.41.20.260166_ indexdelete.log

STATUS : PASSED

[root@clientl linux]#

RDORIC. ZRLFET indexdelete INTX—HREFDOHE,

INTX—H SiBH

indexdelete-match TAINNRIC—HBTZ T 7T LI N)DHEL
HBLET,

<<nfs_indexdelete loglevel,indexdelete -loglevel O LARNIIEZHBELFIT, EATRELLAN)LIE

name > INFO. DEBUGTTY (F7#JLbk IINFO) o

indexdelete-match <filter>

HERALET -match <filter> /NI AXA—AR Y indexdelete 74N RIC—RTBT71ILETo LI R
DHENIBTZIAT R,

3%

xcp indexdelete -match <filter>
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[root@clientl linux]# ./xcp indexdelete -match "fnm('S3 indexl12')"

Job ID: Job 2023-11-16 02.44.39.862423 indexdelete

S3_indexl12 copy 52.5 KiB 16-Nov-2023 16-Nov-2023
5 scanned, 1 matched, 141 KiB in (121 KiB/s), 6.05 KiB out (5.20

KiB/s), 1s.
WARNING: 1 matched index will be deleted permanently.
Are you sure you want to delete (yes/no): yes

Xcp command : xcp indexdelete -match fnm('S3 index12')
Stats : 19 scanned, 1 matched, 1 index deleted

Speed : 146 KiB in (29.3 KiB/s), 8.59 KiB out (1.72 KiB/s)
Total Time : 4s.

Job ID : Job 2023-11-16 02.44.39.862423 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.44.39.862423 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

indexdelete -0 L NJLMD<name>

ZHEALET -loglevel <name> /NTX—AR Y indexdelete AT LARNIILZEZHJRETDIAT R, [FHAEE
BLARILIKINFOBLUDEBUGT Y, T 74 MDLANILIZ TE#HR) TY,

538

xcp indexdelete -loglevel <name> -match <filter>
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root@clientl linux]# ./xcp indexdelete -loglevel DEBUG -match
"fnm('test*")"

Job ID: Job 2023-11-16 03.39.36.814557 indexdelete

testing scan 24.5 KiB 16-Nov-2023 16-Nov-2023

testingisync isync 12.5 KiB 16-Nov-2023 16-Nov-2023

5 scanned, 2 matched, 65.1 KiB in (61.1 KiB/s), 6.24 KiB out (5.85
KiB/s), 1s.

WARNING: 2 matched indexes will be deleted permanently.

Are you sure you want to delete (yes/no): yes

6 scanned, 2 matched, 65.1 KiB in (10.5 KiB/s), 6.39 KiB out (1.03
KiB/s), 7s

Xcp command : xcp indexdelete -loglevel DEBUG -match fnm('test*')
Stats : 32 scanned, 2 matched, 2 index deleted

Speed : 75.5 KiB in (10.3 KiB/s), 11.1 KiB out (1.52 KiB/s)

Total Time : 7s.

Job ID : Job 2023-11-16 03.39.36.814557 indexdelete

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 03.39.36.814557 indexdelete.log

STATUS : PASSED

[root@clientl linux]#

iSync

XCPDEHEA. NI X—&, flxzRTRT D isync AY VK (isync ATV Rl
estimate A >3

iSync

XCPNFS isync AX Y RIF. V—RETRATa42—>a>EERL. AZO01>T v I R %=ERETICH
-5y FDEDEREALE T,

34

xcp isync <source ip address>:/src <destination ip address>:/dest
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[root@clientl linux]# ./xcp isync <source ip address>:/src
<destination ip address>:/dest

Job ID: Job 2023-11-20 04.11.03.128824 isync

41,030 scanned, 935 MiB in (162 MiB/s), 4.23 MiB out (752 KiB/s), 6s
57,915 scanned, 2.10 GiB in (239 MiB/s), 10.00 MiB out (1.13 MiB/s),
11s

57,915 scanned, 3.20 GiB in (210 MiB/s), 14.6 MiB out (879 KiB/s), 1l6s

92,042 scanned, 4.35 GiB in (196 MiB/s), 21.6 MiB out (1.17 MiB/s),
123,977 scanned, 5.70 GiB in (257 MiB/s), 29.6 MiB out (1.49 MiB/s),

27s
137,341 scanned, 6.75 GiB in (212 MiB/s), 36.0 MiB out (1.25 MiB/s),
32s
154,503 scanned, 8.00 GiB in (226 MiB/s), 43.0 MiB out (1.24 MiB/s),
38s

181,578 scanned, 36 copied, 8.68 GiB in (132 MiB/s), 49.7 MiB out (1.26

MiB/s), 43s

target scan completed: 181,656 scanned, 1,477 copied, 1 removed, 8.76

GiB in (200 MiB/s), 123 MiB

out (2.75 MiB/s), 44s.

181,907 scanned, 10,013 copied, 1 removed, 9.17 GiB in (95.3 MiB/s),
545 MiB out (95.2 MiB/s), 49s

Xcp command : xcp isync <source ip address>:/src
<destination ip address>:/dest

Stats : 1 removed, 181,907 scanned, 10,263 copied

Speed : 9.17 GiB in (190 MiB/s), 548 MiB out (11.1 MiB/s)
Total Time : 49s.

Job ID : Job 2023-11-20 04.11.03.128824 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.11.03.128824 isync.log

STATUS : PASSED

[root@clientl linux]

RORKIC, ZIRLET isync NTX—RE FOHE,

INTA—% Bz

iSync -7 —2R7% L T—RzFzv I LFEEA

iSync - noattrs BYEZzFzv I LFEEA.

iSync-/— R T77MIIOEBRZIEF v I INEt Ao
iSync - mtimewindow BRALCEFAR T3 ZERMEEZIEELE I,
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INTAX—R
iSync -—E

<<nfs_isync_bs,iSync -BS[k]>

iSync-/N\Z L)L
<<nfs_isync_dircount,iSync -dircount[k]>
iSync -BRa%

<<nfs_isync_newid,iSync - NEWID name >
iSync -0 LA

iSync-preserve-atime

iSync -s3.insecure

iSync -s3.endpoint

<<nfs_isync_s3_profile,iSync -s3.profile profile_name
>

iSync -s3.noverify

iSync - —4&7%& L

B!
TAIINRIC—BTRT7AILETa LI M)DHEL
EBLEXY,
SARD/EFTAATOVv I IEIBELET (57
TA4ILE 64K) o

FERNYF 7Ot ADRABEZEELET (T4
k:7) o

TALI M) EGARNDEZTOERY M I %2BELE
T (FT7A4J ~IF64dk) o

TANR—HTBZT7AINETA LI M) ZRAL
e

FLOWACTYIRAROTDAZOTB%ZEEL &
ER

OJLRNILVERELE T, FEAHBIERLANILIE
INFO. DEBUGTTY (77 #JLk I INFO) ,

V—ATREICTI7EALEARICIRTO 771l
EYUIRLT7LET,

SINT Y FDBEICHTTPSD O D ICHTTPZ EH
T34 T a3 ERHLET,

Amazon Web Services (AWS) TV RRA > DT
7 #)L FDOURLZE, S3NYT vy MEERICIEEL
J2ZURLTLEEZLES,

SINT W FDOBERBICAWSIZ LTV vILT71)L
hs7O77CILEIEELE T,

S3NT v MBEDSSLEIFAZ DT 7 # )L FDSE%E
FEZLEY,

Y —JLIN—® -nodata /INTAX—RL isync T—RZF v I LABVWKSICIEBET ATV,

3%

xcp isync -nodata <source ip address>:/source vol

<destination ip address>:/dest vol
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root@clientl linux]# ./xcp isync -nodata
<source ip address>:/source vol<destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.47.20.930900 isync

11,301 scanned, 3.26 MiB in (414 KiB/s), 479 KiB out (59.5 KiB/s), 8s
28,644 scanned, 437 copied, 33.7 MiB in (5.39 MiB/s), 27.2 MiB out
(4.75 MiB/s), 13s

29,086 scanned, 1,001 copied, 58.2 MiB in (3.54 MiB/s), 51.8 MiB out
(3.55 MiB/s), 20s

29,490 scanned, 1,001 copied, 597 removed, 61.1 MiB in (592 KiB/s),
53.7 MiB out (375 KiB/s),

25s

98

43,391 scanned, 1,063 copied, 1,001 removed, 2.49 GiB in (115 MiB/s),
2.48 GiB out (115 MiB/s),

1ml7s

43,391 scanned, 1,082 copied, 1,001 removed, 3.08 GiB in (119 MiB/s),
3.07 GiB out (119 MiB/s),

1Im23s

43,391 scanned, 1,088 copied, 1,001 removed, 3.68 GiB in (122 MiB/s),
3.67 GiB out (122 MiB/s),

1m28s

Xcp command : xcp isync -nodata <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,001 removed, 43,391 scanned, 1,108 copied

Speed : 4.19 GiB in (46.7 MiB/s), 4.18 GiB out (46.5 MiB/s)

Total Time : 1m31ls.

Job ID : Job 2023-11-16 22.47.20.930900 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.47.20.930900 isync.error

STATUS : PASSED

iSync - noattrs

Y —JLIN—® -noattrs INTX—RE isync BEZF T v I LBVWKLSICIEBET ST VR,
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3%

xcp isync -noattrs <source ip address>:/source vol
<destination ip address>:/dest vol

PlerLEd

[root@clientl linux]# ./xcp isync -noattrs
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.49.22.056646 isync

18,036 scanned, 940 MiB in (168 MiB/s), 2.67 MiB out (488 KiB/s), 5s
30,617 scanned, 285 removed, 4.23 GiB in (666 MiB/s), 12.0 MiB out
(1.82 MiB/s), 10s

32,975 scanned, 746 removed, 6.71 GiB in (505 MiB/s), 18.3 MiB out
(1.25 MiB/s), 15s

34,354 scanned, 1,000 removed, 9.39 GiB in (543 MiB/s), 24.9 MiB out
(1.32 MiB/s), 20s

34,594 scanned, 1,000 removed, 12.1 GiB in (540 MiB/s), 31.2 MiB out
(1.24 MiB/s), 26s

36,142 scanned, 722 copied, 1,000 removed, 14.9 GiB in (540 MiB/s),
73.7 MiB out (7.93 MiB/s),

31s

42,496 scanned, 1,000 copied, 1,000 removed, 234 GiB in (716 MiB/s),
582 MiB out (1.55 MiB/s),

Tm22s

Xcp command : xcp isync -noattrs <<source ip address>>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (542 MiB/s), 583 MiB out (1.32 MiB/s)

Total Time : 7m22s.

Job ID : Job 2023-11-16 22.49.22.056646 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.49.22.056646 isync.error

STATUS : PASSED

iSync -/ — R

Y —JL/N—® -nomods /INTX—RE isync Z7MIDEERN %= F v I LBEVWKLSICIEBET 2TV
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Fo
53

isync —-nomods <source ip address>:/source vol

<destination ip address>:/dest vol
flzrmLFET

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), 5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

om47s

Xcp command : xcp isync —nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6m50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSync - mtimewindow <s>

Y —)L/N\—® -mtimewindow <s>/NTX—ARY¥ isync AV REFEAL T, REEICFR SN2 ZERHEE
ZEELFT,
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3%

xcp isync -mtimewindow <s> <source ip address>:/source vol
<destination ip address>:/dest vol
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[root@clientl linux]#

Job ID:

./xcp isync -mtimewindow 10
10.101.101.101:/source vol 10.101.101.101:/dest vol

Job 2023-11-16 23.03.41.

617300 isync

out

out

out

out

out

23,154 scanned, 146 removed, 1.26 GiB in (247 MiB/s), 4.50 MiB
(882 KiB/s), 5s

29,587 scanned, 485 removed, 4.51 GiB in (659 MiB/s), 13.4 MiB
(1.77 MiB/s), 10s

29,587 scanned, 485 removed, 7.40 GiB in (590 MiB/s), 20.0 MiB
(1.32 MiB/s), 1lé6s

32,712 scanned, 485 removed, 10.3 GiB in (592 MiB/s), 26.9 MiB
(1.34 MiB/s), 21s

33,712 scanned, 485 removed, 13.2 GiB in (578 MiB/s), 33.6 MiB
(1.33 MiB/s), 26s

33,712 scanned, 961 copied, 485 removed, 15.5 GiB in (445 MiB/s),

MiB out (9.89 MiB/s),

42,496 scanned,
581 MiB out (1.43 MiB

Xcp command

31s

1,000 copied,

/8),

1,000 removed,
Tmlls

233 GiB in

xcp isync -mtimewindow 10 -loglevel DEBUG

10.101.101.101:/source vol 10.101.101.101:/dest vol

Stats
Speed 234 GiB
Total Time Tml2s.

Job ID

1,000 removed,

in

42,496 scanned,

(554 MiB/s),

583 MiB out

1,000 copied

(1.35 MiB/s)

Job 2023-11-16 23.03.41.617300 isync

86.

(655 MiB/s),

6
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Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
16 23.03.41.617300 isync.error

STATUS : PASSED

iSync - Match <filter>

ZEALET -match <filter> /NTX—ARY isync Z74 I RI—HTZT71ILeT«o LI ) DA%
MIBY2aTVR,

534

xcp isync -match <filter> -id <name>

184



PerLET

[root@clientl linux]# ./xcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.03.734323 isync

24,006 scanned, 570 matched, 32.5 MiB in (5.31 MiB/s), 221 KiB out
(36.2 KiB/s), 6s

33,012 scanned, 570 matched, 34.2 MiB in (223 KiB/s), 237 KiB out (2.06
KiB/s), 1l4s

33,149 scanned, 572 matched, 275 MiB in (38.3 MiB/s), 781 KiB out (86.6
KiB/s), 20s

39,965 scanned, 572 matched, 276 MiB in (214 KiB/s), 812 KiB out (4.95
KiB/s), 27s

40,542 scanned, 572 matched, 276 MiB in (15.4 KiB/s), 818 KiB out (1.00
KiB/s), 32s

40,765 scanned, 1,024 matched, 1.88 GiB in (297 MiB/s), 4.51 MiB out
(682 KiB/s), 38s

target scan completed: 41,125 scanned, 1,055 matched, 1.88 GiB in (48.9
MiB/s), 4.51 MiB out

(117 KiB/s), 39s.

42,372 scanned, 1,206 matched, 4.26 GiB in (445 MiB/s), 9.92 MiB out
(1013 KiB/s), 43s

Filtered: 1206 matched, 41290 did not match

Xcp command : xXcp isync -match fnm("FILE USER5*")

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,496 scanned, 1,206 matched

Speed : 6.70 GiB in (145 MiB/s), 15.4 MiB out (332 KiB/s)

Total Time : 47s.

Job ID : Job 2023-11-16 23.25.03.734323 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.03.734323 isync.log

STATUS : PASSED

iSync - BS <n[k]>

YV—JLIN—® -bs <n[k]>/NTA—R Y isync RN /EZTAATOVIHAIZBETSIAV R, T
ZAIbTOy YA XIF64kTY,

3%

xcp isync -loglevel DEBUG -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

[root@clientl linux]#

iSync -/XZ L)L

Y —JLIN—®D -parallel <n>/NTXA—RL isync AV REFEHALT. AEBENYF O X0sXE%E
ELEXY, 7724/ MEIXTTY,

534

xcp isync -parallel <n> <source ip address>:/source vol

<destination ip address>:/dest vol
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PerLET

[root@clientl linux]# xcp isync -parallel 16
<source ip address>:/source vol
<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.25.57.058655 isync

21,279 scanned, 765 MiB in (104 MiB/s), 2.43 MiB out (337 KiB/s), 7s
30,208 scanned, 126 removed, 3.00 GiB in (461 MiB/s), 9.11 MiB out
(1.33 MiB/s), 12s

35,062 scanned, 592 removed, 6.01 GiB in (615 MiB/s), 17.2 MiB out
(1.61 MiB/s), 17s

35,062 scanned, 592 removed, 7.35 GiB in (272 MiB/s), 20.3 MiB out (642
KiB/s), 22s

42,496 scanned, 1,027 copied, 1,027 removed, 231 GiB in (602 MiB/s),
576 MiB out (1.31 MiB/s),

Tm40s

Xcp command : xcp isync -parallel 16 <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,027 removed, 42,496 scanned, 1,027 copied

Speed : 234 GiB in (515 MiB/s), 584 MiB out (1.26 MiB/s)

Total Time : 7m4d5s.

Job ID : Job 2023-11-16 23.25.57.058655 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.25.57.058655 isync.error

STATUS : PASSED

iSync - dircount <n[k]>

W—)L/N—® -dircount <n[k]>/NTX—ARY¥ isync AV REFALT. T4 LI M) ZHEAINDEE
DERYA XA %ZIBELET. 77 4L MMEIF6AKTT,

534

xcp isync -dircount <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

root@clientl linux]# ./xcp isync -dircount 32k

<source ip address>:/source vol

<destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.33.45.854686 isync

16,086 scanned, 824 MiB in (164 MiB/s), 2.75 MiB out (558 KiB/s), b5s
24,916 scanned, 4.42 GiB in (727 MiB/s), 12.5 MiB out (1.91 MiB/s), 1lls
31,633 scanned, 237 removed, 7.19 GiB in (567 MiB/s), 19.0 MiB out
(1.30 MiB/s), 16s

31,633 scanned, 237 removed, 9.74 GiB in (512 MiB/s), 24.7 MiB out
(1.13 MiB/s), 21s

33,434 scanned, 237 removed, 11.6 GiB in (385 MiB/s), 29.3 MiB out (935
KiB/s), 26s

33,434 scanned, 499 copied, 237 removed, 13.1 GiB in (298 MiB/s), 57.7
MiB out (5.66 MiB/s), 3ls

42,496 scanned, 1,000 copied, 1,000 removed, 229 GiB in (609 MiB/s),
572 MiB out (1.34 MiB/s),

Tm3s

42,496 scanned, 1,000 copied, 1,000 removed, 232 GiB in (549 MiB/s),
578 MiB out (1.20 MiB/s),

Tm8s

Xcp command : xcp isync -dircount 32k <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,496 scanned, 1,000 copied

Speed : 234 GiB in (555 MiB/s), 583 MiB out (1.35 MiB/s)

Total Time : 7mlls.

Job ID : Job 2023-11-16 23.33.45.854686 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.33.45.854686 isync.error

STATUS : PASSED

iSync -<filter>% &%

Y—)LIN—® -exclude <filter> /NTX—ARY isync Z74INRI—HTZ3T771ILeT«o LI M) %R
AezaTUR,
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534

xcp isync -exclude <filter> <source ip address>:/source vol
<destination ip address>:/dest vol

PlerLEd

[root@clientl linux]# ./xcp isync -exclude fnm("FILE USER5*")

<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 23.41.00.713151 isync

14,514 scanned, 570 excluded, 675 MiB in (133 MiB/s), 2.03 MiB out (411
KiB/s), b5s

24,211 scanned, 570 excluded, 4.17 GiB in (713 MiB/s), 11.0 MiB out
(1.79 MiB/s), 10s

30,786 scanned, 574 excluded, 116 removed, 7.07 GiB in (589 MiB/s),
17.7 MiB out (1.32

MiB/s), 15s

30,786 scanned, 574 excluded, 116 removed, 10.1 GiB in (629 MiB/s),
24.7 MiB out (1.40

MiB/s), 20s

31,106 scanned, 222 copied, 574 excluded, 116 removed, 12.8 GiB in (510
MiB/s), 42.3 MiB out

(3.33 MiB/s), 26s

41,316 scanned, 1,000 copied, 1,206 excluded, 1,000 removed, 225 GiB in
(616 MiB/s), 563 MiB

out (1.36 MiB/s), 6m35s

Excluded: 1206 excluded, 0 did not match exclude criteria

Xcp command : xcp isync -exclude fnm("FILE USERS*")

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 1,000 removed, 41,316 scanned, 1,000 copied, 1,206 excluded
Speed : 227 GiB in (584 MiB/s), 568 MiB out (1.42 MiB/s)

Total Time : 6m38s.

Job ID : Job 2023-11-16 23.41.00.713151 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 23.41.00.713151 isync.error

STATUS : PASSED
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iSync - NEWID <name>

Y= I)LIN—® -newid <name> /NTX—R ¥ isync FILWA VTV I RARZOTDAROT4%ZEET S
SO

53

xcp isync -newid <name> -s3.endpoint <S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

PlErLET

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint
<83 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7

KiB out (20.9 KiB/s), 3s.

Xcp command : Xcp isync -newid testing -s3.endpoint S3 endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -0% L RNJLD<name>

Y —)L/N\—® -loglevel <name> /NTX—AR Y isync AT LANILEZREIT S IAY R, EHERIER LA/
IZINFOB LUDEBUGTY, T 7 #JL MEILINfoTY,

34

xcp isync -loglevel <name> -bs <n[k]> <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@clientl linux]# ./xcp isync -loglevel DEBUG -bs 32k
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 00.49.20.336389 isync

20,616 scanned, 1.62 GiB in (332 MiB/s), 8.23 MiB out (1.64 MiB/s), 5s

30,240 scanned, 4.55 GiB in (594 MiB/s), 22.4 MiB out (2.81 MiB/s), 10s

30,439 scanned, 7.47 GiB in (589 MiB/s), 35.6 MiB out (2.60 MiB/s), 15s

30,439 scanned, 10.5 GiB in (617 MiB/s), 49.5 MiB out (2.75 MiB/s), 20s
7

30,863 scanned, 1 copied, 13.3 GiB in (547 MiB/s), 62.
MiB/s), 25s

MiB out (2.56

42,497 scanned, 71 copied, 227 GiB in (637 MiB/s), 5.12 GiB out (2.79
MiB/s), 6m40s

42,497 scanned, 71 copied, 229 GiB in (538 MiB/s), 5.13 GiB out (2.35
MiB/s), 6m45s

Xcp command : xcp isync —-loglevel DEBUG -bs 32k

<source ip address>:/source vol <destination ip address>:/dest vol
Stats : 42,497 scanned, 71 copied

Speed : 231 GiB in (579 MiB/s), 5.14 GiB out (12.9 MiB/s)

Total Time : 6m48s.

Job ID : Job 2023-11-17 00.49.20.336389 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 00.49.20.336389 isync.error

STATUS : PASSED

iSync-preserve-atime

Y —)L/N\—® -preserve-atime INTXA—R ¥ isync V—ATHREICTIVELALIARICIRTO T 71

W DRALT7$3IRUER,

34

xXcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol
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PerLET

[root@clientl linux]# ./xcp isync -preserve-atime
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-17 01.31.26.077154 isync

21,649 scanned, 1.41 GiB in (260 MiB/s), 5.63 MiB out (1.01 MiB/s), 5s
32,034 scanned, 10.9 GiB in (400 MiB/s), 29.3 MiB out (925 KiB/s), 30s
33,950 scanned, 1 copied, 12.9 GiB in (399 MiB/s), 35.5 MiB out (1.24
MiB/s), 35s

33,950 scanned, 1 copied, 14.7 GiB in (361 MiB/s), 39.6 MiB out (830
KiB/s), 41s

42,499 scanned, 1 copied, 229 GiB in (623 MiB/s), 529 MiB out (1.37
MiB/s), 7mlé6s

42,499 scanned, 1 copied, 233 GiB in (719 MiB/s), 536 MiB out (1.56
MiB/s), 7m2ls

Xcp command : xcp isync -preserve-atime <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 42,499 scanned, 1 copied

Speed : 234 GiB in (541 MiB/s), 540 MiB out (1.22 MiB/s)

Total Time : 7m23s.

Job ID : Job 2023-11-17 01.31.26.077154 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

17 01.31.26.077154 isync.error

STATUS : PASSED

iSync -s3.insecure

ZHEAL XY -s3.insecure INTX—R ¥ isync S3NT v fDBEICHTTPSTIZR K HTTPZERAY 3 O
EOZh

34

xCcp isync -newid <name> -s3.insecure -s3.endpoint <S3 endpoint url>

<source_ip address>:/src/USER4 s3://isyncestimate/
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PerLET

[root@clientl linux]# ./xcp isync -newid testing2 -s3.insecure
-s3.endpoint <S3 endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.09.28.579606 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (47.6
KiB/s), 50.8 KiB out (20.5

KiB/s), 2s.

Xcp command : xXcp isync -newid testing2?2 -s3.insecure -s3.endpoint
<S3 endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/
Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.5 KiB/s), 63.8 KiB out (20.7 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.09.28.579606 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.09.28.579606_ isync.log

STATUS : PASSED

[root@clientl linux]#

iSync - 83.T > KR4 > k<s3_endpoint_url>

ZERALFT -s3.endpoint <s3_endpoint url> /NTA—HE isync AWSIY RRA> DT T+ )L
FDURLZS3NT v bOBERICEELIURLTEEET TSIV R,

3%

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate/
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PerLET

root@clientl linux]# ./xcp isync -newid testing -s3.endpoint <S3-
endpoint url> <source ip address>:/src/USER4 s3://isyncestimate/

Job ID: Job 2023-11-16 04.33.32.381458 isync

target scan completed: 502 scanned, 250 s3.objects, 251 indexed, 118
KiB in (38.9 KiB/s), 63.7 KiB

out (20.9 KiB/s), 3s.

Xcp command : xXcp isync -newid testing -s3.endpoint S3-endpoint url>
<source_ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (38.8 KiB/s), 63.7 KiB out (20.9 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 04.33.32.381458 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 04.33.32.381458 isync.log

STATUS : PASSED

iSync -s3.profile <name>

ZERALET s3.profile NTA—R ¥ isync S3NT v FBERODAWSI LT vIL771ILh 570
T7AIIZEET SN R,

34

xcp isync -s3.profile <name> -s3.endpoint <S3-endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate
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PerLET

[root@clientl linux]# /xcp/linux/xcp isync -s3.profile s3 profile
-s3.endpoint <S3-endpoint url> <source ip address>:/src/USER4
s3://isyncestimate

Job ID: Job 2023-11-16 05.29.21.279709 isync

target scan completed: 502 scanned, 250 s3.objects, 108 KiB in (46.5
KiB/s), 38.4 KiB out (16.5

KiB/s), 2s.

Xcp command : xcp isync -s3.profile s3 profile -s3. <S3-endpoint url>
<source ip address>:/src/USER4 s3://isyncestimate

Stats : 502 scanned, 250 s3.objects

Speed : 108 KiB in (34.2 KiB/s), 38.4 KiB out (12.1 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.29.21.279709 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.29.21.279709 isync.log

STATUS : PASSED

[root@clientl linux]#

iSync -s3.noverify

ZHEALET -s3.noverify INTXA—RY isync AX Y REFERALT. S3N\T v FDBERDSSL
DT 74 MDA ERLEXT,
L7374

xcp isync -newid <name> -s3.noverify -s3.endpoint <endpoint url>

<source ip address>:/src/USER4 s3://isyncestimate/

AEEAE
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PerLET

root@clientl linux]# ./xcp isync -newid testing5 -s3.noverify
-s3.endpoint <endpoint url> <source ip address>:/src/USER4
s3://isyncestimate/

Job ID: Job 2023-11-16 05.11.12.803441 isync

target scan completed: 502 scanned, 250 s3.objects, 118 KiB in (40.8
KiB/s), 50.8 KiB out (17.6

KiB/s), 2s.

Xcp command : xcp isync -newid testing5 -s3.noverify -s3.endpoint
<endpoint url>

<source_ ip address>:/src/USER4 s3://isyncestimate/

Stats : 502 scanned, 250 s3.objects, 251 indexed

Speed : 118 KiB in (34.7 KiB/s), 63.8 KiB out (18.6 KiB/s)

Total Time : 3s.

Job ID : Job 2023-11-16 05.11.12.803441 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 05.11.12.803441 isync.log

STATUS : PASSED

[root@clientl linux]#

iSyncOREH D

o isync AX YV RIF. estimate DAIEKRBZRBH 23473 isync ENZEEZRPIT ST
Ko o —id/NTX—AIE. gIBlIOOAE—IEBOHE2OTEZEELEX T,

3%

XCp isync estimate -id <name>

@ o —id/NTX—AI[E. isync estimate AV RA T 3>,
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PerLET

[root@clientl linux]#

./xcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate
Index: aalbatch errorl {source: <source ip address>:/src, target:

<destination ip address>:/dest}

30,611 scanned, 786 MiB in (141 MiB/s), 3.60 MiB out (661 KiB/s), 5s
45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s
Xcp command : xcp isync estimate -id <name>

Estimated Time 45.1s

Job ID
Log Path

Job 2023-11-20 04.08.18

.967541 isync_estimate
/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.log

Error Path

/opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

20 04.08.18.967541 isync estimate.error

STATUS PASSED

RORKIC, ZIRLET isync estimate /INTA—REFDOHE,

INTA—=X
iISyncDRBEHD-7—X7%AL
iSyncD RFEH D - noattrs
iISyncOERES-/ — K
iSync® RFEH D - mtimewindow
iSyncil B RIEEE-—

<<nfs_isync_estimate_bs,iSync® B+ D - BS[k]>

iISynctEREE-/NZ LI

<<nfs_isync_estimate_dircount,iSync#tE-dircount[k]>

iSyncD RFEH D -BrH

<<nfs_isync_estimate_id,iSync#i&E REZE- id name >

A

T—RZFIvILEEA.
BitzFzv I LEEA

771N OEERLIEF v I NI A
BEEICHFR Ch A EEREEZEELE T,

TANR—HTBZT7AINETA LI M) DAHZN
BLEY,

StAIRD/EFTAATOV IS IEBELEYT (5
T A4IL b 164K) o

RNy FIOCROEABZEELET (T4
bi7) o

TA4LI M) ZTRANBETOERY A I ZIEBEL X
T (T 7 2L ~1364K)

TANRN—HTEDT 71T LI MUZRRAL
9,

AIEIO AE—RFDh 2O/ % =zEELEX T,
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INTX—A& Bz

iISyncilERBEZ-O0J L AL AJLANILZHRELET, FRAEGLANILI
INFO. DEBUGTY (F7#JLk IINFO) »

iISyncD#tE Rf&E-preserve-atime V—RATRRICTVEALIEAFICTRTOT7 71l
ZUAMTPLZET,

iSyncD & RfEE-s3.insecure S3INT Y FDBEICHTTPSDRH D ICHTTP% {E
TERATavERHELET,

iSyncitE REZE- s3.endpoint Amazon Web Services (AWS) T RKRA > DT

7 #JL FDOURL%E. S3N\4T v MBEERICIEEL
7ZURLTEEZELEY,

<<nfs_isync_estimate_s3_profile,iSync -s3.profile S3INTw FOBERICAWSI LTI vILT 71l

profile_name > NS TOT 7o AR L+ 7
EEZFLET,

iSyncORBEHD-7—R74L

W —)L/N\—® -nodata /INTA—R%E|ZIBEL XY isync estimate T—REZF T v I LABRVWKSICIEEL
F9.

3%

xcp isync estimate -nodata -id <name>

erLET

[root@clientl linux]# ./xcp isync estimate -nodata -id <name>

Job ID: Job 2023-11-23 23.19.45.648691 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<destination ip address>:/fv}

Xcp command : xcp isync estimate -nodata -id <name>
Estimated Time : 0.6s

Job ID : Job 2023-11-23 23.19.45.648691 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.19.45.648691 isync estimate.log

STATUS : PASSED

iSyncD RFEH D - noattrs

Y—)LIN—® -noattrs INTA—R%Z|IEEL XY isync estimate BEZF T v I LBVWKSICIEEL
x93,
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3%

XCp 1sync estimate -noattrs -id <name>

PerLET

[root@clientl linux]# ./xXcp isync estimate -noattrs -id <name>

Job ID: Job 2023-11-23 23.20.25.042500 isync estimate
Index: isync est {source: <source ip address>:/fgl, target:
<target ip address>:/fv}

Xcp command : xcp isync estimate -noattrs -id <name>
Estimated Time : 2.4s

Job ID : Job 2023-11-23 23.20.25.042500 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

23 23.20.25.042500 isync estimate.log

STATUS : PASSED

iSyncOBIERBEE-/ — R

Y —)L/N—® -nomods /INTA—R%E|IBEL XY isync estimate 77T IILDEERZEZF v I LAV
KOICHEELFT,

3%

XCp isync estimate -nomods -id <name>
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PerLET

[root@clientl linux]# ./xcp isync —-nomodes
<source ip address>:/source vol <destination ip address>:/dest vol

Job ID: Job 2023-11-16 22.56.48.571392 isync

13,897 scanned, 763 MiB in (152 MiB/s), 2.28 MiB out (463 KiB/s), b5s
21,393 scanned, 148 removed, 4.81 GiB in (739 MiB/s), 12.5 MiB out
(1.81 MiB/s), 1lls

28,517 scanned, 148 removed, 7.68 GiB in (578 MiB/s), 19.1 MiB out
(1.31 MiB/s), 16s

28,517 scanned, 148 removed, 10.7 GiB in (619 MiB/s), 26.3 MiB out
(1.43 MiB/s), 21s

29,167 scanned, 396 copied, 148 removed, 13.2 GiB in (434 MiB/s), 51.4
MiB out (4.33 MiB/s), 27s

42,790 scanned, 1,000 copied, 1,000 removed, 229 GiB in (641 MiB/s),
571 MiB out (1.40 MiB/s),

om42s

42,790 scanned, 1,000 copied, 1,000 removed, 232 GiB in (668 MiB/s),
578 MiB out (1.46 MiB/s),

omd7s

Xcp command : xcp isync -nomods <source ip address>:/source vol
<destination ip address>:/dest vol

Stats : 1,000 removed, 42,790 scanned, 1,000 copied

Speed : 234 GiB in (585 MiB/s), 583 MiB out (1.42 MiB/s)

Total Time : 6mb50s.

Job ID : Job 2023-11-16 22.56.48.571392 isync

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 22.56.48.571392 isync.log

STATUS : PASSED

iSyncO BFEH D - mtimewindow <s>

YV —I)LIN—®D -mtimewindow <s> /NTX—RZITIEEL T isync estimate RIEHICEHFBRINZEER
BEZIEELE T,

534

XCp 1isync estimate -mtimewindow <s> -id <name>
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PerLET

[root@clientl linux]# ./xXcp isync estimate -mtimewindow 10 -id <name>

Job ID: Job 2023-11-16 01.47.05.139847 isync estimate
Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -mtimewindow 10 -id <name>
Estimated Time : 2m42s

Job ID : Job 2023-11-16 01.47.05.139847 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 01.47.05.139847 isync estimate.error

STATUS : PASSED

iSyncD BFED D <filter> ¥ —E

ZHEALEY -match <filter> /NI A—RZITIBELFT isync estimate 7L RIC—HT BT 7

WeTa LI )DHENIELET,
534

xCcp isync estimate -match <filter> -id <name>

PlErLET

[root@clientl linux]# ./xXcp isync estimate -match <filter> -id <name>

Job ID: Job 2023-11-16 02.13.34.904794 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Filtered: 0 matched, 6 did not match

Xcp command : Xcp isync estimate -match fnm('FILE *') -id <name>
Estimated Time : 0.8s

Job ID : Job 2023-11-16 02.13.34.904794 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.13.34.904794 isync estimate.log

STATUS : PASSED

~<

201



iSyncO B+ D - BS <n[k]>

YV—JLIN—®D -bs <n[k]>/NTA—RZ|TIBEL XY isync estimate A D/EFTAATOVIHAX
ZIRELET, 774/ DT OY IH A XIE64kTT,

3%

XCcp isync estimate -bs <n[k]> -id <name>

PerLET

[root@clientl linux]# ./xcp isync estimate -bs 128k -id <name>

Job ID: Job 2023-11-16 02.14.21.263618 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -bs 128k -id <name>

Estimated Time : 6m48s

Job ID : Job 2023-11-16 02.14.21.263618 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.14.21.263618 isync estimate.log

STATUS : PASSED

iSyncOERBEEZ-/NF L)L

YV —JLIN—® -parallel <n> /NTX—FZITIEELEXT isync estimate BAKRICEITTET SNy F 7O
T 2ADRABZIBEELE T, 774/ MEIFTTT,

34

xCcp isync estimate -parallel <n> -id <name>
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PerLET

[root@clientl linux]# ./xcp isync estimate -parallel 10 -id <name>

Job ID: Job 2023-11-16 02.15.25.109554 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -parallel 10 -id <name>
Estimated Time : 8m3s

Job ID : Job 2023-11-16 02.15.25.109554 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.25.109554 isync estimate.log

STATUS : PASSED

iSyncH#tiE- dircount <n[k]>

W —JLIN—® -dircount <n[k]>/NTAXA—A&ZITEELZXT isync estimate 71 LT MU ZEFHRAHED
CEDERY A IZEBELET. T 74/ MBEIF64KTT,

BxX

XCcp isync estimate -dircount <n[k]> -id <name>

erLET

[root@clientl linux]# ./xcp isync estimate -dircount 128k -id <name>

Job ID: Job 2023-11-16 02.15.56.200697 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -dircount 128k -id <name>
Estimated Time : 8mb6s

Job ID : Job 2023-11-16 02.15.56.200697 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.15.56.200697 isync estimate.log

STATUS : PASSED

iSyncD BfEH D <filter>Z R <

YV —JLIN—® -exclude <filter> /NTAXA—RZITIEEL FTJ isync estimate 7N RI—HTET 7
ATNETa LI M) ZBRALF T,
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3%

XCcp 1sync estimate -exclude <filter> -id <name>

PerLET

[root@clientl linux]# ./xcp isync estimate -exclude "fnm('DIRI1*')" -id
<name>

Job ID: Job 2023-11-16 02.16.30.449378 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Excluded: 60 excluded, 0 did not match exclude criteria

Xcp command : xcp isync estimate -exclude fnm('DIR1*') -id <name>
Estimated Time : 3m29s

Job ID : Job 2023-11-16 02.16.30.449378 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.30.449378 isync estimate.log

STATUS : PASSED

iSync®O BFEH D - id <name>

YW= I)LIN—®D -id <name> /NTX—RZIIBEL XY isync estimate AXROTHZIEET DICIE. BID
A E=RTLET,

538

xcp isync estimate -id <name>
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PerLET

[root@clientl linux]# ./xXcp isync estimate -id <name>

Job ID: Job 2023-11-20 04.08.18.967541 isync estimate

Index: <name> {source: <source ip address>:/src, target:
<destination ip address>:/dest}

3.60 MiB out (661 KiB/s), 5s

30,611 scanned, 786 MiB in (141 MiB/s),

45,958 scanned, 1.92 GiB in (223 MiB/s), 8.48 MiB out (939 KiB/s), 10s
53,825 scanned, 3.11 GiB in (216 MiB/s), 13.5 MiB out (912 KiB/s), 1l6s
67,260 scanned, 4.33 GiB in (231 MiB/s), 18.6 MiB out (961 KiB/s), 22s
81,328 scanned, 5.57 GiB in (253 MiB/s), 23.8 MiB out (1.05 MiB/s), 27s
85,697 scanned, 6.85 GiB in (241 MiB/s), 29.2 MiB out (1005 KiB/s), 32s
85,697 scanned, 8.14 GiB in (262 MiB/s), 34.5 MiB out (1.06 MiB/s), 37s

Xcp command : xcp isync estimate -id <name>

Estimated Time : 45.1s

Job ID : Job 2023-11-20 04.08.18.967541 isync estimate
Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.log

Error Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-
20 04.08.18.967541 isync estimate.error

STATUS : PASSED

iSyncD RfEH D -0 L N)LD<name>

Y —JLIN—® -loglevel <name> /NTX—RZIZIEELEFT isync estimate AT LANILZHRELF
o ERRIRELR L RNILIKXINFOB L UDEBUGTY, T 7 A4/ MMEILInfo T,

3%

xcp isync estimate -loglevel <name> -id <name>
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PerLET

[root@clientl linux]# ./xXcp isync estimate -loglevel DEBUG -id <name>

Job ID: Job 2023-11-16 02.16.58.212518 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -loglevel DEBUG -id <name>
Estimated Time : 8ml8s

Job ID : Job 2023-11-16 02.16.58.212518 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.16.58.212518 isync estimate.log

STATUS : PASSED

iSyncDIE RiEZE-preserve-atime

Y —)LIN—® -preserve-atime NTA—HFZICIEEL X T isync estimate YV —XATREICTIVERL
CAFICIRTOT77AINZ) AT LET,

BX

XCp isync estimate -preserve-atime -id <name>

erLET

[root@clientl linux]# ./xcp isync estimate -preserve-atime -id <name>

Job ID: Job 2023-11-16 02.17.32.085754 isync estimate

Index: <name> {source: <source ip address>:/source vol, target:
<destination ip address>:/dest vol}

Xcp command : xcp isync estimate -preserve-atime -id <name>
Estimated Time : 8m26s

Job ID : Job 2023-11-16 02.17.32.085754 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.17.32.085754 isync_estimate.log

STATUS : PASSED

iSync D HE REE-s3.insecure

ZEALET -s3.insecure NI XA—RZICIEELXT isync estimate S3/\7 v hDBFICHTTPST
3 <HTTPZ R Y 3% 8.
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3%

XCp 1sync estimate -s3.insecure -id <name>

PerLET

[root@clientl linux]# ./xcp isync estimate -s3.insecure -id S3 index

Job ID: Job 2023-11-16 02.22.36.481539 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:

s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (86.1 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.insecure -id S3 index

Estimated Time : 9.4s

Job ID : Job 2023-11-16 02.22.36.481539 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.22.36.481539 isync estimate.log

STATUS : PASSED

iSyncD BFEH D - s3.endpoint <s3_endpoint_url>

ZERALFT -s3.endpoint <s3 _endpoint url> /NTA—HZICIEEL X T isync estimate AWST
YRERAY DT T IV EDOURLZS3INT v FOBERICIEELURLTLEEE T 3,

3

xcp isync estimate -s3.endpoint <S3 endpoint url> -id <name>
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PerLET

[root@clientl linux]# ./xcp isync estimate -s3.endpoint
<S3 endpoint url> -id S3 indexl

Job ID: Job 2023-11-16 02.35.49.911194 isync estimate

Index: S3 indexl {source: <source ip address>:/source vol/USER5,
target: s3://isyncestimate/}

2,002 scanned, 432 KiB in (85.6 KiB/s), 5.54 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.54 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.endpoint <S3 endpoint url> -id
S3_index1

Estimated Time : 13.3s

Job ID : Job 2023-11-16 02.35.49.911194 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.35.49.911194 isync estimate.log

STATUS : PASSED

iSync® B #&-s3.profile <name>

ZERALEY s3.profile NTX—RZITIBELFXT isync estimate ZEAL T, S3INT v MEEH
DAWST LTV vILT7ALASTAT7AILEZEBEL T,

3%

xcp isync estimate -s3.profile s3 profile -id <name>
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PerLET

[root@clientl linux]# ./xcp isync estimate -s3.profile s3 profile -id
S3 index

Job ID: Job 2023-11-16 02.25.57.045692 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (84.9 KiB/s), 5.53 KiB out (1.09 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.profile s3 profile -id S3 index
Estimated Time : 9.7s

Job ID : Job 2023-11-16 02.25.57.045692 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.25.57.045692 isync estimate.log

STATUS : PASSED

iSyncDIE RfEE-s3.noverify

ZERALET -s3.noverify NTAXA—RZITIBEL X T isync estimate S3NT v b DBEEFEHDSSLAERA
EDTT7 I bOREZ E/RT 355,

3%

XCcp isync estimate -s3.noverify -id <name>
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PerLET

[root@clientl linux]# ./xcp isync estimate -s3.noverify -id S3 index

Job ID: Job 2023-11-16 02.23.36.515890 isync estimate

Index: S3 index {source: <source ip address>:/source vol/USERS5, target:
s3://

xcptesting/test ankit/}

2,002 scanned, 432 KiB in (85.7 KiB/s), 5.53 KiB out (1.10 KiB/s), 5s
2,002 scanned, 432 KiB in (0/s), 5.53 KiB out (0/s), 10s

Xcp command : Xcp isync estimate -s3.noverify -id S3 index

Estimated Time : 9.3s

Job ID : Job 2023-11-16 02.23.36.515890 isync estimate

Log Path : /opt/NetApp/xFiles/xcp/xcplogs/Job 2023-11-

16 02.23.36.515890 isync estimate.log

STATUS : PASSED

SMBOY>FRFUT7L 2R

NIV

SMB help AN Y FIF. AXYRFDOURX b, OXYENTA—=R, BLUEIXVEFD
BEABEERTLET. COITY RIE XCPEMO THEAT 3OS IR I ER)
TY,

53

xcp —--help
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PerLET

C:\Users\Administrator\Desktop\xcp>xcp --help
usage: xcp [-h] [-version]

{scan, show, listen,configure, copy,sync,verify,license,activate,help}
optional arguments:
-h, --help show this help message and exit

-version show program's version number and exit

XCP commands:
{scan, show, listen, configure, copy, sync,verify,license,activate,help}

scan Read all the files in a file tree
show Request information from host about SMB shares
listen Run xcp service
configure Configure xcp.ini file
copy Recursively copy everything from source to target
sync Sync target with source
verify Verify that the target is the same as the source
license Show xcp license info
activate Activate a license on the current host
help Show help for commands
AJLF<command>

T<command>%Z fEf help #21) v 2 LT, 8E L7c<command>DHl& 4 F> 3 > OFMERRTLET,

3%

xcp help <command>

ROBEHBIE. OFH. FERFAE. 518 BLUVF T2 a>D5I8ZRLTVWET, sync ANV RZETL
=3c)
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C:\Users\Administrator\Desktop\xcp>xcp help sync

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-preserve-
atime]

[-noatime] [-noctime] [-nomtime] [-noattrs]

[-noownership] [-atimewindow <float>] [-ctimewindow <float>]
[-mtimewindow <float>] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-1]

source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes.

XCP sync will ignore these file attributes.

positional arguments:

source
target
optional arguments:
-h, --help show this help message and exit
-V increase debug verbosity
-parallel <n> number of concurrent processes (default: <cpu-
count>)
-match <filter> only process files and directories that match the
filter
see “xcp help -match® for details)
-preserve-atime restore last accessed date on source
-noatime do not check file access time
-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes
-noownership do not check ownership

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds
-mtimewindow <float> acceptable modification time difference in
seconds
-acl copy security information
-fallback-user FALLBACK USER

a user on the target machine to receive the
permissions of local
(nondomain) source machine users (eg. domain\administrator)
—-fallback-group FALLBACK GROUP

a group on the target machine to receive the
permissions oflocal
(non-domain) source machine groups (eg. domain\administrators)
=1 increase output
-root sync acl for root directory
C:\Users\Administrator\Desktop\xcp>
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R

SMB show AR > Fid. 1DUEDR bL—IH—/NDRPCH—EXENFST Y XK—
FERBELEY, oo FAARAT—EILIIIR—F FEIJR— OFERFE
HBRBLEZRE. BLUBIIRAR-LDIL—bORUEDRRENE T,

3%

o show AVY Y KRICIE. NFSVBZURR— NI RXTLDKRANGFEIZIPT RL XA EIEET Z2HENLDH
h*xd,

xcp show \\<IP address or hostname of SMB server>
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PerLET

C:\Users\Administrator\Desktop\xcp>xcp show \\<IP address or hostname
of SMB server>

Shares Errors Server

7 0 <IP address or hostname of SMB server>

== SMB Shares ==

Space Space Current

Free Used Connections Share Path Folder Path

0 0 N/A \\<IP address or hostname of SMB server>\IPCS$ N/A

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\ETCS$ C:\etc
533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\HOME
C:\vol\volO\home

533GiB 4.72GiB 0 \\<IP address or hostname of SMB server>\CS$ C:\
972MiB 376KiB 0 \\<IP address or hostname of SMB
server>\testsecureC:\vol\testsecure

12 XCP SMB v1.6 User Guide © 2020 NetApp, Inc. All rights reserved.
47.8GiB 167MiB 1 \\<IP address or hostname of SMB server>\volxcp
C:\vol\volxcp

9.50GiB 512KiB 1 \\<IP address or hostname of SMB server>\jl C:\vol\jl
== Attributes of SMB Shares ==

Share Types Remark

IPCS$S PRINTQ, IPC,SPECIAL,DEVICE Remote IPC

ETCS SPECIAL Remote Administration

HOME DISKTREE Default Share

C$ SPECIAL Remote Administration

testsecure DISKTREE for secure copy

volxcp DISKTREE for xcpSMB

J1 DISKTREE

== Permissions of SMB Shares ==

Share Entity Type

IPCS$ Everyone Allow/Full Control

ETCS Administrators Allow/FullControl

HOME Everyone Allow/Full Control

C$ Administrators Allow/Full Control

xcp show \\<IP address or hostname of SMB server>
0 errors

Total Time : Os

STATUS : PASSED

MOFKIC. ZRLET show INTAXA—R & FDHEE,
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INTX—A& Bz

V& RN IP7 FLREXLIFHRR bBZFERLTLSSMBY —
NICBT 25 EABEREZHNLE T,

-h. -—-helpZ &R IR Y ROFERAEICEAT 25FMIERERTLET,

EAETE

SMB license AV Y RlF. XCPZ1E> X BEHERT-LEFT,
B

xcp license
BlzrLET

C:\Users\Administrator\Desktop\xcp>xcp license
xcp license

XCP <version>; (c) yyyy NetApp, Inc.; Licensed to XXX [NetApp Inc]
until Mon Dec 31 00:00:00 yyyy

License type: SANDBOX

License status: ACTIVE

Customer name: N/A

Project number: N/A

Offline Host: Yes

Send statistics: No

Host activation date: N/A

License management URL: https://xcp.netapp.com

TOT4TICLET

SMB activate AV Y RIIXCPSAE YR &ET7 I T4 7ICLET, COOATY REELT
TBEINC. TAEYRT7AILDXCPRA R FEIEIZTATI RIS VDC

" \NetApp\XCPF 4 LV FUICA D> O—RELVPOAE—TNTVWB e 2R LTL
EWVe SV RIFEROHDEINTT VT4 TILTEET,

3%

xcp activate
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C:\Users\Administrator\Desktop\xcp>xcp activate
XCP activated

S

SMB scan Y > RiE. SMBEE2EZHBIFENICAF v > L. scan AV RFZZEITL
=S

34

xcp scan \\<SMB share path>

PlerLET

C:\Users\Administrator\Desktop\xcp>xcp scan \\<IP address or hostname
of SMB server>\volxcp

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

volxcp\3333.txt

volxcp\SMB. txt

volxcp\SMB1.txt

volxcp\com. txt

volxcp\commands.txt

volxcp\console.txt

volxcp\linux.txt

volxcp\net use.txt

volxcp\newcom. txt

volxcp\notepad. txt

c:\netapp\xcp\xcp scan \\<IP address of SMB destination
server>\source share

60,345 scanned, 0 matched, 0 errors

Total Time : 8s

STATUS : PASSED
C:\Users\Administrator\Desktop\xcp>Parameters

MORKIC. ZRULET scan NTAXA—R EFDOHE,
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NTA—=H

scan-h. —help

AF v -V
Axvy>-NZLI

AFvIIYF

2 F v -

[scan-preserve-atime]
¥ v URE
[ZF v V5T

Ax ¥ >-HTML
AF¥ ¥ >-CSV
[RFEF v -]

[ v P EE]
Scan-du

scan-fmt

[RF v VLE]

scan-h. —help

GG

scand~X Y ROEARAAEICET 3 FMIEHRERTL
E I

TNYTDORREZEDE T
ERHLET7 O X0MZEELET (7741

: <cpu-count>) o

TANR—HTBZT7AINETA LI M) DAHZN
BLEY,

TAINBZADT7AILET A LI MUDAZRAL &
ER

V—AD®:RT7IVEABZIV AT LET,
BRBEFREZNLARILICHPRLE T,
V) —EtLAR— b MERD T 7ML e—BRRLE

V) —HEHTMLL R — bERD 7 7 1 )Lz —ERT
L&Y,

V) —#REtCSVLR— bERD 7 7 1Lz —EXRRL
95

ROWUXMHEAEATI 7MLl z—ERTLE T,

V—2EDT77AILET 4 LY M) OFREEEZRZE
BLET,

&l N

I YIT4 LI U EECRTALIN)DRAR—
AMFHE*FrHET,

PythonRICRE>TT7 71N R MZET A=<V L
£9(xcp help -fmt ZBRLTLEETWV) o

SMBEELEZBHRMICAFv> L. IRTDT 7
TILCEETRZRET—2AN)—L%=D)IMLE
ER

HEALET -hnBLV ——help /NTAX—AR Y scan AX Y REMFEAL T, scanIY Y ROERAZEICET S

HERERTLET,

3%

xcp scan —--help

218



PerLET

C:\netapp\xcp>xcp scan —--help

usage: xcp scan [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime] [-depth
<n>] [-loglevel <name>] [-stats] [-1] [-ownership] [-du]

[-fmt <expression>] [-html] [-csv] [-edupe] [-bs <n>]
[-ads]

source

positional arguments:
source
optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match
the filter (see “xcp help -match™ for details)

—exclude <filter> Exclude files and directories that match the

filter (see "xcp help -exclude for details)

-preserve-atime restore last accessed date on source

—-depth <n> limit the search depth

-loglevel <name> option to set log level filter (default:INFO)
-stats print tree statistics report

=1 detailed file listing output

-ownership retrieve ownership information

-du summarize space usage of each directory

including subdirectories
-fmt <expression> format file listing according to the python
expression (see “xcp help -fmt  for details)

-html Save HTML statistics report

-Ccsv Save CSV statistics report

—edupe Include dedupe and sparse data estimate in
reports (see documentation for details)

-bs <n> read/write block size for scans which read data
with -edupe (default: 64k)

-ads scan NTFS alternate data stream

A¥x vV

FEALEYT -v/NSXA—RY scan TT—FRIFEENRESNIBEICN S TN a—FTa VT F=IET
NV T T30 cOxX 7 EREzieHETd AT R,

219



3%

xcp scan -v \\<IP address or hostname of SMB server>\source share
PerLET

c:\netapp\xcp>xcp scan -v \\<IP address or hostname of SMB
server>\source share

xcp scan -v \\<IP address or hostname of SMB server>\source share
—-—--Truncated output----

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source share\CSM.pm

source share\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm

source sharelagnostic\VolEfficiency.pm

source sharel\agnostic\flatfile.txt

source sharelagnostic

source_share

xcp scan \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

Scan-parallel <n>

ZERALEXY -parallel <n> /NTXA—R L scan AV RZEAL T, XCPREBZ7OXDE#ZIERL £
ER

@ NDEATEIZ61 T,
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3%

xXCp scan -parallel <n> \\<IP address or hostname of SMB

server>\source share
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PerLET

c:\netapp\xcp>xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB

server>\cifs share

cifs share\ASUP.pm

cifs share\ASUP REST.pm

cifs share\Allflavors v2.pm

cifs share\Armadillo.pm

cifs share\AsupExtractor.pm

cifs share\BTS Config.pm

cifs share\Backup.pm

cifs share\Aggregate.pm

cifs sharelagnostic\CifsAccess.pm

cifs sharelagnostic\DU Cmode.pm

cifs sharelagnostic\Flexclone.pm

cifs sharelagnostic\HyA Clone Utils.pm
cifs sharelagnostic\Fileclone.pm

cifs sharelagnostic\Jobs.pm

cifs sharelagnostic\License.pm

cifs sharelagnostic\Panamax Clone Utils.pm
cifs sharelagnostic\LunCmds.pm

cifs sharelagnostic\ProtocolAccess.pm
cifs sharelagnostic\Qtree.pm

cifs sharelagnostic\Quota.pm

cifs sharelagnostic\RbacCmdFetcher.pm
cifs sharelagnostic\RbacCmdFetcher ReadMe
cifs sharelagnostic\SFXOD.pm

cifs sharelagnostic\Snapmirror.pm

cifs sharelagnostic\VolEfficiency.pm
cifs sharelagnostic\flatfile.txt

cifs share\agnostic

cifs share

xcp scan -parallel 8 \\<IP address or hostname of SMB
server>\cifs share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

Scan-Match <filter>

ZEALFET -match <filter> /INTAX—AR Y scan 74N RI—HITBD T 71T LI M) DH=EAN
EHEI93IVVR,
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3%

xcp scan -match <filter> \\<IP address or hostname of SMB

server>\source share

ROBFITIE. scan -match 1HDADISIEOBICEEEINIIRTOTI 7ML EXFv¥ > L. BRODo77
F7AILZCI1TE AV —=IILICHALE T, REHFEZDISOFR. HIFEAgE 7 7MILOY1 X, 21

7. BEUBE/NZIDNET 71ILICH L TRENE T,

PlerLET

c:\netapp\xcp>xcp scan -match "l*month < modified < l*year" -fmt

"'{:>15} {:>T7}{}

{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match "l1*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}'.format (iso (mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\source share

xcp scan -match l1*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso(mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

ROFTIE. scan -match SHBUEEEINTHE ST, Y1 XHAMBERBRZ 3 771 ILx—&
XS

mLE
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PerLET

c:\netapp\xcp>xcp scan -match "modified > 3*month and size > 4194304"

-fmt "' {},{},

{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB

server>\source share

xcp scan -match "modified > 3*month and size > 4194304" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size), relpath)" \\<IP address or
hostname of SMB server>\source share

xcp scan -match modified > 3*month and size > 4194304 -fmt '{}, {},
{}'.format (iso (mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

RD2DDHFID S BERANDENET 4 LI FIICDOAH—BE L. 7A4—< v kTIEZEH " mtime". "relative path"
. "depth"®RFICH >V IHEMEINET,

2ZBHOHTIE. ACEHZE " namecsv'iC)AAL I MLET,

PerLET

224

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share

XCcp scan -match "type is directory" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share

2013-03-07_15:41:40.376072, source_share\agnostic,1
2020-03-05 04:15:07.769268, source share, 0

xcp scan -match type is directory -fmt ','.Jjoin (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB server>\source_share
317 scanned, 2 matched, 0 errors

Total Time : Os

STATUS : PASSED



PerLET

c:\netapp\xcp>xcp scan -match "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\source share > name.csv

xcp scan -match "type is directory”" -fmt "','.join (map(str,
[iso(mtime), relpath, depth]))" \\<IP address or hostname of SMB

server>\source share > name.csv

ROBTIE. FILINZRZrawmtime T4 LT U TIEBEWIRTD T 71 ILDfE, o mtime HHDOPIT LI
N = )LLIR— b EERT D=2, BIZ7TOXFETEHSNTWVWET,
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PerLET

c:\netapp\xcp>xcp scan -match "type is not directory" -fmt

"' {}{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB
server>\source_ share

xcp scan -match "type is not directory" -fmt "'{}

{:>70}'.format (abspath, mtime)" \\<IP address or hostname of SMB

server>\source_ share

-—-truncated output--

\\<IP address or hostname of SMB server>\source share\ASUP.pm
1362688899.238098

\\<IP address or hostname of SMB server>\source share\ASUP REST.pm
1362688899.264073

\\<IP address or hostname of SMB server>\source share\Allflavors v2.pm
1362688899.394938

\\<IP address or hostname of SMB server>\source share\Armadillo.pm
1362688899.402936

\\<IP address or hostname of SMB server>\source share\AsupExtractor.pm
1362688899.410922

\\<IP address or hostname of SMB server>\source share\BTS Config.pm
1362688899.443902

\\<IP address or hostname of SMB server>\source share\Backup.pm
1362688899.444905

\\<IP address or hostname of SMB server>\source share\Aggregate.pm
1362688899.322019

\\<IP address or hostname of SMB server>\source share\Burt.pm
1362688899.446889

\\<IP address or hostname of SMB server>\source share\CConfig.pm
1362688899.4479

\\<IP address or hostname of SMB server>\source share\CIFS.pm
1362688899.562795

\\<IP address or hostname of SMB

server>\source share\agnostic\ProtocolAccess.pm

1362688900.358093

\\<IP address or hostname of SMB server>\source sharel\agnostic\Qtree.pm
1362688900.359095

\\<IP address or hostname of SMB server>\source sharelagnostic\Quota.pm
1362688900.360094

\\<IP address or hostname of SMB

server>\source sharelagnostic\RbacCmdFetcher.pm

1362688900.3611

\\<IP address or hostname of SMB

server>\source sharel\agnostic\RbacCmdFetcher ReadMe

1362688900.362094
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\\<IP address or hostname of SMB server>\source share\agnostic\SFXOD.pm
1362688900.363094

\\<IP address or hostname of SMB
server>\source share\agnostic\Snapmirror.pm
1362688900.364092

\\<IP address or hostname of SMB
server>\source share\agnostic\VolEfficiency.pm
1362688900.375077

\\<IP address or hostname of SMB
server>\source_ sharelagnostic\flatfile.txt
1362688900.376076

xcp scan -match type is not directory -fmt '{} {:>70}'.format (abspath,
mtime) \\<IP address or hostname of SMB server>\source share

317 scanned, 315 matched, 0 errors

Total Time : Os

STATUS : PASSED

Scan-exclude <filter>

ZEALET -exclude <filter> ZfHH scan 74 ILARADNZ—VICBEDOWTTo LI M) ET 71
ZBRATZHATUR,

3%

xcp scan -exclude <filter> \\<IP address or hostname of SMB
server>\source share

ROFTIE. scan -exclude 1THANSIFEOBICEEIN-T771ILEZBRAL. BRASNEWT 71ILT
CIC1TE AV —IILICEALET. ET77AILICDOVWTHATNZ3HEEIZ. BREERZDISOER. 77
TILDYEGERIBE T A X, T7MILDEA T, BLUEFN/INZI T,

227



PerLET

c:\netapp\xcp>xcp scan -exclude "l*month < modified < l*year" -fmt
"T{:>15} {:>7}{}
{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP

address or hostname ofSMB server>\localtest\arch\win32\agnostic

xcp scan -exclude "l*month < modified < 1l*year" -fmt "'{:>15} {:>7}
{}{}'.format (iso(mtime), humanize size(size), type, relpath)" \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
2013-03-07_15:39:22.852698 46 regular agnostic\P4ENV

2013-03-07 15:40:27.093887 8.40KiB regular agnostic\Client outage.thpl
2013-03-07 15:40:38.381870 23.0KiB regular

agnostic\IPv6 RA Configuration Of LLA In SK BSD.thpl

2013-03-07 15:40:38.382876 12.0KiB regular
agnostic\IPv6 RA Default Route changes.thpl

2013-03-07 15:40:38.383870 25.8KiB regular
agnostic\IPv6 RA Port Role Change.thpl

2013-03-07_15:40:38.385863 28.6KiB regular

agnostic\IPv6 RA processing And Default Route Installation.thpl
2013-03-07 15:40:38.386865 21.8KiB regular
agnostic\IPv6 RA processing large No Prefix.thpl

2013-03-07 15:40:40.323163 225 regular agnostic\Makefile
2013-03-07 15:40:40.324160 165 regular
agnostic\Makefile.template

—-—-——-truncated output ----

2013-03-07 15:45:36.668516 0 directory
agnostic\tools\limits finder\vendor\symfony\src

2013-03-07 15:45:36.668514 0 directory
agnostic\tools\limits finder\vendor\symfony
2013-03-07_15:45:40.782881 0 directory
agnostic\tools\limits finder\vendor

2013-03-07 15:45:40.992685 0 directory
agnostic\tools\limits finder

2013-03-07 15:45:53.242817 0 directory agnostic\tools
2013-03-07 15:46:11.334815 0 directory agnostic

xcp scan -exclude l*month < modified < l*year —-fmt '{:>15} {:>7} {}
{}'.format (iso (mtime), humanize size(size), type, relpath) \\<IP
address or hostname of SMB server>\localtest\arch\win32\agnostic
140,856 scanned, 1 excluded, 0 errors

Total Time : 46s

STATUS : PASSED

ROFHTIE. scan -exclude SMAULEZEINTHF ST, 1 XH55KBEBRIBRATNTUVEWVNWT 7
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TIH—BRREINE T, FT777ILICOVWTHATNZFHRIZ. RREERFZIDISOER. 7 71 ILDOHIFE
ALY A X 770N DEA T BLUHEM/NZITT,

erLET

c:\netapp\xcp>xcp scan -exclude "modified > 3*month and size > 5650"
-fmt "'{}, {}, {}'.format(iso(mtime), humanize size(size), relpath)"
\\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

xcp scan -—-exclude "modified > 3*month and size > 5650" -fmt "'{}, {1},
{}'.format (iso(mtime), humanize size(size) relpath)" \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.713279,
2013-03-07 15:44:53.714269,
2013-03-07_15:44:53.715270,
2013-03-07 15:44:53.716268,
2013-03-07 15:44:53.717263,
2013-03-07_15:44:53.718260,
2013-03-07 15:44:53.720256,
2013-03-07 15:44:53.721258,
2013-03-07_15:44:53.724256,
2013-03-07 15:44:53.725254,
2013-03-07 15:44:53.727249,
2013-03-07_15:44:53.729250,

.31KiB, snapmirror\rsm abort.thpl
.80KiB, snapmirror\rsm break.thpl
.99KiB, snapmirror\rsm init.thpl
.41KiB, snapmirror\rsm quiesce.thpl
.70KiB, snapmirror\rsm release.thpl
.06KiB, snapmirror\rsm resume.thpl
.77KiB, snapmirror\rsm resync.thpl
.83KiB, snapmirror\rsm update.thpl
.74KiB, snapmirror\sm quiesce.thpl
.03KiB, snapmirror\sm resync.thpl

.30KiB, snapmirror\sm store complete.thpl

O b b W b BN DND W W D>

, snapmirror

xcp scan -—-exclude modified > 3*month and size > 5650 -fmt '{}, {},
{}'.format (iso(mtime), humanize size(size), relpath) \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 6 excluded, 0 errors Total Time : Os

STATUS : PASSED

ROBIE. T LI MIZBRALET, BATNTLWERWVWT 7AILA) X SN, BROBICHAIHEMS
NEJ. mtime. relpath KUY “deptho
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PerLET

c:\netapp\xcp>xcp scan -exclude "type is directory" -fmt

"', '.join(map (str, [iso(mtime), relpath, depth]))"™ \\<IP address or
hostname of SMB server>\localtest\arch\win32\agnostic\snapmirror
xcp scan -exclude "type is directory" -fmt "', '.Jjoin (map(str,
[iso(mtime), relpath,depth]))"

\\<IP address or hostname of
SMBserver>\localtest\arch\win32\agnostic\snapmirror

2013-03-07 15:44:53.712271,snapmirror\SMutils.pm, 1

2013-03-07 15:44:53.713279, snapmirror\rsm abort.pm,1

2013-03-07 15:44:53.714269, snapmirror\rsm break.pm, 1l

2013-03-07 15:44:53.715270, snapmirror\rsm init.thpl,1

2013-03-07 15:44:53.716268, snapmirror\rsm quiesce.thpl,1
2013-03-07_15:44:53.717263, snapmirror\rsm release.thpl,1
2013-03-07 15:44:53.718260, snapmirror\rsm resume.thpl,1
2013-03-07 15:44:53.720256, snapmirror\rsm resync.thpl,1
2013-03-07 _15:44:53.721258, snapmirror\rsm update.thpl,1
2013-03-07 15:44:53.722261,snapmirror\sm init.thpl,1

2013-03-07 15:44:53.723257,snapmirror\sm init complete.thpl,l
2013-03-07 15:44:53.724256,snapmirror\sm quiesce.thpl,1
2013-03-07 15:44:53.725254, snapmirror\sm resync.thpl,1
2013-03-07 15:44:53.726250, snapmirror\sm retrieve complete.thpl,l
2013-03-07_15:44:53.727249, snapmirror\sm store complete.thpl,l
2013-03-07 15:44:53.728256, snapmirror\sm update.thpl,1
2013-03-07 15:44:53.729260, snapmirror\sm update start.thpl,1

xcp scan -exclude type is directory -fmt ','.join (map(str, [iso(mtime),
relpath, depth])) \\<IP address or hostname of SMB
server>\localtest\arch\win32\agnostic\snapmirror

18 scanned, 1 excluded, 0 errors

Total Time : Os

STATUS : PASSED

ROFETIE. BEBR T FAILINA Erawmtimevalue T4 L7 B TIFHEWVWIRTOD T 71 ILDs o
mtimevalue & AP TWVWIVY —ILLR— b Z{ERT D =DICTOXFETEHSNTWVWE T,
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PerLET

c:\netapp\xcp>xcp scan -exclude "type is not directory" -fmt "'{}
{:>70}'.format (abspath, mtime)" \\<IP address or hostname of
SMBserver>\source share

xCcp scan -exclude type is not directory -fmt '({}

{:>70}"'.format (abspath, mtime) \\<IP address or hostname of SMB
server>\source share

18 scanned, 17 excluded, Oerrors

Total Time : Os

STATUS : PASSED

scan-preserve-atime

ZHEAL XY -preserve-atime /NTXA—R Y scan V—ALEDIRTD I 7IILORET7IVEXB%Z) X
7 L. atime XCPH 7 71 )L ZFAEBRICTTDEICRL £,

SMBHEEZ XX v >TBE. 771IINDT7 7 ABEHIEEINET (RFL=SOATLDEETD LS
ICERESNTUVBIHEER) o atime XCPIFT7 71 ILE1DT DFHAIAATWDRT=HDTT, XCPTIE. atime %
I2)wodde. TZ771IDHHFAEN. ROEBFNAMIA—NET, ‘“atimeo

3%

XCp scan -preserve-atime \\<IP address or hostname of SMB

server>\source share
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PerLET

c:\netapp\xcp>xcp scan -preserve—-atime \\<IP address or hostname
server>\source share
xcp scan -preserve—atime \\<IP address or hostname of SMB

server>\source_ share

source share\ASUP.pm

source share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm
source_share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source_ share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm

source sharelagnostic\Quota.pm

source_ share\agnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharelagnostic\SFXOD.pm

source share\agnostic\Snapmirror.pm
source sharel\agnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharelagnostic

source_ share

xCcp scan -preserve-atime \\<IP address or hostname of
SMBserver>\source share

317 scanned, 0 matched, 0 errors

Total Time : 1s

STATUS : PASSED

Scan-depth <n>

of SMB

HEAL XY -depth <n> /INTA—RE scan AY YV RZFEHALT. SMBREERDT 1 L7~ OREFEZFE
ZHIPRLE T,

@ o —depth A>3 Ud XCPRT 7N EY TT4 LI MIICRF v TETERTZEEL
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3%

xcp scan —-depth <2> \\<IP address or hostname of SMB server>\source share
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PerLET

c:\netapp\xcp>xcp scan —-depth 2 \\<IP address or hostname of SMB
server>\source share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share

source share\ASUP.pm

source_share\ASUP REST.pm

source share\Allflavors v2.pm

source share\Armadillo.pm

source share\AsupExtractor.pm

source share\BTS Config.pm

source share\Backup.pm

source share\Aggregate.pm

source share\Burt.pm

source share\CConfig.pm

source share\CIFS.pm

source_ share\CR.pm

source share\CRC.pm

source share\CSHM.pm

source sharelagnostic\Fileclone.pm
source share\agnostic\Jobs.pm

source sharelagnostic\License.pm

source sharelagnostic\Panamax Clone Utils.pm
source share\agnostic\LunCmds.pm

source share\agnostic\ProtocolAccess.pm
source sharelagnostic\Qtree.pm
source_share\agnostic\Quota.pm

source sharelagnostic\RbacCmdFetcher.pm
source share\agnostic\RbacCmdFetcher ReadMe
source sharel\agnostic\SFXOD.pm

source sharelagnostic\Snapmirror.pm
source sharelagnostic\VolEfficiency.pm
source sharelagnostic\flatfile.txt
source sharel\agnostic

source_share

xcp scan -depth 2 \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED
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2% v UHRE
HFEHALET -stats NTA—RYE scan VI —8REHALAR—MERTT7 77 Il 2—EBRTISIAT VR,
statsF I a3 FIBET D . ABDHIEGAERLAR— MOV —ILICBATNhET, FD
C) DL R— M ERA T avilid -htmlEFfzld-csvhiH D £, hIXYIDE (CSV) X

ICIZERERENRHD £, CSVLR—MEHTMLLR— kE. DO HEFEETIESITEH
MICHROJICREINE T,

3%

xcp scan -stats \\<IP address or hostname of SMB server>\source share
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PerLET

C:\netapp\xcp>xcp scan -stats \\<IP address or hostname of SMB

server>\cifs share

Maximum Values ==

Size Depth Namelen Dirsize
88.2MiB 3 108 20
== Average Values ==
Size Depth Namelen Dirsize
4.74M1iB 2 21 9
== Top File Extensions ==
no extension .PDF .exe .html .whl Py
other
22 2 2 2 2 1
9
20.0KiB 1.54MiB 88.4MiB 124KiB 1.47MiB 1.62KiB
98.3MiB
== Number of files ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
2 24 2 7 2 3
== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24.0KiB 124KiB 2.87MiB 2.91MiB 184MiB
0
== Directory entries ==
empty 1-10 10-100 100-1K 1K-10K >10K
4 1
== Depth ==
0-5 6-10 11-15 16-20 21-100 >100
45
== Modified ==
>1 year 9-12 months 6-9 months 3-6 months 1-3 months 1-31 days
24 hrs <1
hour <15 mins future <1970 invalid
44
1
190MiB
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Created
9-12 months
<1

<15 mins

>1

24
hour

year 6-9 months
hrs

future

45
Directories: 5

Total count:
Regular files: 40

Symbolic links:

Junctions:

Special files:

Total space for regular files:
Total space for directories: 0
190MiB
Dedupe estimate: N/A

N/A

Total space used:

Sparse data:

3-6 months

<1970

190MiB

1-3 months 1-31 days 1-
invalid
45
190MiB

xcp scan -stats \\<IP address or hostname of SMB server>\cifs share

45 scanned, 0 matched, 0 errors
Total Time Os

STATUS PASSED

A% v >-HTML

ZERALET -html NFTA—R Y scan HTMLURETL R—FRD 7 71 IILE—EBRRITD IV R,

®

BX

xXCcp scan -stats -html -preserve-atime -ownership \\<IP address or hostname

XCPLR—F (csve .html) (F. XCPN1F+ U EEUBFAICHREFESNE T, 77 7ILEBOER
I&<xcp_process_id>_<time_stamp>. htmIT9 . XCPH'tzF 2 ) 7« A F(SID)EFiE&E%IC
RyEYITERVNGE. SDORED M) OROREOHITEZERL CTFAEEERLET,

e Z1E. XCPA'SID S-1-5-21-1896871423-3211229150-3383017265-4854184Z FiE & IC X
yEY T TERWES. XCPI34854184%= AL CTAREEZXRL X T,

of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -html -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source share

1,972 scanned, 0 matched, 0 errors, 7s

4,768 scanned, 0 matched, 0 errors,12s

7,963 scanned, 0 matched, 0 errors,1l7s

10,532 scanned, 0 matched, 0 errors,22s

12,866 scanned, 0 matched, 0 errors,27s

15,770 scanned, 0 matched, 0 errors,32s

17,676 scanned, 0 matched, 0 errors,37s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150-3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
123% .rst .html no extension txt
.png other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==
empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB
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== Directory entries ==

empty 1-10 10-100 100-1K 1K-10K >10K
42 2690 420
== Depth ==
0-5 6-10 11-15 16-20 21-100
>100
3832 12527 1424 6
== Modified ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour
<15 mins future invalid
11718 2961 3110
== Created ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
1 17788
== Accessed ==
>1 year >1 month 1-31 days 1-24 hrs <1 hour <15
mins future invalid
14624
3165

Total count: 17789

Directories: 3152

Regular files: 14637

Symbolic links:

Junctions:

Special files:

Total space for regular files:147MiB
Total space for directories: 0

Total space used: 147MiB

Dedupe estimate: N/A

Sparse data: N/A

xCcp scan -stats -html -preserve-atime -ownership \\<IP address or
hostname ofSMB

server>\source share

17,789 scanned, 0 matched, Oerrors
Total Time : 39s

STATUS : PASSED

AF ¥ >-CSV

HEALEXT -csv /NTX—AR Y scan CSVY ) —#istLAR— M7 7ML Z A NKRRT S ATV,
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3%

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or hostname
of SMB server>\source share
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Z:\scripts\xcp\windows>xcp scan -stats -csv -preserve-atime -ownership
\\<IP address or hostname of SMB server>\source_share

1,761 scanned, 0 matched, 0 errors, 6s
4,949 scanned, 0 matched, 0 errors,lls
7,500 scanned, 0 matched, 0 errors,l6s
10,175 scanned, 0 matched, 0 errors,21ls
12,371 scanned, 0 matched, 0 errors,26s
15,330 scanned, 0 matched, 0
0

17,501 scanned, 0 matched,

errors, 31ls

errors, 36s

== Maximum Values ==
Size Depth Namelen Dirsize
535KiB 16 33 45

== Average Values ==
Size Depth Namelen Dirsize
10.3KiB 7 11 6

== Top File SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

9318 8470 1

== Top Space SIDs ==
S-1-5-21-1896871423-3211229150-3383017265-4854184 S-1-5-32-544 S-1-5-
21-1896871423-3211229150- 3383017265-3403389

76.8MiB 69.8MiB 0

== Top File Extensions ==
.py .rst .html no extension .txt .png
other
5418 3738 1974 1197 630 336
1344

== Number of files ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
168 11466 2709 294

== Space used ==

empty <8KiB 8-64KiB 64KiB-1MiB 1-10MiB 10-100MiB
>100MiB
0 24 .4MiB 55.3MiB 66.9MiB 0 0
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Directory
empty
42

Dept
0-5
3832
== Modified
>1 year >1
future

11718

>1 year >1

future

== Accessed
>1 year >1

future

Total count:

Directories:

Regular files:

Junctions:

Created ==

entries ==
1-10
2690

10-100
420

6-10
12527

11-15
1424

month 1-31 days

invalid

2961

month 1-31 days

invalid

month 1-31 days

invalid

17789
3152

Special files:

Total space for regular files:
Total space used:

147MiB

1-24

1-24

1-24

14637 Symbolic links:

Dedupe estimate: N/A Sparse data: N/A

100-1K 1K-10K >10K
16-20 21-100 >100

6

hrs <1 hour <15 mins

3110

hrs <1 hour <15 mins

17789

hrs <1 hour <15 mins

15754 2035

147MiB Total space for directories: 0

XCp scan -stats -csv -preserve-atime -ownership \\<IP address or

hostname of SMB server>\source share

17,789 scanned,
PASSED

STATUS

AF v -

FHEALEFT -1 NTAXA—ARYE scan AV REFEALT. RWIURMAFEAXTT7 71l E—E

ERS

242

0 matched,

0 errors Total Time

40s

~LE



3%

xcp scan -1 \\<IP address or hostname of SMB server>\source share
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c:\netapp\xcp>xcp scan -1 \\<IP address or hostname of SMB
server>\source share xcp scan -1 \\<IP address or hostname of SMB

server>\source_ share

195KiB 7y0d source share\ASUP.pm

34.7KiB 7y0d source share\ASUP REST.pm

4.11KiB 7y0d source share\Allflavors v2.pm

38.1KiB 7y0d source share\Armadillo.pm

3.83KiB 7y0d source share\AsupExtractor.pm

70.1KiB 7y0d source share\BTS Config.pm
2.65KiB 7y0d source share\Backup.pm

60.3KiB 7y0d source share\Aggregate.pm

36.9KiB 7y0d source share\Burt.pm

8.98KiB 7y0d source share\CConfig.pm

19.3KiB 7y0d source share\CIFS.pm
20.7KiB 7y0d source share\CR.pm
2.28KiB 7y0d source share\CRC.pm

18.7KiB 7y0d source share\CSHM.pm

43.0KiB 7y0d source share\CSM.pm

19.7KiB 7y0d source share\ChangeModel.pm

33.3KiB 7y0d source share\Checker.pm

3.47KiB 7y0d source share\Class.pm

37.8KiB 7y0d source share\Client.pm

188KiB 7y0d source sharelagnostic\Flexclone.pm
15.9KiB 7y0d source sharelagnostic\HyA Clone Utils.pm
13.4KiB 7y0d source sharelagnostic\Fileclone.pm
41.8KiB 7y0d source sharel\agnostic\Jobs.pm
24 .0KiB 7y0d source sharelagnostic\License.pm
34.8KiB 7y0d source sharel\agnostic\Panamax Clone Utils.pm
30.2KiB 7y0d source sharel\agnostic\LunCmds.pm
40.9KiB 7y0d source sharelagnostic\ProtocolAccess.pm
15.7KiB 7y0d source sharelagnostic\Qtree.pm
29.3KiB 7y0d source sharel\agnostic\Quota.pm

13.7KiB 7y0d source sharel\agnostic\RbacCmdFetcher.pm
5.55KiB 7y0d source sharelagnostic\RbacCmdFetcher ReadMe
3.92KiB 7y0d source sharel\agnostic\SFXOD.pm

35.8KiB 7y0d source sharel\agnostic\Snapmirror.pm
40.4KiB 7y0d source sharelagnostic\VolEfficiency.pm
6.22KiB 7y0d source sharelagnostic\flatfile.txt

0 7y0d source sharelagnostic

Q Q th Hh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh o Hh o Fh o b

0 19h17m source share

xcp scan -1 \\<IP address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors
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Total Time : Os
STATUS : PASSED

2* v UFEE
HEAL XY -ownership INTA—RE scan AV RZFERAL T 71 IILOFBEEBRZEIGFLX I,

(D FRATE3DIF -ownership ZfFA -1. -match. -fmt E¥7lE “-stats /INTXA—X&

534

xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source_ share
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246

c:\netapp\xcp>xcp scan -1 -ownership \\<IP address or hostname of SMB

server>\source share xcp scan -1 -ownership \\<IP address or hostname

of SMB server>\source share

f BUILTIN\Administrators 195KiB 7y0d source share\ASUP.pm

f  BUILTIN\Administrators 34.7KiB 7y0d source_share\ASUP REST.pm

f BUILTIN\Administrators 4.11KiB 7y0d

source share\Allflavors v2.pm

f BUILTIN\Administrators 38.1KiB 7y0d source share\Armadillo.pm

f BUILTIN\Administrators 3.83KiB 7y0d

source share\AsupExtractor.pm

f BUILTIN\Administrators 70.1KiB 7y0d source share\BTS Config.pm
f BUILTIN\Administrators 2.65KiB 7y0d source share\Backup.pm

f BUILTIN\Administrators 60.3KiB 7y0d source share\Aggregate.pm

f BUILTIN\Administrators 36.9KiB 7y0d source share\Burt.pm

f BUILTIN\Administrators 8.98KiB 7y0d source share\CConfig.pm

f BUILTIN\Administrators 19.3KiB 7y0d source share\CIFS.pm

f BUILTIN\Administrators 20.7KiB 7y0d source share\CR.pm

f BUILTIN\Administrators 2.28KiB 7y0d source share\CRC.pm

f BUILTIN\Administrators 18.7KiB 7y0d source share\CSHM.pm

f BUILTIN\Administrators 43.0KiB 7y0d source share\CSM.pm

f BUILTIN\Administrators 19.7KiB 7y0d source share\ChangeModel.pm
f BUILTIN\Administrators 33.3KiB 7y0d source share\Checker.pm

f BUILTIN\Administrators 3.47KiB 7y0d source share\Class.pm

f BUILTIN\Administrators 37.8KiB 7y0d source share\Client.pm

f BUILTIN\Administrators 2.44KiB 7y0d source share\ClientInfo.pm
f BUILTIN\Administrators 37.2KiB 7y0d source share\ClientMgr.pm

f BUILTIN\Administrators 17.1KiB 7y0d source share\ClientRPC.pm

f BUILTIN\Administrators 9.21KiB 7y0d

source share\ClusterAgent.pm

f BUILTIN\Administrators 15.7KiB 7y0d source sharelagnostic\Qtree.pm
f BUILTIN\Administrators 29.3KiB 7y0d source sharelagnostic\Quota.pm
f BUILTIN\Administrators 13.7KiB 7y0d

source_ share\agnostic\RbacCmdFetcher.pm

f BUILTIN\Administrators 5.55KiB 7y0d

source share\agnostic\RbacCmdFetcher ReadMe

f BUILTIN\Administrators 3.92KiB 7y0d source sharelagnostic\SFXOD.pm
f BUILTIN\Administrators 35.8KiB 7y0d

source sharelagnostic\Snapmirror.pm
f BUILTIN\Administrators 40.4KiB

source sharelagnostic\VolEfficiency.

f BUILTIN\Administrators 6.22KiB
source sharelagnostic\flatfile.txt

7y0d
pm
7y0d



d BUILTIN\Administrators 7y0d source sharelagnostic
d BUILTIN\Administrators

xcp scan -1 -ownership \\<IP address or hostname of SMB
server>\source share

317 scanned, 0 matched, 0 errors Total Time : 1s

STATUS : PASSED

Scan-du

EHEALET -du/ NTX—RE scanBE T4 LI r ) (BWTFTo L7 M)%EEL) OAR—AEHEEXEN
95V E,

3

xcp scan -du \\<IP address or hostname of SMB server>\source share

erLET

c:\netapp\xcp>xcp scan -du \\<IP address or hostname of SMB
server>\source share xcp scan -du \\<IP address or hostname of SMB
server>\source share

569KiB source sharelagnostic
19.8MiB source_ share

xcp scan -du \\<IP address or hostname of SMB server>\source share
317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

scan-fmt <expression>

ZEALET -fmt <expression> /NTX—AR Y scan EBCNERICKSTI7MILIURA N E T +— Y
F925aVR,

34

xcp scan —-fmt "', '.Jjoin(map(str, [relpath, name, size, depth]))"
\\<IPaddress or hostname of SMB server>\source share

247



PerLET

c:\netapp\xcp>xcp scan —-fmt "', '.join (map(str, [relpath, name, size,
depth]))" \\<IP address or hostname of SMB server>\source share
xcp scan —-fmt "', '.Jjoin (map(str, [relpath, name, size, depth]))"

\\<IP address or hostname of SMB server>\source share

source share\ASUP.pm, ASUP.pm, 199239, 1

source share\ASUP REST.pm, ASUP REST.pm, 35506, 1

source share\Allflavors v2.pm, Allflavors v2.pm, 4204, 1

source share\Armadillo.pm, Armadillo.pm, 39024, 1

source share\AsupExtractor.pm, AsupExtractor.pm, 3924, 1

source share\BTS Config.pm, BTS Config.pm, 71777, 1

source share\Backup.pm, Backup.pm, 2714, 1

source_ share\Aggregate.pm, Aggregate.pm, 61699, 1

source share\Burt.pm, Burt.pm, 37780, 1

source share\CConfig.pm, CConfig.pm, 9195, 1

source share\CIFS.pm, CIFS.pm, 19779, 1

source share\CR.pm, CR.pm, 21215, 1

source share\CRC.pm, CRC.pm, 2337, 1
source_sharelagnostic\LunCmds.pm, LunCmds.pm, 30962, 2

source sharel\agnostic\ProtocolAccess.pm, ProtocolAccess.pm, 41868, 2
source sharelagnostic\Qtree.pm, Qtree.pm, 16057,2

source_ sharelagnostic\Quota.pm, Quota.pm, 30018,2

source share\agnostic\RbacCmdFetcher.pm, RbacCmdFetcher.pm, 14067, 2
source sharelagnostic\RbacCmdFetcher ReadMe, RbacCmdFetcher ReadMe,
5685, 2

source share\agnostic\SFXOD.pm, SFXOD.pm, 4019, 2

source sharelagnostic\Snapmirror.pm, Snapmirror.pm, 36624, 2
source_ sharelagnostic\VolEfficiency.pm, VolEfficiency.pm, 41344, 2
source sharel\agnostic\flatfile.txt, flatfile.txt, 6366, 2

source sharelagnostic, agnostic, 0, 1

source_share, , 0, O

xcp scan —-fmt ', '.Jjoin(map(str, [relpath, name, size, depth])) \\<IP
address or hostname of SMB server>\source share

317 scanned, 0 matched, 0 errors

Total Time : Os

STATUS : PASSED

2Fx v VLS

HERALEYT -ads 757 /NS A—HIZ scan AX YV RZFEALT. SMBEELAEZBRHICAFvy> L. ¢
RTOT77AILEBEEMITENTVWARRET—2A M) —LE—EBRRLET,
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3%

xcp scan -—ads \\<source ip address>\source share\src
PlerLET

C:\netapp\xcp>xcp scan -ads \\<source ip address>\source share\src

src\filel.txt:adsl
src\filel.txt:ads filel.txt 1697037934.4154522.txt
src\filel.txt

src\file2.txt:adsl
src\file2.txt:ads file2.txt 1697037934.5873265.txt
src\file2.txt
src\testl.txt:ads testl.txt 1697037934.7435765.txt
src\testl.txt

src\dirl\dfilel.txt:adsl
src\dirl\dfilel.txt:ads dfilel.txt 1697037934.1185782.txt
src\dirl\dfilel.txt:ads xcp.exe
src\dirl\dfilel.txt:ads tar
src\dirl\dfilel.txt:java exe
src\dirl\dfilel.txt:cmdzip
src\dirl\dfilel.txt:adsl 2GB

src\dirl\dfilel.txt

src\dirl:adsl
src\dirl:ads dirl 1697038504.087317.txt

src\dirl

src:ads src 1697038504.7123322.txt

SrcC

xcp scan -ads \\<source ip address>\source share\src
6 scanned, 0 matched, 0 errors, 15 ads scanned

Total Time : 2s

STATUS : PASSED

e —

o copy ANV RIF. V=T LV MNIBELEKEZRAFY > L. TAT14 =23
YSMBEBICOAE—LZX T o copy AV RIZIE. V—ANRET AT F—>3YV
INADZEHE LTRHETYT, AFxvrbLvaE—niz7r7a0I)l. RIL—Fv ~ /&
E. 8&RBRREIOFFED. sHTeicaryyY—IILicHATNE S,
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* SUAALOT T 7AILIE TC : \NetApp\XCPJ ICHIENE T,
(D * TN copy AV Kid. Access Control List (ACL ; 77t X&) X ) ZERESICT

—&%%ZAE—L&EJ,

3%

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

erLET

c:\netapp\xcp>xcp copy \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp copy \\<IP address or hostname of SMB server>\source share \\<IP

address of SMB destination server>\dest share

317 scanned, 0 matched, 316 copied,

Total Time : 2s
STATUS : PASSED

RORKIC. ZERLET copy INTX—REFDHE,

INT A=A
copy -h. --help

[OE—-v]
aE—NZ LI

aE—<wvF

O —-R9

[copy-preserve-atime]

JE—ACL

<<smb_copy_acl,copy-fallback-user fallback_user>

250

0 errors

Bk

ICBAT 25 BHmZERTLET. copy ANV RERE
TLEY

TNYITDORRMEZEHET,

BRMLIB 7O RO ZzIEELET (T4 K

: <cpu-count>) o

TAINRIC—ETEDT7AINLETa LI MN)DAHZL
LXY (xcp help - match ZBBLTLLEE
L) o

TAIINEZRADT 7AILETo LI M) DAHEBFEALE
ER

V—RIBRT7 I ABE YR M7 LET,
txa)TFqBEREIE—-LET,

A—A) (RXA2THW) V—RIP>A—H—D
MEBRZ ZTERD X —%7 v kY > EDActive Directory
dA—HY—F7EO0—A) (RXA> TRV 1—H—
EIRELE T, -zl domain\administrator®d &
SICEELEY,



INTX—A& Bz

<<smb_copy_acl,copy-fallback-group fallback_group> O—#JL GER XA Y) V—RI 2T IL—TDHER
ZRITIBZ 22—y k<2 > EDActive DirectoryZ' /L
—7F=FO—HIL GERXTY) JIL—TF=IBEL
¥9, 7z ZxIE. domain\administratorsza ¥ T9 o

copy-root I—bF LI MJDACLZOE—LE Y,

copy-aclverify {yes. no} copy-aclfLIBARICACLEGEZ R ¥ v X TcIdE8H DA
Toa eEERLEFT,

[copy-noownership] FABIEIFOIE—CNEE A,

OE—-BS ?aﬁ&%%ﬂa?mwaﬂfx(?7z»h:mn

[0 —[h] NTFSHET—2 X b —L%ZY —ZXSMBHEN ST

ATF4F%—> 3 YSMBHREICOE—-L T,

copy -h. --help
EHEALEFT -h BELY ——help NTA—ARE copy AV RZEFEAL T copy AV RERITLET

3%

xcp copy —help
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C:\netapp\xcp>xcp copy —help

usage: xcp copy [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve- atime] [-acl] [-fallback-user FALLBACK USER]
[-fallback-group FALLBACK GROUP] [-loglevel <name>] [-root] [-
noownership] [- aclverify {yes,no}] [-bs <n>] [-ads]

source target

positional arguments:

source

target

optional arguments:

-h, --help show this help message and exit

-V increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match the

filter (see "xcp help -match’ for details)

-exclude <filter> Exclude files and directories that match the

filter (see “xcp help - exclude  for details)

-preserve-atime restore last accessed date on source

-acl copy security information
-fallback-user FALLBACK USER

the name of the user on the target machine to

receive the permissions of local (non-domain) source machine users (eg.

domain\administrator)
-fallback-group FALLBACK GROUP

the name of the group on the target machine to

receive the permissions of local (non-domain) source machine groups

(eg. domain\administrators)

-loglevel <name> option to set log level filter (default:INFO)
-root copy acl for root directory
-noownership do not copy ownership
-aclverify {yes,no} choose whether you need to skip acl verification
-bs <n> read/write block size for copy (default: 1M)
-ads copy NTFS alternate data streams.

dE—-v

ZHERALET v /NTA—RE copy FHBT Ny JIERZRHETZIT R,
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3%

xcp copy -v \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

PlerLEd

c:\netapp\xcp>xcp copy -v \\<IP address of SMB destination server>\src
\\<IP address of SMB destination server>\dest\dl

failed to set attributes for "dl1": (5, 'CreateDirectory', 'Access is
denied.")

failed to copy "fl.txt": (5, 'CreateFile', 'Access is denied.')
failed to set attributes for "": (5, 'SetFileAttributesW', 'Access is
denied.') error setting timestamps on "": errno (code: 5) Access 1is
denied.

H:\p 4\xcp latest\xcp cifs\xcp\ main .py copy -v \\<IP address of SMB
destination server>\src \\<IP address of SMB destination
server>\dest\dl

3 scanned, 0 matched, 0 skipped, 1 copied, 0 (0/s), 3 errors

Total Time : 3s

STATUS : FAILED

JE—/NZ L )l<n>

ZHEALET -parallel <n> /NTAXA—R Y copy AV REFERALT. XCPEK 7O XD ZIBRL £
9o DT 7 #JL ME -parallel IFCPUEEREL T,

@ NDEAMEIZ61 T,

BX

xcp copy —-parallel <n> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

253



PerLET

c:\netapp\xcp>xcp copy -parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-parallel 7 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, Oerrors

Total Time : 2s

STATUS : PASSED

Copy-Match <filter>

ZEALZXT -match <filter> /NTA—R L copy BEINBIRU—HTET7—2DIHZIE—F ST
>R,

3%

xcp copy -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

PlerLET

c:\netapp\xcp>xcp copy -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination

server>\dest share

xCcp copy -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 5 matched, 4 copied, 0 errors

Total Time : 1s

STATUS : PASSED

Copy-Exclude <filter>

ZEALET -exclude <filter> NTAXA—RY copy BRASNIcT—R2DAEZIE—F 2T K,
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3%

xcp copy -—-exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

ROBITIE. BEIC Tresync] CWOSXFIHEENTVWBR T 7ML ELUT L7 U AE—RRH SR
NAETNTVET,

PerLET

c:\netapp\xcp>xcp copy -exclude "'resync' in name" \\<IP address or
hostname of SMB server>\source share \\<IP address or hostname of SMB
server>\dest share

xcp copy —exclude 'resync' in name \\<IP address or hostname of SMB
server>\source share \\\\<IP address or hostname of SMB
server>\dest share

18 scanned, 2 excluded, 0 skipped, 15 copied, 122KiB (50.5KiB/s), O
errors

Total Time : 2s

STATUS : PASSED

copy-preserve-atime

HFERALEXY -preserve-atime /INTX—RE copy XCPH 7 71 IL %= FHAESE1IC Tatimel & TDEICY
Ty b5 UK,

BX

xcp copy —-preserve-atime \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp copy -preserve-—-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp copy —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

317 scanned, 0 matched, 316 copied, 0 errors

Total Time : 2s

STATUS : PASSED

copy-acl-fallback-user <fallback_user>-fallback-group <fallback_group>
ZREALEXT -acl NTA—R L copy EFalUT 58 F (ACL) DEEXET VT4 7ICTHAXVER,

ZERALEY -acl /NTA—RE -fallback-user $KU -fallback-group ¥—F7 v kI >V EDI1—

=TI —THEIEET DD Active Directory 5O—HIL(K XA > TldHRW)Y —XI> DA —H—Ff
ST IN—TOIERZEEEBTZA4 T3>, THuk. Active DirectoryD—E L AWVWI—H%EIEL TWLWEDITTIX
HOFHA

3%

xcp copy —acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

copy-aclverify {yes. no}

ZEALEXYT -aclverify {yes,no} /NTA—RE copy ACLIAE —SLIBRICACLEREEZ R ¥ v T 7IFE
HZ3FTarEEETSAV R,

HERTAIUNENDHD £J -aclverify {yes,no} INTX—R Y copy -acl AXVREZR{ITLETT 7+
JLETIE. ACLOE—21EICK > TACLAREESNE T, ZREL B —aclverify 77> 3 V&I
ELET no ZFEHATD L. ACLOWREX AL T, “fallback-user $& U fallback-group 4
AVIIMEBETIEHD FHA. BELIES -aclverify 887 | yes ZEHT3ICIE. “fallback-user
B LU fallback-group XOFIUCRTLDIC. 7P a>zBELET,

3%

xcp copy -acl -aclverify yes -fallback-user <fallback user> -fallback
—-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

C:\NetApp\xcp>xcp copy -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0O errors, 5s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

12 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 15s, O
acls copied xcp copy —-acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (634/s), 0 errors,
11 acls copied

Total Time : 16s

STATUS : PASSED

C:\NetApp\xcp>xcp copy —-acl -aclverify no
\\<source IP address>\source share
\\<destination IP address>\dest share

xcp copy -acl -aclverify no \\<source IP address>\source share
\\<destination IP address>\dest share

12 scanned, 0 matched, 0 skipped, 11 copied, 10KiB (5.61KiB/s), 0
errors, 11 acls copied

Total Time : 1s

STATUS : PASSED

copy-root

ZEALEXYT -root NTA—RE copy IL— T4 LI FUDACLZOE—95AT VR,

34

xcp copy —acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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PerLET

C:\NetApp\XCP>xcp copy -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xCcp copy —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 200 (108/s), 0 errors, 6
acls copied

Total Time : 1s

STATUS : PASSED

copy-noownership
ZEAL XY -noownership INTA—RE copy V—RADBT AT 2= avICAEEEZ IE—LAVK

SICEETSAXR VR, 2RI IVENDHD £9 -noownership ZEAH -acl MELA T3>
fallback-user &V fallback-group (WAB/NTA—RELT) o

34

xcp.exe copy -acl -noownership -fallback-user <fallback user> -fallback
-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

C:\Netapp\xcp>xcp.exe copy -acl -noownership -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 5s, O
acls copied

568 scanned, 0 matched, 0 skipped, 0 copied, 0 (0/s), 0 errors, 10s, O
acls copied

568 scanned, 0 matched, 0 skipped, 135 copied, 4.26MiB (872KiB/s), O
errors, 15s, 137 acls copied xcp.exe copy —-acl -noownership -fallback
-user "DOMAIN\User" -fallback-group "DOMAIN\Group"
\\<source IP address>\source_ share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (1.01MiB/s), O
errors, 567 acls copied

Total Time : 17s

STATUS : PASSED

JE—BS <n>

ZEALET -bs <n> INTAX—F L copy 5D /EZTAATOAV IV A I%ZIBETS AV K, 774
MEIFIMTY,

(34

xXcp.exe copy —bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

PerLET

c:\Netapp\xcp>xcp.exe copy —-bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

xcp.exe copy -bs 32k \\<source IP address>\source share
\\<destination IP address>\dest share

568 scanned, 0 matched, 0 skipped, 567 copied, 17.7MiB (6.75MiB/s), O
errors

Total Time : 2s

STATUS : PASSED
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A —ILE

ZHEALEYT -ads INTA—RE copy NTFSRET—2 X M) —L%ZY—XASMBEHEWNST AT *—>3
YSMBEBICOE—935IT VK,

34

xcp copy -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

PerLET

c:\netapp\xcp>xcp copy -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (2.41/s), 0O errors, 5s,
10 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 10s, 11 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 15s, 12 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 20s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 25s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 30s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 35s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 40s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 45s, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 2mlbs, 13 ads copied

6 scanned, 0 matched, 0 skipped, 3 copied, 13 (0/s),
0 errors, 3mbs, 13 ads copied

xcp copy -ads \\<source IP address>\source share\src
\\<desination IP address>\dest share

6 scanned, 0 matched, 0 skipped, 5 copied, 26 (0.137/s), 0 errors, 14
ads copied

Total Time : 3m9s

STATUS : PASSED
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[E]5A

o sync AXVRIE. V—REBEE—4Ty FHEEOEFCEEZMITLTAF v
L. 2=y MIBYRT7TOa>BALT. =Y bRV —RERF—THZ L
ZHESRLET, o sync AWV RIE. T—RAVTIOY BALRAZRVT. T714IILE
Y. FAEE. LU0 tEFa ) T BHRZEBRLE T,

3%

xcp sync \\<source SMB share> \\<IP address of SMB destination server>

PlerLET

c:\netapp\xcp>xcp sync \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

xcp sync \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

RORKIC, ZRLET sync NTX—REFDBE,

INTA—R B

sync -h. --help CONILTAXy—J7ZRRLTRTLED,

[sync-v] TNYITDRARMEZEDHET,

sync-parallel B 7OtEXE (77 =4JL bk <cpu-count>) ,

B~ v F TAINRI—BITZT7AINETa LI N)DHZL
IBLEXY (xcp help - match ZBBL TS
L) o

[EIHA-FRSL TA4IINEZRADT7ANET LY M)DAHEBRAL F
ERS

[sync-preserve-atime] V—RIRET7I7EZABZ )X N7 LET,

[[E&A-noatime] T77ANDT7 0 AE-IEF v I LBVWTLED
b\o

[sync-noctime] 77 AIINDOERBREIEF T v LBEVWTL T 0,

[[E1HA-4E R BF ] 771N DEHFHEZF v I LBVWTLIEEIV, (

CDFToavidRLEEINE LT COFTI 3%
BELBLSTH, FHIFSIESHIEITINET) -
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INTAX—&
[sync-noattrs]
[sync-noownership]
sync-atimewindow
sync-ctimewindow
sync-mtimewindow
[EIHAACL

<<sync_smb_acl,sync-fallback-user fallback_user>

<<sync_smb_acl,sync-fallback-group fallback_group>

sync -l
sync-root

FEBD AHacl

sync-aclverify {yes. no}
sync-bs

[RIHAILE]

sync -h. --help

=EA

BzFzv I LBVWTLIEE L,
FREtEZF v I LBVTLREL,
HFBREINBZ T/ AEROE (REf) .
PR RERREOE RELD) .
SRR SEEREDOE FEA)
tF¥aUTqBHREzIE-LET,

=4y k> > EDActive Directory 1—4— £ 7z 1
O—AIWR XA > THRWMIA—F—H, O—HJL(FX
AU THRWY =TS > A—H—(fl:
domain\administrator)DMERZEUE L £ 9,

X—4y k> > EDActive DirectoryZ )L— 7 £ 7= 1&
O—AJ) (RXA4>THW) JIL—F, O—AJ (K
XAV THRW) VY=2RIP VT IL—F (fl

: domain\administrators) DOMERZEE L 9,

HADFMZECL I,
IW=bT4 LI F)DACLZREHAL 7
tFXaUT1BHROAZIE-LET,

ACLOFIHRMLIERICACLOIREZ ZH BN AF v T
BN EEELET,

HAMD/EZTAATOAVITFAX (TT74ILE 1M
) o

EEALEYT sync AV RICZIEBELET -ads V
— 22—y FOSMBEETRET—2 X~ —
LOBBCEEEAXT Vv T3750, BEHNH 5
Bld. BEEHEZ—Fy MIBERAINE T,

R—=Ty bV —REFE—THZ =R LET,

HEALET -nBELV ——help /NTX—AR Y sync AX Y REMFEAL T sync AV REZEITLET

3%

xcp sync —-—help

262



PerLET

C:\Netapp\xcp>xcp sync —--help

usage: xcp sync [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude

<filter>] [-preserve-atime]
[-atimewindow <float>]

[-ctimewindow <float>] [-mtimewindow <float>] [-acl] [-fallback-user
FALLBACK USER] [-fallback-group FALLBACK GROUP] [-loglevel <name>] [-1]
[-root]

[-noownership] [-onlyacl] [-aclverify {yes,no}] [-bs <n>] [-ads] source
target

Note: ONTAP does not let a

[-noatime] [-noctime] [-nomtime] [-noattrs]

SMB client modify COMPRESSED or ENCRYPTED

attributes. XCP sync will ignore these file attributes.

positional arguments:
source
target

optional arguments:
-h, --help
-V
-parallel <n>
<cpu-count>)
-match <filter>
match the filter (see “xcp
-exclude <filter>

show this help message and exit
increase debug verbosity
number of concurrent processes (default:

only process files and directories that
help -match”™ for details)

Exclude files and directories that match the

filter (see “xcp help -exclude ™ for details)

-preserve-atime

-noatime

—-noctime

-nomtime

-noattrs

—atimewindow <float>

-ctimewindow <float>
seconds

-mtimewindow <float>
seconds

-acl

-fallback-user FALLBACK

to receive the permissions

(eg. domain\administrator)

restore last accessed date on source

do not check file access time

do not check file creation time

do not check file modification time

do not check attributes

acceptable access time difference in seconds
acceptable creation time difference in

acceptable modification time difference in

copy security information
USER
the name of the user on the target machine

of local (non-domain) source machine users

-fallback-group FALLBACK GROUP

to receive the permissions

the name of the group on the target machine

of local (non-domain) source machine groups
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(eg. domain\administrators)

—-loglevel <name> option to set log levelfilter

=1 increase output detail

-root sync acl for root directory

-noownership do not sync ownership

-onlyacl sync only acls

—aclverify {yes,no} choose whether you need to skip acl
verification

-bs <n> read/write block size for sync (default:

-ads sync ntfs alternate data stream

sync-v
ZERALFEFT v /NTA—RE sync FlBT NV JERZzIREITZ AT VR,
X

xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxxx
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PerLET

C:\XCP>xcp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target XxxXXx

ERROR failed to remove from target

"assembly\GAC 32\Microsoft.CertificateServices.PKIClient.Cmdlets\v4.0 6
.3.0.0 31bf3856ad364e35\p ki.psdl": [Errno 13] Access is denied:
"\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB tar
shil\\assembly\\GAC 32\\Microsoft.CertificateServices.PKIClient.Cmdlets
\\v4.0 6.3.0.0 31bf3856ad 364e35\\pki.psdl’

ERROR failed to remove from target

"assembly\GAC 64\Microsoft.GroupPolicy.AdmTmplEditor\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.Gro upPolicy.AdmTmplEditor.dl1": [Errno 13]
Access 1is denied: "\\\\?\\UNC\\10.61.

\vol SMB target xxxxxx\\assembly\\GAC 64\\Microsoft.GroupPolicy.AdmTmpl
Editor\\v4.0 6.3.0.0 31bf
3856ad364e35\\Microsoft.GroupPolicy.AdmTmplEditor.d11l"

1,933 scanned, 1,361 compared, 2 errors, 0 skipped, 0 copied, 1,120
removed, 5s ERROR failed to remove from target

"assembly\GAC 64\System.Printing\v4.0 4.0.0.0
31bf3856ad364e35\System.Printing.dl1": [Errno 13] Access is denied:
"N\\A\?\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
4\\System.Printing\\v4.0 4.0.0.0 31bf3856ad364e35\\System.Printing.dll’
ERROR failed to remove from target

"assembly\GAC MSIL\Microsoft.PowerShell.Workflow.ServiceCore\v4.0 3.0.0
.0 31bf3856ad364e35\Micro soft.PowerShell.Workflow.ServiceCore.dll":
[Errno 13] Access 1s denied: '\\\\

\\<IP address of SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.PowerShel
1.Workflow.ServiceCore\\v4

.0 3.0.0.0

31bf3856ad364e35\\Microsoft.PowerShell .Workflow.ServiceCore.dll' ERROR
failed to remove from target

"assembly\GAC MSIL\Microsoft.RightsManagementServices.ServerManager.Dep
loymentPlugin\v4.0 6.3.0.0
31bf3856ad364e35\Microsoft.RightsManagementServices.ServerManager.Deplo
ymen n.dl1l": [Errno 13] Access is denied: "\\\\?\\UNC\\<IP address of
SMB destination

server>\\vol SMB target xxxxxx\\assembly\\GAC MSIL\\Microsoft.RightsMan
agementServices.ServerMana ger.DeploymentPlugin\\v4.0 6.3.0.0
31bf3856ad364e35\\Mic
.RightsManagementServices.ServerManager.DeploymentPlugin.dll"'

ERROR failed to remove from target
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"assembly\GAC MSIL\Microsoft.WSMan.Management\v4.0 3.0.0.0
31bf3856ad364e35\Microsoft.WSMan.Mana gement.dll": [Errno 13] Access is
denied: "\\\\?\\UNC\\<IP address of SMB destination server>\\vol SMB
_xxxxxx\\assembly\\GAC MSIL\\Microsoft.WSMan.Management\\v4.0 3.0.0.0
31bf3856ad364e35\\Microsof t.WSMan.Management.dll'

ERROR failed to remove from target

"assembly\GAC MSIL\PresentationUI\v4.0 4.0.0.0
31bf3856ad364e35\PresentationUI.dl1l": [Errno 13] Access 1s denied:
"\\\\2\\UNC\\<IP address of SMB destination
server>\\vol SMB target xxxxxx\\assembly\
SIL\\PresentationUI\\v4.0 4.0.0.0 31bf3856ad364e35\\PresentationUI.dll"
ERROR failed to remove from target

"assembly\GAC MSIL\System.IO.Compression.FileSystem\v4.0 4.0.0.0
b77a5c561934e089\System.I0.Comp ression.FileSystem.dl1l": [Errno 13]
Access 1s denied: '"\\\\?\\UNC\\10.61.71.5

_SMB_ target xxxxxx\\assembly\\GAC MSIL\\System.IO.Compression.FileSyste
m\\v4.0 4.0.0.0 b77a5c561
934e089\\System.IO.Compression.FileSystem.dll"

ERROR failed to remove from target

"assembly\GAC MSIL\System.IdentityModel.Selectors\v4.0 4.0.0.0

b77a5c561934e089\System.IdentityM odel.Selectors.dl1l": [Errno 13]
Access is denied: '"\\\\?\\UNC\\<IP address of SMB destination
server>\\v

s_target xxxxxx\\assembly\\GAC MSIL\\System.IdentityModel.Selectors\\v4
.0 4.0.0.0 b77a5c561934e0 89\\System.IdentityModel.Selectors.dll"

2,747 scanned, 2,675 compared, 9 errors, 0 skipped, 0 copied, 2,624
removed, 10s ERROR failed to remove from target

"assembly\GAC MSIL\System.Web.DataVisualization\v4.0 4.0.0.0
31bf3856ad364e35\System.Web.DataVis ualization.dl1l": [Errno 13] Access
is denied: '"\\\\?\\UNC\\<IP address of SMB destination server>\\vol c
rget xxxxxx\\assembly\\GAC MSIL\\System.Web.DataVisualization\\v4.0 4.0
.0.0 31bf3856ad364e35\\Sy stem.Web.DataVisualization.dll'

cp sync -v \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx\warning \\<IP address of SMB destination
server>\vol SMB target xXxxxXxx

2,831 scanned, 0 copied, 2,831 compared, 0 removed, 10 errors Total
Time : 10s

STATUS : PASSED

FEHE/NS L JL<n>

ZERALEXY -parallel <n> /NTXA—R L sync AV RZEAL T, XCPRB 7O XD ZERL £
o o sync -parallel <n> AVX >V RII. BERZ7OEIE (77 4Lk <cpu-count>) YFEEAL 9,

@ NDEAMEIZ61 T,
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3%

xCcp sync -parallel <n>> \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

PlerLEd

C:\xcp>xcp sync -parallel 5 \\<IP address or hostname of SMB
server>\volxcp\\<IP address of SMB destination server>\xcpl testl

658 scanned, 244 compared, 0 errors, 0O skipped, 0 copied, 0 removed, 5s
658 scanned, 606 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

658 scanned, 658 compared, 0 errors, 0 skipped, 0 copied, 0 removed,
10s

Sending statistics...

BHA< v F<filter>

ZHEAL XY -match <filter> /NTA—RE sync V=AYV = XZ—=y V) —%ZXF v > L. fiter
SIBUC—IT BT 7AINELRETAL I M) DAZEERTZATY R, HERAHIHE. AV RIFEZ—7
W MIRBRT7 I3 zBBRALTEBPZH#IFELE T,

534

xcp sync -match <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

erLET

c:\netapp\xcp>xcp sync -match "'gx' in name" \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -match "'gx' in name" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -match 'gx' in name \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 10 compared, 0 removed, 0 errors

Total Time : 2s

STATUS : PASSED
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[EER-<filter> % f& 4}

HFEHALET -exclude <filter> NTA—RY sync Z4IEZARADT7AILET14 LI M) DAEFRAT
Y vl

34

xcp sync —exclude <filter> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

PerLET

C:\netapp\xcp>xcp sync —-exclude "path ('*Exceptions*')" \\<IP address or
hostname of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —exclude path ('*Exceptions*') \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

451 scanned, 427 excluded, 0 copied, 24 compared, 0 skipped, 0 removed,
0 errors

Total Time : 2s

STATUS : PASSED

sync-preserve-atime

ZERA L X9 -preserve-atime /NI X—R ¥ sync XCPH 7 71 L% FHAENBH1IC Tatimel ZTDEICY
Ty bd25ITUEK,

34

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp sync -preserve-—-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-preserve-atime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 4s

STATUS : PASSED

[EH#B-noatime

HEALEXT -noatime NTAX—RE sync V—ADIRTOERZXZ—7w MIEETZ ATV R, 77
T AEEDERITNHZ 7 71 ILIFRE X,

3%

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

PlerLET

c:\netapp\xcp>xcp sync -noatime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noatime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED
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sync-noctime

ZEHALEXY -noctime INTXA—RE sync V—ADITRTODERZXZ—7 v MIE#AT 2TV R, 2

L. EREREOERITHH DT 71 ILISFRE F T,
3%

xcp sync —noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

PlerLET

c:\netapp\xcp>xcp sync -noctime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -noctime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

[EHA-+& R B

ZERALEYT -nomtime /NTX—RE sync V—ADIARTDERZRZ—7 v MIFEHTI ATV R, =7
L. ZERZIDERDADNEZENDZ T 7MILISRE XY, (CODA TP aVIEFRELEETNEFE LT o sync D

F72a EEELBLLTHIARY RIFFISHMIRITEINET) o

3%

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp sync -nomtime \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

xcp sync -nomtime \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync-noattrs

ZEALET -noattrs NI X—RE sync V—ARDIRTDERZX—7 v MIEHETZ ATV R,
L. 7271V EBHOERDANETEND T 7AILIEREE T, XCPIE. AT UYNERBZERICOHT 7
AL EIE—LFT (ACLHEmEINET)

34

xcp sync -noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

erLET

c:\netapp\xcp>xcp sync -noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

XCcp sync —-noattrs \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -noattrs \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync-noownership

ZEAL XY -noownership /INTAXA—R L sync FIBHEDEVDAZIFOT 7M1 I ZBFRE. V—ADITART
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DEWVER—4y MIERET2 TR,

53

xcp sync -noownership \\<IP address or hostname of SMB
server>\vol SMB source xxxxxx \\<IP address of SMB destination
server>\vol SMB target Xxxxxx

erLET

>xcp sync -acl -noownership -fallback-user "DOMAIN\User" -fallback
-group "DOMAIN\Group" \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share

Truncated Output

302,909 scanned, 301,365 compared, errors, skipped,
copied, 0 removed, 9m46s
307,632 scanned, 303,530 compared, errors, skipped,
copied, O removed, 9m51s
308,434 scanned, 305,462 compared, errors, skipped,
copied, O removed, 9m56s
310,824 scanned, 307,328 compared, errors, skipped,
copied, O removed, 10mls
313,238 scanned, 310,083 compared, errors, skipped,
copied, O removed, 10mé6s
314,867 scanned, 313,407 compared, errors, skipped,
copied, O removed, 10mlls
318,277 scanned, 315,856 compared, errors, skipped,
copied, O removed, 10ml7s
321,005 scanned, 318,384 compared, errors, skipped,
copied, 0 removed, 10m22s
322,189 scanned, 321,863 compared, errors, skipped,
copied, O removed, 10m27s
323,906 scanned, 323,906 compared, errors, skipped,
copied, O removed, 10m29s

xcp sync -—-acl -noownership -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<source IP address>\source share \\<IP address of SMB
destination server>\dest share

323,906 scanned, 0 copied, 323,906 compared, 0 removed, 0 errors

Total Time 10m29s

STATUS PASSED
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sync-atimewindow <float>

ZEALEXY -atimewindow <float> /NTXA—R L sync ARV RZFEALT. V—RADSTRAT 1 %R—
2aUADT 7 I DatimeDFBREZWBEMUTHEEL FJ, atimeDEh <value>&k D/NEWFE. XCPIZ~

FAIHEBZ>TVBERELFE A,
BX

xcp sync —atimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

RDOBITIE. XCPIZY =R T 7AINET AT 4% —> 32T 71l DatimeDEZRARI0DETHBL. ¥—

7y kDatimeZEBFH L FH Ao

PlerLET

c:\netapp\xcp>xcp sync -atimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\source share

xcp sync —atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\source share

xcp sync -—atimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\source share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync-ctimewindow <float>

ZERAL XY -ctimewindow <float> /NTA—RYE sync AXY RZFEALT. V—IADSETAT1%—
2avADT 7ML DctimeDHBEEZMBENMTIEEL £9, ctimeDENH <value>& D/NTWIHE. XCPIZ7

FAIHEZS>TVBERELFE A

3%

xcp sync —-ctimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

ROFTIE. XCPIFY —RT7AINET AT 3*—>3 > T 71 LDOE TatimeDEZ ZRA107ER T AN

2—4w kDctimeZEBFHL T Ao
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PerLET

c:\netapp\xcp>xcp sync -ctimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync —-ctimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors
Total Time : 3s

STATUS : PASSED

sync-mtimewindow <float>

ZEAL X9 -mtimewindow <float> /NTX—R ¥ sync ANXVY REFEHALT. V—RET RT3 —>
AYDT77AILOmMimellEFBEINZIEEZHEMTIEEL £9, mtimeDZEH <value>&k D/NEVLIHFE. XCPIX
T7AIIHERE->TUVWBEHRELFH A

134

xcp sync -mtimewindow <float> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share

PlerLET

c:\netapp\xcp>xcp sync -mtimewindow 600 \\<IP address or hostname of
SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -mtimewindow 600 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

634 scanned, 0 copied, 634 compared, 0O removed, 0 errors Total Time
3s

STATUS : PASSED
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sync-acl-fallback-user <fallback_user>-fallback-group <fallback_group>

ZEALEXY -acl. -fallback-user KU -fallback-group /NTX—RE sync AV R&EFEHL
T V—ADT—RetEFal)Tq08RZX—7T v B L. 42—y MIRBR 7O 3 E=EALE
9o o -fallback-user KV -fallback-group F T a>id. F—47 v b > £TzlFActive
Directory® A —H—F /(I3 F I —TT. O—AIL (RXAVTIEARY) V—RA—HY—FIET)IL—TDIER
ZEIELET,

(D HEATECIETEXEEA —acl 77> a V& FERALARVESE -fallback-user XU
-fallback-group 4 73> (Options)

3%

xcp sync -acl -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address or hostname of SMB

server>\performance SMB home dirs \\<IP address of SMB destination
server>\performance SMB home dirs
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PerLET

C:\xcp>xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

10,796 scanned, 4,002 compared, 0 errors, O skipped,
copied, O removed, ]

15,796 scanned, 8,038 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,505 compared, 0 errors, O skipped,
copied, 0 removed, 5s

15,796 scanned, 8,707 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,730 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,749 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 8,765 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 8,786 compared, 0 errors, O skipped,
copied, O removed, Os

15,796 scanned, 8,956 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,320 compared, 0 errors, O skipped,
copied, 0 removed, Os

15,796 scanned, 9,339 compared, 0 errors, O skipped,
copied, O removed, 5s

15,796 scanned, 9,363 compared, 0 errors, O skipped,
copied, O removed, mOs

15,796 scanned, 10,019 compared, 0 errors, O skipped,
copied O removed, 1m5s

15,796 scanned, 10,042 compared, 0 errors, O skipped,
copied O removed, Iml0s

15,796 scanned, 10,059 compared, 0 errors, O skipped,
copied O removed, Iml5s

15,796 scanned, 10,075 compared, 0 errors, O skipped,
copied O removed, 1m20s

15,796 scanned, 10,091 compared, 0 errors, O skipped,
copied O removed, 1lm25s

15,796 scanned, 10,108 compared, 0 errors, 0 skipped,
copied O removed, Im30s

15,796 scanned, 10,929 compared, 0 errors, O skipped,
copied O removed, 1m35s

15,796 scanned, 12,443 compared, 0 errors, O skipped,
copied O removed, 1m40s
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15,796 scanned, 13,963 compared, 0 errors, O skipped, 0

copied O removed, 1m4d5s
15,796 scanned, 15,488 compared, 0 errors, O skipped, 0
copied O removed, 1m50s
15,796 scanned, 15,796 compared, 0 errors, O skipped, 0
copied O removed, Im51s

xcp sync -acl -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

15,796 scanned, 0 copied, 15,796 compared, 0 removed, 0 errors
Total Time : 1m51

STATUS : PASSED

sync -l

EERALET -1 /NTX—RE sync Z—5 Y F ETXCPICK > TERITINZIARTDOT I avIici2oWT,
EEEADICFRROX UV ERERMHE TS ATV R,

34

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

erLET

c:\netapp\xcp>xcp sync -1 \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

File "atime" changed, timestamps set for "agnostic"

File "atime" changed, timestamps set for "<root>"

xcp sync -1 \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

634 scanned, 0 copied, 634 compared, 0 removed, 0 errors

Total Time : 3s

STATUS : PASSED

sync-root

FHEALET -root NTA—RE syncIL— T L7 MJDACLZRIEITZIT > R,
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3%

xcp sync —-acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

PermLET

C:\NetApp\XCP>xcp sync -acl -root -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination
server>\dest share

xcp sync -acl -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

12 scanned, 0 copied, 12 compared, 0 skipped, 0 removed, 0 errors, 1
acls copied

Total Time : 2s

STATUS : PASSED

sync-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group>

ZERALEY -onlyacl. -fallback-user &Y “-fallback-group /NTA—HR YL sync V—REA
-7y brOETEFXF 2T BRZHER L. F—F Y MIRERT7 I3 VZEAITSIAT U R, ©
-fallback-user KUV -fallback-group &« Z—4v k<< > F7lFActive Directory T, A—7AJL (
RXAUTIERY) V—RA—H—FKFIIN—TOERZZITNZ 1 —H—F7ETIL—FTT,

@ ZERATZCIETEFERHEA -onlyacl ZFERALABRV/INT A=A -fallback-user KLU
-fallback-group 4 723> (Options)

3%
xcp sync -onlyacl -fallback-user <fallback user> -fallback-group

<fallback group> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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PerLET

C:\Users\ctladmin\Desktop>xcp sync -onlyacl -fallback-user
"DOMAIN\User" -fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

8,814 scanned,
removed, 0
9,294 scanned,
removed, 0
12,614 scanned,
removed, 0
13,034 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,
removed, 0
14,282 scanned,

removed, 0

xcp sync -onlyacl -preserve-atime -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

14,282 scanned,

errors

0 copied,
errors, 6s

0 copied,
errors, 1lls
0 copied,
errors, 16s
0 copied,
errors, 21s
0 copied,
errors, 26s
0 copied,
errors, 3ls
0 copied,
errors, 36s
0 copied,
errors, 41s
0 copied,
errors, 46s
0 copied,
errors, 51s
0 copied,
errors, 56s
0 copied,
errors, 1ml

0 copied,

errors, 1m6s

0 copied, 14,282 compared,

Total Time : 1m7s

STATUS PASSED

620 compared,

2,064

3,729

5,136

7,241

8,101

8,801

9,681

10,405

11,431

12,471

13,495

14,282

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

0 skipped,

skipped, 0

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 skipped,

0 removed,
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sync-aclverify {yes. no}

ZERAL XY -aclverify{yes,no} /NTX—R ¥ sync ACLERRLIBRICACLIEIEE 2D BN XA F v I
BPHEIBETAIAVU R, DA T2 aviE. sync —acl BELUY sync -onlyacl A< Y RACL syncld.
T 74 FTACLEREEZRITLE T, ZRELIERIE —aclverify A 72 a3 > ZICREL XY no & HEH
3. ACLOKREEZEBEL T, “fallback-user KU fallback-group A T3 VIIMEBETIFHD £
BTho RELIES -aclverify #7 | yes ZFRATSICIE. " fallback-user KLU fallback-
group RDFUCRT LSS, AT a>EBELET,

BX

xcp sync -acl -aclverify yes -fallback-user <fallback user> -fallback
-group <fallback group> \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

C:\NetApp\xcp>xcp sync -acl -aclverify yes -fallback-user "DOMAIN\User"
-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP
address of SMB destination server>\dest share

25 scanned, 0
0 acls copied
25 scanned, 0
0 acls copied
25 scanned, O
0 acls copied

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,

copied, 24 compared, 0 skipped, 0O removed, 0 errors, 15s,
xcp sync —-acl -aclverify yes -fallback-user "DOMAIN\User"

-fallback-group "DOMAIN\Group" \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

25 scanned, 1

copied, 25 compared, 0 skipped, 0 removed, 0 errors, 12

acls copied Total Time : 16s
STATUS : PASSED
C:\NetApp\xcp>xcp sync —-acl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -acl

—aclverify no \\<source IP address>\source share \\<IP

address of SMB destination server>\dest share

27 scanned, 1

copied, 27 compared, 0 skipped, 0 removed, 0 errors, 13

acls copied Total Time : 2s
STATUS : PASSED
C:\NetApp\xcp>xcp sync -onlyacl -aclverify yes -fallback-user

"DOMAIN\User"

-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

24 scanned, O
0 acls copied
24 scanned, 0
0 acls copied
24 scanned, O
0 acls copied
"DOMAIN\User"

copied, 24 compared, 0 skipped, 0 removed, 0 errors, 5s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 10s,
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 15s,

xcp sync -onlyacl -aclverify yes -fallback-user
-fallback-group "DOMAIN\Group"

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

C:\NetApp\xcp>xcp sync -onlyacl -aclverify no

\\<source IP address>\source share \\<IP address of SMB destination

server>\dest share

xcp sync -onlyacl -aclverify no \\<source IP address>\source share

\\<IP address
24 scanned, O

acls copied

of SMB destination server>\dest share
copied, 24 compared, 0 skipped, 0 removed, 0 errors, 11
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Total Time : 2s
STATUS : PASSED

Sync-BS <n>

ZERALET -bs <n> /INTXA—R L sync s D/EFTIAATOVIH A I%ZIBET S AY VR, 774
DY A XIFIMTT,

3%

xcp.exe sync -bs <n> \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

PlerLET

C:\Netapp\xcp>xcp.exe sync -bs 64k \\<source IP address>\source share
\\<IP address of SMB destination server>\dest share

1,136 scanned, 0 copied, 1,135 compared, 0 skipped, 95 removed, O
errors, 5s

xcp.exe sync -bs 64k \\<source IP address>\source share \\<IP address
of SMB destination server>\dest share 1,136 scanned, 283 copied, 1,136
compared, 0 skipped, 283 removed, 0 errors

Total Time : 10s

STATUS : PASSED

EHAL S

fEF ~ads NS XA—R Y sync AV REZEFEALT. V—R&E—7v FOSMBEERORET—FZ X k1) —
LICHTEIEECEEZAFXT vV LET, BENDHIHEIE. BENZ—7 v MIBEAIN. 2—7 v AV
—RYE—THB D HERINET,

/5974

xcp sync -ads \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share
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PerLET

C:\netapp\xcp>xcp sync -ads \\<source IP address>\source share\src

\\<dest IP address>\dest share

13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,
removed,
13 scanned,

removed,

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

1 copied, 12
5s,
1 copied, 12
10s, 1
1 copied, 12
15s, 1
1 copied, 12
20s, 1
1 copied, 12
25s, 1
1 copied, 12
30s, 1
1 copied, 12
ImOs, 1
1 copied, 12
2m50s,
1 copied, 12
2m55s,
1 copied, 12
3m0Os, 1
1 copied, 12
3m55s,
1 copied, 12
dmOs, 1
1 copied, 12
4m55s,
1 copied, 12
5mOs, 1
1 copied, 12
5mb5s, 1
1 copied, 12
5ml0s,
1 copied, 12
5mb55s,
1 copied, 12
om0Os, 1
1 copied, 12
om5s, 1

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

errors,

compared,

1 ads copied

compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied
compared,

1 ads copied
compared,

1 ads copied
compared,
ads copied
compared,
ads copied

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

skipped,

xcp sync -ads \\<source IP address>\source share\src
\\<dest IP addess>\dest share



13 scanned, 1 copied, 13 compared, 0 skipped, 0 removed, 0 errors, 1
ads copied

Total Time : 6m9s

STATUS : PASSED

FREE

o verify AXY Y RIE. V—XHEFA2—47 v hHEEFAED. LB L. HESICE
TREREIRHELET, ZFEATIET verify AE—UIBCEEIBOEITICFERT
Y —I)LICBEBREL. FEDY —RETRTAFX—a Y TAR Y REZEITTEET,

53

xcp verify \\<IP address or hostname of SMB server>\source share \\<IP
address of SMB destination server>\dest share

ermLET

c:\netapp\xcp>xcp verify \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\ <IP
address of SMB destination server>\dest share

xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
xcp verify \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

Total Time : 3s

STATUS : PASSED

RORKIC, ZBTRLET verifty NTX—REZFDHME,

INTX—=% Btz

verify -h. --help CONINTIXytE—CZRRLTHETLET,

Verify -v TNVITDORRGZEOHET.

verify-parallel B 7Ot ¥ (77 4JL b <cpu-count>) o
<<smb_verify_match,Verify-match filter> TANRI—BTDTF7AILETA LT MDA EN

IBLEXY (xcp help - match ZE2BLTLET
L) o
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INTAX—&
TREE-FRA

[verify-preserve-atime]
[verify-nodata]
[verify-atime]
[verify-noctime]
[verify-nomtime]
[verify-noattrs]
[verify-noownership]

Verify-ADS

[verify-noacls]

verify -atimewindow
verify -ctimewindow
verify -mtimewindow

[verify-stats]

verify -I
Verify -ll

<<verify_smb_acl,verify-fallback-user fallback_user>

<<verify_smb_acl,verify-fallback-group
fallback_group>

verify-root

Verify-Onlyacl

verify -h. --help

GG

T4ILEADT7AILET A LI M) DIHERAL
ER

V—RRET IV EZHZ) AN LET,
T—REFTv I LBWVWTLL S,
77T Ut ABERE = HERR

771 OERREIEF T v I LBWVWTLIEET W,
77N OBHFARZF v I LBEVWTL T,
BHEFT VI LBVWTLIET W,

FREHEZF TV I LBRVWTLIET W,

verify DYV R T -ads' /NS X—R%EIBET D L. V
—RETRATA X =23 >ORBT—RZZA L) —LH

BUHESHDF v I, HERNHNIETRRE
nExy,

ACLIZF T v I LBEWVWTLIEE LY,
FRINZ 7/ EREEOE (BMERD)
SFARREREREDE RELD) .
SRR EEREDOE FEA)

V=Y = BZ—=7y bV ) —ZHTLTRF v >
L. VU—fEtzt®mLET,

HAODFHZEPLET,
HAODFHZEPLET (git difffizx) -

=y kT > EDActive Directory 1—H — £ 7= (&
O—AJ(RXAL > TRWMII——D O—HIL(KX
4 THW)Y =TS a—H—(fl:
domain\administrator) DMER ZEV1F L £ 9

X—4y S > EDActive DirectoryZ )L —F £ 7= 1&
A=A (RXA4>THW) JIL—F, A=A (K
XA VTRV Y=RITIL—F (f

: domain\administrators) DOMERZEUS L £9,

IW=bT4 LI F)DACLZRERL FT,
X2l T BROAZHBLE T,

HEALET -hnBELV ——help NTX—AR Y verify AV REFEAL Cverify ANV RERITLET

3%

xcp verify —help
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PerLET

286

C:\Netapp\xcp>xcp verify —-help
usage: xcp verify [-h] [-v] [-parallel <n>] [-match <filter>] [-exclude
<filter>] [-preserve-atime]

[-loglevel <name>] [-fallback-user FALLBACK USER]

[-fallback-group FALLBACK GROUP] [-noacls] [-nodata] [-stats] [-1] [-
root] [-noownership] [-onlyacl] [-noctime] [-nomtime] [-noattrs] [-
atime]

[-atimewindow <float>] [-ctimewindow <float>] [-mtimewindow <float>] [-

ads] source target

Note: ONTAP does not let a SMB client modify COMPRESSED or ENCRYPTED
attributes. XCP sync will ignore these file attributes.

positional arguments:
source

target

optional arguments:

-h, --help show this help message and exit

-v increase debug verbosity

-parallel <n> number of concurrent processes (default: <cpu-
count>)

-match <filter> only process files and directories that match

the filter (see "xcp help -match’™ for details)
-exclude <filter> Exclude files and directories that match the
filter (see “xcp help -exclude ™ for details)
-preserve-atime restore last accessed date on source
--help-diag Show all options including diag.The diag options
should be used only on recommendation by NetApp support.
-loglevel <name> option to set log level filter (default:INFO)
-fallback-user FALLBACK USER

a user on the target machine to translate the
permissions of local (non-domain) source machine users (eg.
domain\administrator)
-fallback-group FALLBACK GROUP

a group on the target machine to translate the
permissions of local (non- domain) source machine groups (eg.
domain\administrators)
-nodata do not check data
-stats scan source and target trees in parallel and
compare tree statistics

=1 detailed file listing output
-root verify acl for root directory
—-noacls do not check acls



-noownership do not check ownership

-onlyacl verify only acls

-noctime do not check file creation time
-nomtime do not check file modification time
-noattrs do not check attributes

-atime verify acess time as well

-atimewindow <float> acceptable access time difference in seconds
-ctimewindow <float> acceptable creation time difference in seconds

-mtimewindow <float> acceptable modification time difference in
seconds
—ads verify ntfs alternate data stream

Verify -v

ZEALET v NI A—RE verity FHlIBT Ny IEREZRHETZ AT R,

3%

xcp verify -v \\<IP address of SMB source server>\source share address of
SMB destination server>\dest share

PerLET

c:\netapp\xcp> xcp verify -v \\<IP address of SMB source
server>\source share address of SMB destination server>\dest share
xcp verify -v  \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -v \\< IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify-Parallel <n>

ZERALEXY -parallel <n> /NTAXA—R L verify AV RZHFEHAL T, XCPRE 7O XD =& L

F¥9, o verify -parallel <n> AY VR BER7OCIHZHERLEXT (77 +JL b : <cpu-count>
) o

@ NDRANEIZ61T T,
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3%

xcp verify -v -parallel <n> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

PlerLEd

c:\netapp\xcp>xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -parallel 8 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 4s

STATUS : PASSED

Verify-Match <filter>

HEAL XY -match <filter> NTAXA—RE verify V—RAV = X—=F vy YV )—%EIAFX vV

L. filter5|BU—T D77 AMIINFLIEFTA LI M) DAHAZEETZIAT VR, HERAHZHEG. AT
ER2—=7y MIREBERT7 IV a>zBRALTEBPZH#HIFELE Y,

34

xcp verify -v -match <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

288



PerLET

c:\netapp\xcp>xcp verify -v -match "'Microsoft' in name" \\<IP address
of SMB source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -v -match "'Microsoft' in name" \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -v -match 'Microsoft' in name \\<IP address of SMB source
server> \source share \\<IP address of SMB destination

server>\dest share

374 scanned, 0 compared, 0 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

Verify-exclude <filter>

ZHEALET -exclude <filter> NTX—R Y verify F74IEZRADT 7AILET 14 LT M) DH%ERN
ER- I IS O

3%

xcp verify -exclude <filter> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share

289



PerLET

C:\netapp\xcp>xcp verify -exclude "path ('*Exceptions*')" \\<IP address
of SMB sourceserver>\source share \\<IP address of SMB destination
server>\dest share

210 scanned, 99 excluded, 6 compared, 5 same, 1 different, 0 missing, O
errors, 5s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 10s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 15s

210 scanned, 107 excluded, 13 compared, 12 same, 1 different, O
missing, 0 errors, 20s

335 scanned, 253 excluded, 13 compared, 12 same, 1 different, O
missing, O errors, 25s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 30s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, 0 errors, 35s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, O
missing, O errors, 40s

445 scanned, 427 excluded, 15 compared, 14 same, 1 different, 0
missing, O errors, 45s

445 scanned, 427 excluded, 16 compared, 15 same, 1 different, 0
missing, 0 errors, 50s

xcp verify -exclude path('*Exceptions*') \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

445 scanned, 427 excluded, 17 compared, 17 same, 0 different, 0
missing, 0 errors

Total Time : 1mlls

STATUS : PASSED

verify-preserve-atime

ZEALEXT -preserve-atime INTX—R Y verify Uy b FT2IT VK atime XCPH 7 71 L %5t
HEBEICTDEICRL F T,

(534

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 179 compared, 179 same, 0 different, 0 missing, 0 errors,
5s

xcp verify -preserve-atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 8s

STATUS : PASSED

verify-nodata
ZHEALEXT -nodata INTA—RE verify T—RELERLAEVIT VR,

534

xcp verify -nodata \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

PlErLET

c:\netapp\xcp>xcp verify -nodata \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nodata \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nodata \\<IP address of SMB source server> \source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED



verify-atime

ZHEALET -atime INTA—RE verify ANV REFHALT. V—RETRATa4R—=23a>DT7 71l
TICRRZAALAR TR LET,

134

xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

PlerLET

c:\Netapp\xcp> xcp verify -11 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

WARNING: your license will expire in less than one week! You can renew
your license at https://xcp.netapp.com
dirl: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564423)
+ 2023-04-14 10:24:40 (1681482280.366317)
dir2: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.564424)
+ 2023-04-14 10:24:40 (1681482280.366318)
<root>: Changed (atime)
atime
- 2023-04-14 10:28:47 (1681482527.054403)
+ 2023-04-14 10:28:35 (1681482515.538801)
xcp verify -11 -atime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
14 scanned, 13 compared, 10 same, 3 different, 0 missing, 0 errors
Total Time : 1s
STATUS : FAILED

verify-noctime

ZEALEXY -noctime INTAXA—RE verify V—RETRATA4XZ—>2a>DIT 71 IEREALRZ>VT
ZHheELABVWIOT >R,

BX

xcp verify -noctime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -noctime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noctime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-nomtime

ZERALET -nomtime INTX—RE verify V—RETRATAXZ—=2aVDI7AINEBERZALRAZTS
ZHBRLBEWITV R,

(34

xcp verify -nomtime \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

erLET

c:\netapp\xcp>xcp verify -nomtime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -nomtime \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-noattrs

ZEALET -noattrs NTA—RE verify BEZF Tz v I LAEVWIT VR,
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3%

xcp verify -noattrs \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

PlerLEd

c:\netapp\xcp>xcp verify -noattrs \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -noattrs \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-noownership
ZHEAL X9 -noownership INTAXA—RE verifty FIEMEZF TV I LABVWITU R,

3%

xcp verify -noownership \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noownership \\<IP address of SMB source

server>\source share \\<IP address of SMB destination

server>\dest share : PASSED

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify-ADS

‘—ads’
‘verify ' V—RETARATAXZ—2avVIRBT—RAMN)—LHBHBZ3DNES5HhZHERL. HESRZ
RRTBICIF AIXYRTNSXA—2%EFEBLET,

34

xcp verify -ads \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -ads \\<source IP address>\source share\src
\\<dest IP address>\dest share

296

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 10s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mOs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 1mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 2mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 3mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 4mb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 5m0Os

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, b5mbb5s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6bmbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 6ml0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7m0s

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7mbs

7 scanned, 5 compared, same, 0 different,
missing, 0 errors, 7/mb55s



7 scanned, 5 compared, 5 same, 0 different, O

missing, 0 errors, 8m0Os

xcp verify -ads \\source Ip address>\source share\src

\\<dest IP address>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors
Total Time : 8més

STATUS : PASSED

verify-noacls

ZERALEXY -noacls NTAXA—R L verifyACLZF v LRAVWIAT VR,

134

xcp verify -noacls -noownership \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share

PlerLET

c:\netapp\xcp>xcp verify -noacls -noownership \\<IP address or hostname
of SMB server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -noacls -noownership \\<IP address or hostname of SMB
server>\source share \\<IP address of SMB destination

server>\dest share

318 scanned, 317 compared, 317 same, 0 different, 0 missing, 0 errors
Total Time : 1s

STATUS : PASSED

verify-noacls-noownership

AL XY -noownership NI A—RZICIEEL XY verify -noacls XETHSIEAANDACLE IF
FRIEMEZF T v LERL,

3%

xcp verify -noacls -noownership <source> <target>
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verify-atimewindow <float>

HEAL XY -atimewindow <float> /NTX—AR Y verify ARV REMFEALT. atime V—IAH'ST
AT F%=2aVADT77AINDIAE—%ERLE T, XCPTT7AIDNRBEBDELR—FINAL atime
Hi<value>E D/NEV, o verify - atimewindow AX Y RiE. -atime 7357,

B

xcp verify -atimewindow <float> \\<IP address of SMB source

server>\source share \\<IP address of SMB destination server>\dest share

PerLET

c:\Netapp\xcp> xcp verify -atimewindow 600 -atime \\<IP address of SMB
source server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -atimewindow 600 -atime \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

14 scanned, 13 compared, 13 same, 0 different, 0 missing, 0 errors

verify -ctimewindow <float>

ZEALEXY -ctimewindow <float> /NTX—R L verify AVY RZEMFEHALT. ctime V—XAD'HBT
ATA4X=23 AT 7AIILDOAE—ZER L £T. XCPTT 7AIDERBLDZ L LR—FEINAL ctime
Hi<value>& DT LY,

B

xcp verify -ctimewindow <float> \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -ctimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -ctimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-mtimewindow <float>

ZHEALFXT -mtimewindow <float> NTX—ARE verify AV RZFEAL T, mtime V—IADST
AT %=2aoANDT77AINDIAE—ZERLE T, XCPTIT77AMINERBDIELR—FINA L ntime
Hi<value>& DT L,

3%

xcp verify -mtimewindow <float> \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -mtimewindow 600 \\<IP address of SMB
sourceserver>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

xcp verify -mtimewindow 600 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination
server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s
STATUS : PASSED

verify-stats

FHEALET -stats INTA—RE verify VY—RETATA4X2—2a>%AF v L. 2200HBOHELS
FIEERZRT YU —HstLR— b2 AT2aTUR,

538

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share
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PerLET

301



302

c:\netapp\xcp>xcp verify -stats \\<IP address or hostname of SMB

server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

== Number of files ==

empty <8KiB
100MiB >100MiB
81
on-target same
on-source same
== Directory entries ==
empty 1-10
>10K
on-target
on-source
== Depth ==
0-5 6-10
>100
317
on-target same
on-source same
== Modified ==
>1 year >1 month
<15 mins future invalid
315
on-target same
on-source same

Total count: 317 / same / same

Directories: 2 / same / same
Regular files: 315 / same / same
Symbolic links:

Junctions:

Special files:

8-64KiB

170
same

same

10-100

same

same

11-15

1-31 days

64KiB-1MiB 1-10MiB
62 2
same same
same same
100-1K 1K-10K
1
same
same
16-20 21-100
1-24 hrs <1 hour
2
same
same

10-

xcp verify -stats \\<IP address or hostname of SMB server>\source share
\\<IP address of SMB destination server>\dest share

635 scanned, 0 errors Total Time

STATUS PASSED

1s



verify -l

ZERALET -1 NTA—RE verify ANV REFRALT. V—RELTRATA4HZ =3 >DT7AILET+«
L7 M)DEVWVE—ERRLET,

3%

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP

address of SMB destination server>\dest share

ROBITIE. AE—FICAABERRI XS NAD ofcfcd. IV FHEADEVWEZHRTET X,

erLET

c:\netapp\xcp>xcp verify -1 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -1 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

Verify -l

ZEALET -11 NFAX—RE verify ANV RZEFRALT. V-REE—T v bDT7AIILEIFTAL
M) OFREEVE—BERRLET, 74—V MIgitdifO&LS>BHDTT, KROMEIFY —ZIHNS5DHW
fET. EOEIEZ—7 Y D SDFLIMETT,

3%

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share
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PerLET

c:\netapp\xcp>xcp verify -11 \\<IP address of SMB source
server>\source share \\<IP address of SMB destination

server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

xcp verify -11 \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

374 scanned, 373 compared, 373 same, 0 different, 0 missing, 0 errors
Total Time : 3s

STATUS : PASSED

verify-fallback-user <fallback_user>-fallback-group <fallback_group>

ZHEAL XY -fallback-user BK U -fallback-group /INTA—R ¥ verify ANV RZFEBLT. V
—ALTRTAFZ=23>DIT77AIIET4 LI FUDACLEFIBIEDEWVE—ERRLET,

@ AT 3H A fallback-user KU fallback-group NetAppTld. JE—AIB X7/
FEHRALIEC. fallback-user $ KLU fallback-group HREHLIBZEITT B/VT X —4,

3%

xcp verify -fallback-user <fallback user> -fallback-group <fallback group>
\\<IP address of SMB source server>\source share \\<IP address of SMB
destination server>\dest share

verify-noownership -fallback-user <fallback_user>-fallback-group <fallback_group>

Z{EA L £ Y -noownership, -fallback-user & “-fallback-group /NTAX—R ¥ verify ACL
DEVWEVRML. V—RETRATARX—232DT 7AW ET« LY N UBOMBIEDKZ RF*v T3 3
i RV

374

xcp verify -noownership -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-noacls-fallback-user <fallback_user>-fallback-group <fallback_group>

ZfEFA L £ -noacls. -fallback-user LU “-fallback-group /NTAXA—R L verify ACLDR
MEEERL. V—RETRATA4XZ—>2a> DI 7AINETa LI N)BORBIEZIRIET 2TV R,

304



3%

xcp verify -noacls -fallback-user <fallback user> -fallback-group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

verify-root

‘-root’ ‘verify ANV R TNIX—RZEALT. L—bTa LI b)DACLZRERL XY,

BX

xcp verify -root -fallback-user <fallback user> -fallback- group
<fallback group> \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

PlerLET

C:\NetApp\XCP>xcp verify -root -fallback-user "DOMAIN\User" -fallback
-group "DOMAIN\Group" \\<IP address of SMB source server>\source share
\\<IP address of SMB destination server>\dest share

xcp verify -1 -root -fallback-user "DOMAIN\User" -fallback-group
"DOMAIN\Group" \\<IP address of SMB source server>\source share \\<IP
address of SMB destination server>\dest share

7 scanned, 6 compared, 6 same, 0 different, 0 missing, 0 errors

Total Time : 1s

STATUS : PASSED

verify-onlyacl-fallback-user <fallback_user>-fallback-group <fallback_group>

A LEXY -onlyacl. -fallback-user & U -fallback-group /NTAXA—R L verify IXETTE5E

FDOETEX ) T IBROAZLERT ST R,

3%

xcp verify -onlyacl -preserve-atime -fallback-user <fallback user>
-fallback- group <fallback group> \\<IP address of SMB source
server>\source share \\<IP address of SMB destination server>\dest share
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PerLET

C:\Users\ctladmin\Desktop>xcp verify -onlyacl -preserve-atime -fallback
-user "DOMAIN\User" -fallback- group "DOMAIN\Group" -11
\\<source IP address>\source_share \\<IP address of SMB destination

server>\dest share

4,722
errors,
7,142
errors,
7,142
errors,
7,142

0 errors,

7,142

0 errors,

7,142

0 errors,

7,142

0 errors,

7,142

0O errors,

7,142

0 errors,

7,142

0 errors,

7,142

0 errors,

7,142

0 errors,

xcp verify -onlyacl -preserve-atime

scanned,
5s
scanned,
10s
scanned,
15s
scanned,
20s
scanned,
25s
scanned,
30s
scanned,
35s
scanned,
40s
scanned,
45s
scanned,
50s
scanned,
55s

scanned,

ImOs

0 compared,

120 compared,

856 compared,

1,374

2,168

2,910

3,629

4,190

4,842

5,622

6,402

7,019

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

compared,

0 same,

120 same,

856 same,

1,374 same,

2,168 same,

2,910 same,

3,629 same,

4,190 same,

4,842 same,

5,622 same,

6,402 same,

7,019 same,

-fallback-user

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 different,

0 missing,

0

0 missing, O

0 missing, O

missing,

missing,

missing,

missing,

missing,

missing,

missing,

missing,

missing,

"DOMAIN\User"

-fallback-group "DOMAIN\Group" -11 \\<source IP address>\source_ share
\\<IP address of SMB destination server>\dest share

7,142 scanned,

errors

Total Time

STATUS

Ei—
ax AE

o configure OAX > Rk, SMBY X T L%ZHEM L. PostgreSQLT —XXN— I HE

PASSED

lm2s

7,141 compared,

NTWBSATLICESRELED,
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7,141 same,

0 different,

0 missing, O

1



3%

xcp.exe configure

PerLET

C:\NetApp\XCP>xcp.exe configure

Please choose the menu you want to start:
1. Configure xcp.ini file
0. Quit

) x>
o listen OAX Y RIIXCPNAF ) ZFHFED. XCPH—EXZRIBLET,
B

Xcp.exe listen
AlzrmLET

c:\NetApp\XCP>xcp.exe listen
* Serving Flask app "xcp rest smb app" (lazy loading)
* Environment: production
WARNING: This is a development server. Do not use it in a production
deployment. Use a production WSGI server instead.
* Debug mode: off

XCPODA—RAT—X

XCPNFSYSMBD1— X4 —2
XCP NetApp XCPO T XX FHT—ABITA—RAT—RICDWVWTEHALE S,
"7-Mode 'S5 ONTAP ADF—X2I1A 7L — 3"

"ACLZERLT. V—XAKL—=URY I ZXH5 ONTAP AD CIFS F—2 DF1T"
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XcPOox>o
logconfigZ 7> 3 > ZRELF T,

DlogconfigZ4 7> 3 > DOFFMIC DWW TIE. xcpLogConfig.json XCP NFS#$H & U'SMB
FADJSON#ER 7 71 Lo

ROBIE.  Tlogeonfigy 7> 3> ZFERAL TRESNIISONER 7 7 1ILZRLTVWET,

*

{

"level" :"INFO",
"maxBytes":"52428800",
"name" :"xcp.log"

}

* CORETIE. BMBRLARNIIEZEIRTZE T BEAEICEDVWTIXAYE—%F T4 LRI TER
9o CRITICAL. ERROR. WARNING. INFO'H KT Debugs

*. maxBytes ERET D . A—7—>a YA I77MIND T 7AW A X %EZEETETET, T 741

IZ50MBT Y, {EZOICRET R EO—T—>ahMELEL. IRTOOZICHLTIDD T 71 ILHMER
TNxE9,

‘o name A7 avid. O 7 71ILO&EIZRELE T,

* F—EDORTHRIODSLBWVEEIE. TT7 I MENEREINE T, BIFOF—DRFIZR> TEEL
fema. TDF—FFHLLF— LTHRbN. S XTLOEECS AT LOKEEICIIREL TR A

eventlog7 7> 3 VERET 3

XCPIFANRY M Ay =200 % BR—FLTWVWET, IR XY= T3
eventlog DA >3 V%= FERL £ xcpLlogConfig.json JSONWEE T 71 )L,

NFSDIZE. IRTDARY M XyE—INICEZTAEFNET, xcp event.log T 7 A4/l FDHFBFRO WY
NMZH BT 71)L /opt/Nethpp/xFiles/xcp/ £l ROBRBEZEHZFERAL TRESNHAIAZLOD
5.

XCP_CONFIG DIR

() ®@mroRy—sa ARESNTLSHAE, xcp 106 DIR ZEALET.

SMBDHZEIE. IRTDARY MXRyE—INT7AILICEZTIAENE T, xcp event.log T 7 #ILED
BRRICH D £9, C:\NetApp\XCP\o

NFSE L USMBD AR k Xyt —2 FNDISONDERTE

ROBTIE. JSON#ERK T 71 ILZERA L INFSEXUSMBOANRY b Xy E—2ZBMMCLTVET,
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eventlog7d 7> 3 > % G%IC LT-JSONIERL 7 7 1 L DA

{
"eventlog": {
"isEnabled": true,
"level": "INFO"

b
"sanitize":

}

false

eventlogbs KU ZDMD A 7> 3 > BMIC LIIJSONER 7 7 1 )LD

{

"logConfig": {
"level": "INFO",
"maxBytes": 52428800,
"name": "xcp.log"

by

"eventlog": {
"isEnabled": true,

"level": "INFO"

b

"syslog": {

"isEnabled": true,

"level": "info",

"serverIp": "10.101.101.10",
"port": 514

by

"sanitize": false

}

RDOFKRIC, eventlogF TA T 3> e 2DBEZRLET,

HITXTF3> JSONT—ZRE FT+)LNME

isEnabled J—)L{E Ay

level

XF7] 1B

NFSAAR>Y bOTAXyE—2DT>TL— b

B

COT=DToFFToarvid. AR A Y=Y
JHEBNNCTBIEHICERINE T, falsellf&RET
B, AR MAyE—=JIFERINT., 71RO
7 7AIIICIEREATNEE Ao

ARYIMAYE=—ZCDERETAILEZLARNIL, ARV
FXXytE—U2 0 TlE. EREDEVIBICSDODEKX
ELA~JL (CRITICAL. ERROR. WARNING.
INFO. DEBUG) DY HR—krENETd,

RDRIC. NFSAARY bOTRXAyvtE—2DT > FL—heflzmRLET,
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FY7L—k

<Time stamp> - <Severity level> {"Event
ID": <ID>,
Category":<category of xcp event log>,

"Event Type": <type of event
log>,

"Event

"ExecutionId": < unique ID for
each xcp command execution >,
"Event Source": <host name>,

"Description": <XCP event log message>}

EventLogXwvt—> DA T 3>

I

2020-07-14 07:07:07,286 - ERROR {"Event
ID": 51, "Event Category":
"Application failure", "Event Type":
"No space left on destination

error", " ExecutionId ": 408252316712,
"NETAPP-01",

"Target volume is left
with no free space while executing

: copy {}. Please increase the size of
target volume
10.101.101.101:/cat vol"}

"Event Source":
"Description":

ARY FOTAYE—JUlE ROA T a2 ERETEET,

* Event ID:ZANRY AT XvEZ—ID—EDHAIF
* Event Category: ARV IZATEARY AT X yE—2OAFTIVICDOWTERALE Y,
* Event Type : IRV Xyt —U%HBATIEVWXES T, 120ATFIVICEHOARY 21T

Z2HBENTETET,

* Description ! BIE T 1 —JLRICIF. XCPICK > TERINTcARY FOTXyvE—IWEENE T,
* ExecutionId:EITEINBZEXCPOATY Y RO—EDHAIFo

syslogZ7 217> b =BMZTS

XCPI&. SyslogZ7 517> b&EHYR—FLT. NFSEKLUSMBD ) E— SyslogL & —
INICXCPARY O XyvtE—C%FXELET, T 74 bAR— b514% R SUDP

ORI ZYR—FLET,

NFSHE L U'SMBADsyslogy 51 7 > ~ DERE

syslogZ 247> b ZzBWCT BICIE. syslog 77T 3 xcpLogConfig.json NFSE &K USMBDIERL 7

7)o

RIC. NFSE LK USMBEDsyslogZ 1 7> FDFREF%ETRLE T,
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{

"syslog": {
"isEnabled":true,
"level":"INFO",
"serverIp":"10.101.101.4d",
"port":514

by

"sanitize":false

}

syslog4+ 7> 3>

RDORIC, syslogDH TA T a> e #DBMEZRLE T,

HITFXT3> JSONT—ZRE FT+)LNME

isEnabled J—I)LE (A4
level X5 152k
serverIp pra=2til ®L
port AT H— 514

Bz

CDT—UT VAT 3t XCPTSyslogZ S+ 7
VhEAXZ—=TILICLEYT, ICRELEFT
falseZ8E T % £ . syslogikEITEHINE T,

AR XYE—DERET4IILZLARIL, AR
FXXytE—U 20 TlE. EREDEVIBICSDDEK
ELA~JL (CRITICAL. ERROR. WARNING.

INFO. DEBUG) DY HR—krENEd,

DA T avid. 1) E— bsyslogh—/\DIP7 KL
AFRIFRASEBZUZIMLET,

CDFTFTaviEg. UE—bsyslogb>—/N\7R—FT
o COA T a>zFERTIE. BDR—K
TsyslogT—2 7 T LZzZIFTAND K DIlsyslogl >
—NZRETETEY, 774/ bDUDPR— ~IE514
T,

o sanitize [lsyslogl BETA T a>ERBELBVWTLEEIV, TOAF T avidrsOo—
@ NILISERATN. JSSONBRAROOX VJ. 1R ~OY. syslogicHBTY, CDfE%E T
true) ICERTET B & syslogt —/NITEE I N BsyslogX vt — DHERIBEIHRHIERRICAHED £

ER

syslogX vt —J DR

UDP#RET!) E— ksyslogt —/NISIEETINZ TR TDsyslogX v EZ—T &, NFSE K USMBDRFC 54247

HICK-TT+—<T v bTNET,

RDFRIC. XCPDsyslog X vtz —I THHE— F TN BRFC 54241 > TEAERERLE T

SaAYaA b F
3,

4.

BAELARI
ERROR : TS5 —Jjk&E
WARNING : B43R8E
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/

SATRAF BERELANIL
6. INFORMATIONAL : fE# X vt —>

7. DEBUG : TNV T LARILDXAyE—

NFSH K U'SMB®DsyslogN\ w4 —Tld. versionDfEIF1T. XCPOIRTDX =D T 72U T 1 DfE
31 (A—HFLRILDXAy =) ICRESNTVET,

<PRI> = syslog facility * 8 + severity value

NFSDsyslogN\v X —%ESELXCPT7 7))y — 3 syslogX vt —JHR ¢

RDFTIZ. NFSDsyslogNy A —%EZFLsyslogX v —SHERD TV FL— b eflERLET,

FYIL—k il

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-08T06:30:34.3417 netapp

xcp_nfs - - - <XCP message> xcp nfs - - - INFO {"Event ID": 14,
"Event Category": "XCP job status",
"Event Type": "XCP scan completion",
"Event Source": "netapp",
"Description": "XCP scan is completed
by scanning 8
items"}

NFS®DsyslogN\y A —R LDOXCPT7 S ) r—> 3> Xyt —2
RDFTIC. NFSDsyslogN\y 2 —7 LDsyslogX vt —SHRDT > TL—heflERLET,

FYIL—h il

<message severity level i.e CRITICAL, INFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion"™, "Event Source":
"netapp", "Description": "XCP scan is

completed by scanning 8 items"}

SMB®DsyslogN\v A —%SEUXCP7 T r— 3 UsyslogX vt —JHR
RDFKIC. SMBDsyslogN\y A —%E S syslogX v —SHERDT>FL— b eflERmLET,

TIL—hk (ll

<PRI><version> <Time stamp> <hostname> <14>1 2020-07-10T10:37:18.4527%

xcp _smb - - - <XCP message bansalaOl xcp _smb - - - INFO {"Event

ID": 14, "Event Category": "XCP job
status", "Event Type": "XCP scan
completion", "Event Source": "NETAPP-
01", "Description": "XCP scan is
completed by scanning 17 items"}

SMB®DsyslogN\y X —R LOXCPT7 FUr—2 3> Xyt —
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RDOFKIC. SMBDsyslogN\y X —H 7 WsyslogX v EZ—SDFERDT > FL— b efleRmLET,

FTY7L—+h (ll

<message severity level i.e CRITICAL, NFO {"Event ID": 14, "Event Category":

ERROR, WARNING, INFO, DEBUG> <XCP event "XCP job status", "Event Type": "XCP

log message> scan completion", "Event Source":
"NETAPP-01", "Description": "XCP scan

is completed by scanning 17items"}

XCP1A AR rOY

XCP NFS1 > O
XCPNFSOAARY O OHIZESEL XTI,

IWDFKIC. XCPNFSDOAARY rOTERLET,

AR KID ARV TV TL—F AR kDB

401 Mounted on NFS export <mount 2020-07-14 03:53:59,811 - INFO
path> with maximum read block {"Event ID":401, "Event
size <read block size> bytes, Category": "Mounting unmounting
maximum write block size <write file system", "Event Type":
block size> bytes. Mount point "Mount file system
has mode value<mode bits> and information", "ExecutionId":
type: <fattr3 type>. 408249379415, "Event Source":

"NETAPP-01", "Description":
"Mounted on NFS export
<IPaddress of NFS
server>:/testl with maximum
read block size 65536 bytes,
maximum write block size 65536
bytes. Mount point has mode
value 493 and type

Directory"}
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This license is issued to
<username>of <company

name>, license type is <license
type> with <license status>
status, license willexpire on
<expire date>

The license issued to
<username> of <company name>
will expire in less than one
week

Catalog path <catalog volume
path> to store catalog
directory is not accessible.
Refer user guide for
configuring catalog volume.

AR DA

2020-07-14 03:53:59,463 - INFO
{"Event ID": 181, "Event
Category": "Authentication and
authorization”, "Event Type":
"License information",
"ExecutionId": 408249379415,
"Event Source": "NETAPP-01",
"Description": "This license 1is
issued to NetApp User of
Network Appliance, Inc, license
type is SANDBOX with ACTIVE
status, license will expire on
Thu Jul 1 00:00:00 2021"}

2020-07-14 04:02:55,151 -
WARNING {"Event ID": 183,
"Event Category":
"Authentication and
authorisation”™, "Event Type":
"License warning",
"ExecutionId": 408249519546,
"Event Source": "NETAPP-01",
"Description™: "The license
issued to NetApp User of
Network Appliance, Inc will
expire in less than one week"}

2020-07-14 04:05:00,857 - ERROR
{"Event ID": 581, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog exporting error",
"ExecutionId": 408249552351,
"Event Source": "NETAPP-01",
"Description": "Catalog path
<IP address of NFS
server>:/testll to store
catalog directory is not
accessible. Refer user guide
for configuring catalog
volume."}
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582 Failed creating catalog
directory in catalog volume
path <catalog volume

path>

584 Error in creating index
directory <index id> for
<command>

586 Failed to create index <index

id> in catalog volume while
executing command
<command>

AR DA

2020-07-14 04:10:12,895 - ERROR
{"Event ID": 582, "Event
Category": "Catalog and
indexing", "Event Type":
"Catalog directory creation
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Failed creating catalog
directory in catalogvolume path
10.234.104.250:/cat_vol"}

2020-07-14 04:52:15,918 - ERROR
{"Event ID":584, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250278214,
"Event Source": "NETAPP-01",
"Description”: "Error in
creating index directory abc7
for scan"}

2020-07-14 04:45:46,275 - ERROR
{"Event ID": 586, "Event
Category": "Catalog and
indexing", "Event Type": "Error
in index creation",
"ExecutionId": 408250177021,
"Event Source": "NETAPP-01",
"Description": "Failed to
create index abc6 in catalog
volume while executing command
scan {- newid: 'abc6'}"}
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System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

XCP <command> is running on
platform <platform info> for
source <source info>

XCP scan completed successfully
after scanning <scan item
count> items. Source <source
scanned>

AR DA

2020-07-14 05:08:35,393 - INFO
{"Event ID":351, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for scan",
"ExecutionId": 408250529264,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan ,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

2020-07-14 05:08:35,478 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP command scan {-newid:
'abc7'} is running on platform
Linux-2.6.26-2-amd64-x86 64-
with-debian- 5.0.10 for source
10.234.104.250:/testl"}

2020-07-14 05:08:35,653 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408250529264, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 479
items. Source
10.234.104.250:/testl"}
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System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

XCP <command> is running on
platform <platform info> for
source <copy source> and
destination <copy
destination/target>

XCP copy completed successfully
after scanning <scanned item
count> of which <matched item
count> are matched and <copied
item count> items are copied to
<copy
source>, destination :<copy
destination/target

the destination. Source

AR DA

2020-07-14 05:15:13,562 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for copy",
"ExecutionId": 408250596708,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : copy .,
are : CPU: count 4, load avg
(1/5/15m) 0.0, 0.0, 0.0, System
memory (GiB): avail 7.3, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}

2020-07-14 05:15:13,647 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP command copy {} is
running on platform Linux-
2.6.26- 2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS
server>:/source vol and
destination <NFS destination
source>:/testl"}

2020-07-14 05:15:13,885 - INFO
{"Event ID":26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion”, "ExecutionId":
408250596708, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after scanning 3
of which 0 are matched and 2
items are copied to the
destination. Source : <IP
address of NFS
server>:/source_vol,

<NFS destination
source>:/testl"}

destination
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XCP <command> is running on
platform <platform info> for
source <sync source> and
destination <sync destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,
<memory info>

AR DA

2020-07-14 06:41:20,145 - INFO
{"Event ID":

16, "Event Category": "XCP job
status", "Event Type":
"Starting xcp sync operation",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description”: "XCP command
sync {-id: 'autoname copy 2020-
07- 14 06.22.07.233271"} is
running on platform Linux-
2.6.26-2-amd64-x86 64-with-
debian-5.0.10 for source <IP
address of NFS server>:/src vol
and destination <NFS
destination source>:/dest_vol"}

2020-07-14 06:41:28,728 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for sync",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command sync {-
id: 'autoname copy 2020-07-

14 06.22.07.233271"'} , are

CPU: count 4, load avg
(1/5/15m) 0.1, 0.0, 0.0, System
memory (GiB): avail 7.2, total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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XCP sync is completed. Total
scanned <scanned item count>,
copied

<copied item count>,
modification <modification item
count>, new file <new file
count>, delete item <delete
item count>. Command executed
<command>

XCP <command> is running on
platform <platform info> for
source <verify source> and
destination <verify
destination>

System resources available
while executing xcp command:
<command>, are <CPU info>,

<memory info>

AR DA

2020-07-14 06:41:29,245 - INFO
{"Event ID":17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408251920146, "Event Source":
"NETAPP-01", "Description":
"XCP sync is completed. Total
scanned 66, copied O,
modification 1, new file O,
delete item 0. Command executed
sync {-id:
'autoname copy 2020-07-
14 06.22.07.233271"}"}

2020-07-14 06:54:59,084 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408252130477,
"Event Source": "NETAPP-01",
"Description": "XCP command
verify {} is running on
platform Linux-2.6.26-2-amd6c4-
x86 64-with- debian-5.0.10 for
source <IP address of NFS
server>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:54:59,085 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for
verify", "ExecutionId":
408252130477, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify , are : CPU: count 4,
load avg (1/5/15m) 0.0, 0.0,
0.0, System memory (GiB): avail
7.3, total 7.8, free 6.6,
buffer 0.1, cache 0.5"}
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log file path <file path> ,
severity filter level <severity
level>, log message
sanitization is set as
<sanitization value>

Event file path: <file path>,
severity filter level <severity
level>, event message
sanitization is set as
<sanitization value>

Catalog volume is left with no

free space please increase the

size of catalog volume <catalog
volume running out of space>

AR DA

2020-07-14 06:40:59,104 - INFO
{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408251920146,
"Event Source": "NETAPP-01",
"Description": "Log file path
/opt/NetApp/xFiles/xcp/xcplogs/
xcp.log, severity filter level
INFO, log message sanitization
is set as False"}

2020-07-14 06:40:59,105 - INFO
{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408251920140,
"Event Source": "NETAPP-01",
"Description": "Event file path
:/opt/NetApp/xFiles/xcp/xcplogs
/xcp_event.log, severity filter
level INFO, event message
sanitization is set as False"}

2020-07-14 04:10:12,897 - ERROR
{"Event ID":54, "Event
Category": "Application
failure", "Event Type": "No
space left on Catalog volume
error", "ExecutionId":
408249630498, "Event Source":
"NETAPP-01", "Description":
"Catalog volume is left with no
free space. Please increase the
size of catalog volume<IP
address of NFS destination
server>:/cat _vol"}
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Catalog volume <catalog volume>
is left with no free space to
store index <index id> while
executing <command>. Please
increase the size of the
catalog volume <catalog volume
running out of space>

NEFS LIF <LIF IP> is not
reachable for path <volume path
without IP> while executing
<command>. Please check volume
is not offline and is
reachable.

TCP connection could not be
established for IP address
<IP>. Check network setting and
configuration.

AR DA

2020-07-14 04:52:15,922 - ERROR
{"Event ID": 53, "Event
Category": "Application
failure", "Event Type": "No
space left for catalog volume
error", "ExecutionId":
408250278214, "Event Source":
"NETAPP-01", "Description":
"Catalog volume
10.234.104.250:/cat_vol is left
with no free space to store
index abc7 while executing

scan {-newid: 'abc7'}. Please
increase the size of the
catalog volume <IP address of
NFS destination

server>:/cat vol"}

2020-07-14 07:38:20,100 - ERROR
{"Event ID":61, "Event
Category": "Application
failure", "Event Type": "NFS
mount has failed",
"ExecutionId": 408252799101,
"Event Source": "NETAPP-01",
"Description": "NFS LIF <IP
address of NFS destination
server> is not reachable for
path /testll while executing
scan {}. Please check volume is
not offline and is reachable"}

2020-07-14 07:44:44,578 - ERROR
{"Event ID": 71, "Event
Category": "Application
failure", "Event Type": "IP is
not active", "ExecutionId":
408252889541, "Event Source":
"NETAPP-01", "Description":
"TCP connection could not be
established to the address <IP
address of NFS destination
server>. Check network setting
and configuration."} (UT done)

321



ARV KID
51

76

362

363

322

ARV TV TL—h

Target volume is left with no
free space while executing:
<command>. Please increase the
size of target volume <volume
running out of space>.

Index id {} is already present
Use new index id and rerun
command

<command>

CPU usage has crossed
<percentage CPU used>%

Memory Usage has crossed
<percentage memory used>%

AR DA

2020-07-14 07:07:07,286 - ERROR
{"Event ID": 51, "Event
Category": "Application
failure", "Event Type": "No
space left on destination
error", "ExecutionId":
408252316712, "Event Source":
"NETAPP-01", "Description":
"Target volume is left with no
free space while executing
copy {}. Please increase the
size of target volume <IP
address of NFS destination
server>:/cat_vol"}

2020-07-14 09:18:41,441 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command:
scan {-newid: 'asd'} "}

2020-06-16 00:17:28,294 - ERROR
{"Event ID": 362, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01 ",
"Description": "CPU Usage has
crossed 90.07%"}

2020-06-16 00:17:28,300 - ERROR
{"Event ID": 363, "Event
Category": "System resource
utilization"™, "Event Type":
"resources available for xcp",
"Event Source": "NETAPP- 01",
"Description": "Memory Usage
has crossed 95%"}
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XCP <command> is running on
platform <platform information>
for source <resume source> and
destination <resume
destination>

System resources available
while executing xcp command:
<CPU info>,
<memory information>

<command> , are

AR DA

2020-07-14 06:24:26,768 - INFO
{"Event ID": 22, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
resume operation",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description”: "XCP command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"'} is running
on platform Linux-2.6.26-2-
amd64- x86 64-with-debian-
5.0.10 for source <IP address
for NFS sever>:/src_vol and
destination <IP address of NFS
destination server>:/dest vol"}

2020-07-14 06:24:26,837 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Resource available for
resume", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01","Description":
"System resources available
while executing xcp command
resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"} , are
CPU: count 4, load avg
(1/5/15m) 0.1, 0.1, 0.0, System
memory (GiB): avail 7.2,total
7.8, free 6.6, buffer 0.1,
cache 0.5"}
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XCP resume is completed. Total
scanned items <scanned item
count>, total copied items
<copied item count>. Command
executed :<command>

Index id <index id> is already
present. Use new index id and

rerun command <command>

Index id <index id> used while
executing sync is incomplete.
Try resume on the existing
index id <index id>

AR DA

2020-07-14 06:26:15,608 - INFO
{"Event ID": 23, "Event
Category": "XCP job status",
"Event Type": "XCP resume
completion", "ExecutionId":
408251663404, "Event Source":
"NETAPP-01", "Description":
"XCP resume is completed. Total
scanned items 5982, total
copied items 5973. Command
executed resume {-id:
'autoname copy 2020-07-

14 06.22.07.233271"} "}

2020-07-14 09:43:08,381 - ERROR
{"Event ID": 76, "Event
Category": "Application
failure", "Event Type": "Index
ID problem", "ExecutionId":
null, "Event Source": "NETAPP-
01", "Description": "Index id
asd is already present . Use
new index id and rerun command
scan {-newid: 'asd'} "}

2020-07-14 10:33:09,307 - ERROR
{"Event ID": 82, "Event
Category": "Application
failure", "Event Type":
"Incomplete index used for
sync", "ExecutionId": null,
"Event Source": "NETAPP-01",
"Description": "Index id
autoname copy 2020-07-

14 10.28.22.323897 used while
executing sync is incomplete.
Try resume on the existing
index id autoname copy 2020-07-
14 10.28.22.323897."}
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365 CPU utilization reduced to <CPU
percentage used>%

364 Memory utilization reduced to
<CPU percentage used>%

10 XCP command <command> has
failed

XCP SMBr Y kO%
XCP SMBDAARY bOTOF=HEZELET,
RDOFTIC. XCPSMBOA AR OV %ERLET,

AR HID ARV T TL—h

355 CPU usage has crossed <CPU
percentage use>%

AR DA

2020-07-14 09:43:08 381 - ERROR
{"Event ID": 364, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for xcp",
"ExecutionId": 408251663404,
"Event Source": "NETAPP-01",
"Description™: " CPU
utilization reduced to 26%}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 364, "Event
Category": " Resources
available for xcp", "Event
Type": "Resources available for
xcp", "ExecutionId":
408351663478, "Event Source":
"NETAPP-01", "Description": "
Memory utilization reduced to
16.2%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event
Category": " Xcp job status",
"Event Type": "XCP command
failure",
"ExecutionId":4082516634500,
"Event Source": "NETAPP-01",
"Description": " XCP command
verify has failed”

AR DA

2020-06-23 12:42:02,705 - INFO
{"Event ID": 355, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed 96%"}
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Memory usage has crossed
<memory percentage use>%

Address was not found:
<complete address over which
command is fired>

Interface cannot be found: <
complete address over which
command is fired >

Invalid Address. Please make
sure that the Address starts
with "\\'

AR DA

2020-06-23 12:42:02,705 - INFO
{"Event ID": 356, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description™: "CPU usage has
crossed92.5%"}

2020-07-15 02:57:06,466 - ERROR
{"Event ID": 61, "Event
Category": "Application
Failure", "Event Type":
"Address was not found",
"ExecutionId": 408264113690,
"Event Source": "NETAPP-01",
"Description": "Address was not
found: \"\\\\<IP address of SMB
server>\\cifsl\""}

2020-07-15 02:52:00,603 - ERROR
{"Event ID": 62, "Event
Category": "Application
Failure", "Event Type":
"Interface was not found",
"ExecutionId": 4082640716l6,
"Event Source": "NETAPP-01",
"Description": "Interface
cannot be found: \"\\\\<IP
address of SMB
server>\\cifsl1l\""}

2020-07-15 03:00:10,422 - ERROR
{"Event ID": 63, "Event
Category": "Application
Failure", "Event Type":
"Invalid Address",
"ExecutionId": 408264197308,
"Event Source": "NETAPP-01",
"Description™: "Invalid
Address. Please make sure that
the Address starts with "\\'"}
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Destination volume is left with
no free space please increase
the size target
volume:<destination volume>

Log file path <file path>,
severity filter level <severity
level>, log message
sanitization is set as <value
of sanitization option>

Event file path <file path>,
severity filter level <severity
level>, Event message
sanitization is set as
<sanitization option>

AR DA

2020-06-15 17:12:46,413 - ERROR
{"Event ID": 41, "Event
Category": "Application
Failure", "Event Type": "No
space left on destination
error", "Event Source":
"NETAPP-01", "Description":
"Destination volume is left
with no free space please
increase the size of target
volume: <IP address of SMB
server>\\to"}

{"Event ID": 211, "Event
Category": "Logging and
supportability", "Event Type":
"XCP logging information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Log file path
C:\\NetApp\\XCP\\Logs\\xcp.log,
severity filter level DEBUG,
log message sanitization is set
as False"}

{"Event ID": 215, "Event
Category": "Logging and
supportability", "Event Type":
"XCP event information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description": "Event file path

C:\\NetApp\\XCP\\Logs\\xcp_ even
t.log, severity filter level
INFO, Event message
sanitization is set as False"}
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This license is issued to <user
name> of <company name>,
license type is <license type>
with <status> status, license
will expire expires on
<expiration date>

XCP <command> is running on
platform <platform information>
for source <scan source>

System resources available wile
command <command>, are : cpu
<CPU information>, total memory
<total memory on system>,
available memory

AR O
{"Event ID": 181, "Event
Category": "Authentication and

authorization”™, "Event Type":
"license information",
"ExecutionId": 408252673852,
"Event Source": "NETAPP-01",
"Description™: "This license is
issued to calin of NetApp Inc,
license type 1s SANDBOX with
ACTIVE status, license will
expire on Mon Dec 31 00:00:00
2029"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 13, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
scan operation", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP {scan} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:12:56,917 - INFO
{"Event ID": 351, "Event
Category": "System resource
utilization”, "Event Type":
"Resources available for scan",
"ExecutionId": 408263470688,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : scan,
are : cpu 4, total memory
8.00GiB, available memory
6.81GiB"}
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XCP scan completed successfully
after scanning <scanned items
count> items. Source :<scan
source>

XCP <command> is running on
platform <platform information>
for source <copy source> and
destination <copy destination>

System resources available
while executing command
:<command>, are : cpu

<CPU information>, total memory
<Total memory>, available
memory <memory available for
execution>

AR DA

2020-07-15 02:12:57,932 - INFO
{"Event ID": 14, "Event
Category": "XCP job status",
"Event Type": "XCP scan
completion", "ExecutionId":
408263470688, "Event Source":
"NETAPP-01", "Description":
"XCP scan completed
successfully after scanning 29
items. Source \\\\<IP address
of SMB server>\\cifs"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 25, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
copy operation", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP {copy} is running on
platform Windows- 8.1-6.3.9600-
SPO0 for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:19:06,562 - INFO
{"Event ID": 352, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for copy",
"ExecutionId": 408263563552,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : copy,
are : cpu 4, total memory
8.00GiB, available memory
6.82GiB"}
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XCP copy completed successfully
after copying <copied items
count> items. Source :<copy
source>, destination <copy

destination>

XCP <command> is running on
platform <platform> for source
<sync source> and destination
<sync destination>

System resources available
while executing xcp command:
cpu <CPU
information>, total memory
<total memory>, available

<command>, are

memory <available memory>

AR DA

2020-07-15 02:19:14,500 - INFO
{"Event ID": 26, "Event
Category": "XCP job status",
"Event Type": "XCP copy
completion", "ExecutionId":
408263563552, "Event Source":
"NETAPP-01", "Description":
"XCP copy completed
successfully after copying 0
items. Source

2020-07-15 02:27:10,490 - INFO
{"Event ID": 16, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
sync operation", "ExecutionId":
408263688308, "Event Source":
"NETAPP-01", "Description":
"XCP {sync} is running on
platform Windows- 8.1-6.3.9600-
SPO for source \\\\<IP address
of SMB server>\\cifs and
destination \\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 02:27:10,490 - INFO
{"Event ID": 353, "Event
Category": "System resource
utilization"™, "Event Type":
"Resources available for sync",
"ExecutionId": 408263688308,
"Event Source": "NETAPP-01",
"Description": "System
resources available while
executing xcp command : sync,
are : cpu 4, total memory
8.00GiB, available memory
6.83GiB"}
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XCP sync completed successfully
after scanning <scanned item
count> items, copying <copied
item count> items, comparing
<compared item count> items,
removing <removed item count>
items. Source <sync source>,
destination <sync

destination>

XCP <command> is running on
platform <platform information>
for source <verify source> and
destination <verify
destination>

System resources available for
command <command>, are : cpu
<CPU information>, total memory
<total memory>, available
memory <available memory for

execution>

AR DA

2020-07-15 03:04:14,269 - INFO
{"Event ID": 17, "Event
Category": "XCP job status",
"Event Type": "XCP sync
completion", "ExecutionId":
408264256392, "Event Source":
"NETAPP-01", "Description":
"XCP sync completed
successfully after scanning30
items, copying 20 items,
comparing 30 items, removing O
items. Source \\\\<IP address
of SMB server>\\cifs,
destination :\\\\<IP address of
SMB destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 19, "Event
Category": "XCP job status",
"Event Type": "Starting xcp
verify operation",
"ExecutionId": 408264409944,
"Event Source": "NETAPP-01",
"Description": "XCP {verify
-noacl} is running on platform
Windows-8.1-6.3.9600-SP0 for
source \\\\<IP address of SMB
server>\\cifs and destination
\\\\<IP address of SMB
destination
server>\\source vol"}

2020-07-15 03:14:04,854 - INFO
{"Event ID": 354, "Event
Category": "System resource
utilization", "Event Type":
"Resources available for
verify", "ExecutionId":
408264409944, "Event Source":
"NETAPP-01", "Description":
"System resources available
while executing xcp command
verify, are cpu 4, total
memory 8.00GiB, available
memory 6.80GiB"}
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XCP verify is completed by
scanning <scanned item count>
items, comparing <compared item
count> items

CPU utilization reduced to <CPU
utilization percentage>%

Memory utilization reduced to
<memory utilization
percentage>%

XCP command <command> has
failed

AR ~DF)

{"Event ID": 20, "Event
Category": "XCP job status",
"Event Type": "XCP verify

completion”, "command Id":
408227440800, "Event Source":
"NETAPP-01", "Description":
"XCP verify is completed by
scanning 59 items, comparing 0
items"}

{"Event ID": 357, "Event
Category": "System resource
utilization", "Event Type":
"CPU usage for xcp", "Event
Source": "NETAPP- 01",
"Description": "CPU utilization
reduced to 8.2%"}

{"Event ID": 358, "Event
Category": "System resource
utilization", "Event Type":
"Memory usage for xcp", "Event
Source": "NETAPP-01",
"Description": "Memory
utilization reduced to 19%"}

2020-07-14 09:43:08,381 - INFO
{"Event ID": 10, "Event

Category": " Xcp job status",
"Event Type": "XCP command
failure", "Event Source":

"NETAPP-01", "Description": "
XCP command

H:\\console msg\\xcp cifs\\xcp\
\ main .py verify \\\\<IP
address of SMB server>\\cifs
\\\\<IP address of SMB
destination server>\\source vol
has failed”
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