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[root@beegfs 01 ~]1# pcs status
Cluster name: hacluster
Cluster Summary:

* Stack: corosync

* Current DC: beegfs 01 (version 2.0.5-9.el8 4.3-ba5%e7122) - partition
with quorum

* Last updated: Fri Jul 1 13:37:18 2022

* Last change: Fri Jul 1 13:23:34 2022 by root via cibadmin on
beegfs 01

* 6 nodes configured

* 235 resource instances configured

ofzf MMoll= S AEQ =0t LIFELICE

Node List:
* Node beegfs 06: standby
* Online: [ beegfs 01 beegfs 02 beegfs 04 beegfs 05 ]
* OFFLINE: [ beegfs 03 ]
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Full List of Resources:

* mgmt-monitor (ocf::eseries:beegfs-monitor) : Started beegfs 01
* Resource Group: mgmt-group:

* mgmt-FS1 (ocf::eseries:beegfs-target) : Started beegfs 01

* mgmt-IP1 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01

* mgmt-IP2 (ocf::eseries:beegfs-ipaddr?) : Started beegfs 01

* mgmt-service (systemd:beegfs—-mgmtd) : Started beegfs 01
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beegfs ha cluster crm config options:
stonith-enabled: False
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- hosts: all
gather facts: false
any errors fatal: true
collections:
- netapp eseries.beegfs
tasks:
- name: Ensure BeeGFS HA cluster is setup.
ansible.builtin.import role: # import role is required for tag
availability.
name: beegfs ha 7 4
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ansible-playbook -i inventory.yml beegfs ha playbook.yml -e
"beegfs ha force upgrade=true" --tags beegfs ha
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HTH glaz2f|oj= H1 Aret

BeeGFS H7 7.2.6 &= 7.3.00| M & 18|0|=

e

27

rc
ro
0%

o

=
ot
rE
oY
Rl
oot

BeeGFS H7T 7.3.2 0|0l M= HE 7[8t 2150] |0 A0{OF HLIC} LHE F StLtete TEEX] o™
ME|ATZF AZE[X] §EELICEH

* connAuthFile & & X[HTL|CT.

Hots ol HA J|H Q15 S EHstot=s WS M= AYYLICE XtMet LHE2 "BeeGFS &2 V[ 215"

o

‘beegfs_ha*’ 2 QUT OIYS ASC= WEstH CHE fIX[Z2 HHZEELICE.

* SHAHOEEIIY L E

* “<playbook_directory>/files/beegfs/<beegfs_mgmt_ip_address>_connAuthFile'2| Ansible X[0{ =&

‘beegfs_client’ FE2S MAO| ZXY HL AS22 ZX|5I ZS20[AEN HERLICE.

beegfs client HEYS ALE5I0] 22I0|HEE FHSHX| 42 22 2 20| E0| QIE IS
+SOE HXSI beegfs-client.conf IMHUUA connAuthFile HEZ FM60fF SL|CtH HE

@ 7|8k 2150 3= BeeGFS HTOA & 2|0 =8H= B “group_vars/ha_cluster.yml 01| A{
‘beegfs_ha_conn_auth_enabled: false’E AA5I0| Y02|0|= F0f| HZ 7|8t Q15 S H|IZM3}5IK|
4OH Z2O|HET} HM|A Mo UA| ElL|CHATSIX] §AR).

— L= 2o

KtMISt LI S CHE 74 B

ro

"Bt IR I E TN XIFLICH M2 ¢ ol

—

Ol

T B HESHIAIR.

BeeGFS v8Z & 18|0|=
CtS CHA|E 2} BeeGFS HA 22 AEE HT 7.4.60| A BeeGFS v8E ¢ 12{|0| ESIMA| L.

e

BeeGFS v82 BeeGFS v70i| A 2{|0|=5t7] FHof =71 @F0| 2Rt H 7iX| SR HE Al ASLICE
O] ZM0|M= BeeGFS v82| MZ2 27 Aol 57| 22{AHE ZH|5t 1 BeeGFS v82 ¥ 12||0|=5t= 2HFE
QtLHELICE.

BeeGFS v8& 1 T12{|0|=5t7| Z0j| A|AR0|| BeeGFS 7.4.6 0|40] MX|=[0] U=X| HQISHIA|2.
@ BeeGFS 7.4.6 0| H{TS & S 2 AE = 0| BeeGFS v8 Y18|0|= EAE T Hof
M "M 7.4.62F 2|0|="s{0F EL|C}.
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BeeGFS v82| =& HA Arst

BeeGFS v8U|M= L3t 22 £ HE A0| ZUEIASLIC

* 2tO|MA A|l: BeeGFS v82 AEZ|X| E, 1A AEZ|X| LA, BeeOND St Z2 m2|0|Y 7|58 ALE617|
2|8l 2to|MA T} TRBtL|Ct Y 2|0|E817| Foll BeeGFS 22{AE{ 0| LTt 23t 20| MAE SHHSIAA|L.
L%t AL "BeeGFS 20| MA ZE"O|AM UA| BeeGFS v8 W7t BIO|MA S Bt 2 QIEL|CH

» 2t2| AMH|A C|O|E{H{|O| A OF0|124|0|M: BeeGFS v82| M{Z2 TOML 7|t iAoz 1M etMstslzH
BeeGFS v7 22| MH|A H|O|E{H|O|A S AUH|O|EZl BeeGFS v8 HAIOZ 45 O=F 00| 12{|0|MsH0f BHL|C}.

* TLS 2 =3}: BeeGFS v82 AMH|A Zto| oot E4IS 2f8l TLSE ZUYSLICH f20|= 170l BeeGFS
2E| MH| A%t beegts BHE FEZIE[0 A TLS USME WHsta i ZsHof LTt

BeeGFS 82| X[A|gt LHE 8l X7} HZA AIS2 "BeeGFS v8.0.0 € 18|0| = 7}0|E"E XXSHAA|2.

BeeGFS v8Z 20| =5t2{H 2HAE 7tE SX| AlZto] ZRELICH EoF BeeGFS v7

(i)  2efolel=L BeeGFS ve 22{AF0| A%t 4 gALICH 20] 0% Y2 2| 2skstei
22{AE|9t 22f0[9IE ZHo| YI2I0IS AJ7IE NEeHH ZEFHIAIL.

10| =E 2[5 BeeGFS 2C{AHE ZH|SHH R

=

Y0|=F AlZISts| ol Retet Hetnt CHREFY 2|20t 23l 2td 2 S0 ZHISHY A2,

1. SHAETH HA MEHQIX], 2= BeeGFS MH|ATE 7|2 LE0M M3 FQIX| 2QI5HYA|2. BeeGFS AMH|A T}
A Sl I 20| 2= Pacemaker 2|27t 7|2 L EOAM A SUX| 2QISHYAIL.

pcs status

-

2. 2HAH 1Y S J|E5tn HATL|C

= =

—_—

O}

- 2EAH T ol et X|E2 "BeeGFS #e AEM"S HXRSHUAL.

- 7|Z 22| Hio|E CIME{2|S WHRILICH

o

cp -r /mnt/mgmt tgt mgmt0l/data
/mnt/mgmt tgt mgmt0l/data beegfs v7 backup $(date +%Y%m%d)

C. beegfs 22I0|UEO|M LIS HHS dAst0 £

mjo

AxgOR MEELIC

beegfs-ctl --getentryinfo --verbose /path/to/beegfs/mountpoint

d. O|HYS AI83= Z2 XA

rot

HEj H=

i

SESHAIR.


https://beegfs.io/license/
https://beegfs.io/license/
https://beegfs.io/license/
https://beegfs.io/license/
https://beegfs.io/license/
https://doc.beegfs.io/8.0/advanced_topics/upgrade.html
https://doc.beegfs.io/8.0/advanced_topics/upgrade.html
https://doc.beegfs.io/8.0/advanced_topics/upgrade.html
https://doc.beegfs.io/8.0/advanced_topics/upgrade.html
https://doc.beegfs.io/8.0/advanced_topics/upgrade.html
https://doc.beegfs.io/7.4.6/advanced_topics/backup.html
https://doc.beegfs.io/7.4.6/advanced_topics/backup.html
https://doc.beegfs.io/7.4.6/advanced_topics/backup.html
https://doc.beegfs.io/7.4.6/advanced_topics/backup.html
https://doc.beegfs.io/7.4.6/advanced_topics/backup.html

beegfs-ctl --listtargets --longnodes —--state --spaceinfo

--mirrorgroups --nodetype=meta
beegfs-ctl --listtargets --longnodes —--state --spaceinfo
—--mirrorgroups --nodetype=storage

3. 22I0|HEQ| CHREIJU S FH|SID “beegfs-client MH|AE SXISHIAIR. 2t 220 E0]| CHel CHSS
AlSHEIALA| R
= o = -

systemctl stop beegfs-client

4. 2 Pacemaker 22{AE{0fl CfsH STONITHE HIZHMBISHIAI. 0127 3121 2R == HREIS E2|H3HN
21 Y720|S 3 Z2iAEC RAYS A 4 ALITh

T Oo=2
pcs property set stonith-enabled=false

5. BeeGFS HIJAHO|AQ| E Pacemaker 22{AE{0f| CHoll PCSE A5t 22{AEE SX|EfLICE

pcs cluster stop --all

BeeGFS 7| X| ¥ 1g|0|=

SHAHS RE O LE0| AL Q! Linux BHZETH|| 2= BeeGFS v8 IN7|X| HEAE FIISIMAIL. 34
BeeGFS XZA ALE B2 "BeeGFS CH2ZC H|0|X["0| A 2Holgt 4~ QUEL|CH =X 2 AL 22 beegfs 0|21

MEAE M| AL,
LIS ©Al= RHEL 9 IHY - E0{ A 34! BeeGFS 8.2 2| XX|EE|E AESt= B S CHBLICH S2{AES BE
o L E0|M CHS HHAE sHSHYA2.
1. BeeGFS GPG 7|& 7tMELICh
rpm --import https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs

2. BeeGFS 2|ZX|E2|E 7IXSLICt.

curl -L -o /etc/yum.repos.d/beegfs-rhel9.repo
https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-rhel9.repo

@ MZ2 BeeGFS v8 2| EX[E2|2t2| H=3 YX[S{H 0|0l 74 &l BeeGFS 2|ZX|E2|S
T HASHAL.

3. 7| X| 2t2|xt FHAIE HE[stM K-
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https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/
https://www.beegfs.io/c/download/

dnf clean all
4. D= MY - S0j|A BeeGFS IH7|X| £ BeeGFS 8.22 YH|0|ESIMAIL.

dnf update beegfs-mgmtd beegfs-storage beegfs-meta libbeegfs-ib

()  BZE 2242E0IH becgts-mgntd T7IXIE X F 7| TR =S MEt QB0 EFLICE

E| H|O|E{Ho] A ¥zol=

BeeGFS 22| MH|A7} &8 oI It = F StLI0A CHZ HAIE +Asto] 22| H|O|E{H|0| A5 BeeGFS v70iIA
v8Z Ofo|12i|o|dgtL|Ct.

1. BE NVMe CIHIO|AS LIS 22| RIS 7|1EQ 2 HESLICH
nvime netapp smdevices | grep mgmt tgt

S M K FZE 2ARISHHAI2.

a.
b. 7|Z 2t2| ch4 O E X|Fof| 22| chid EX|E OFREZLICH “/devinvmeXnY & X 222 CHA):
mount /dev/nvmeXnY /mnt/mgmt tgt mgmt01/
2. Ct32 M0 BeeGFS 7 22| HIO|E{E M CIO|E{H|0|A HAlOZ kM ZLICt.

/opt/beegfs/sbin/beegfs-mgmtd —--import-from
-v7=/mnt/mgmt tgt mgmt0l/data/

ol =4:

Created new database version 3 at "/var/lib/beegfs/mgmtd.sglite".
Successfully imported v7 management data from
"/mnt/mgmt tgt mgmt0l/data/".

BeeGFS v82] 21318l RE 4 ZIAt 7 ARIOR oI8 X5 71H97|7t RE A0 AEstr] 22

+ ABLICH K2 Sof, 40| ZXfobx| 2= AE2X| B0l SE AL JHS7|7} AgLCt,

(i) otoj 3ol o] Muetet ¢a20|=E igetx| OHAIS. Blo|Ef#olA Oto| ol 25X
S1212 916 NetApp I RIEI0) 2ISHIAIS. YAl HZHOZ, Rt S ZE WK BeeGFS v8
I§7|X|E Ct233|0|=5t11 BeeGFS v72 A& AldEr 4 Ql&LLCE.

3. MMEl SQLite It S 22| AH|A ORR2EZ 0|5 8tL|CY.
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mv /var/lib/beegfs/mgmtd.sglite /mnt/mgmt tgt mgmt0l/data/

4. MMEl “beegfs-mgmtd.toml'S 22| AH|A OI2EZ 0|SEL|Ct.

mv /etc/beegfs/beegfs-mgmtd.toml /mnt/mgmt tgt mgmtOl/mgmt config/

o
HU
rot

‘beegfs-mgmtd.toml® T OIY FH|= CtES MMl Zlo|MA A Trs £+ HAHE
2o +™ELICE.

2o MAl 74
1. beegfs ZE| MHIAE A= B E 20 beegfs 2H0|MA THF[X|E HXISHUA|Q. YEtHOZ S A &
i & EQJL(Ct.
dnf install libbeegfs-license

2. BeeGFS v8 20| MA M S 2| L E0f| CHR2EESHY CHS 2| X|0l| HHX|SHY A2,

/etc/beegfs/license.pem

TLS &3t 1A

BeeGFS v82 2| AH| A2 S2H0[AE Zto| QtFESt SIS 23l TLS Y=otE ERZ BLCt. 2h2| AH| A%
SC0|UE MH|A 7| HIERIS S0 TLS ¥=etE #4ots W2 AI ZEXI7E ALt HEE= 7 ettt
W2 ME[E = A= T 7[2HCA)MM ML ABME ArE5t= AYULICE = XAl 22 CAS W45t
BeeGFS 22 AHE ASME MY == JASLICE L=t BRSHK| 42 %f’éoll—f =H sE2S 2ot FR0l=
TLSE 25| H|gdote &~ UX|TH 0] F< 2ot I HEQIDN =EE[22 AFSHA| giaLict

TIHst7| Hofl "BeeGFS 8& TLS 2=t 4" 7H0|=9f X|H U2} 2HF0)| = TLS 2f2stE dFE0HAIL.

YO0 E 22| MH|A Y

BeeGFS v7 714 US| MHE /mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml IIUE
502 M40 BeeGFS v8 #2| AH|A FA M!S ZH|stL|Ct,

1. 22| ciAo| OIREE 2| =E0|AM BeeGFS 78 &t2| AH|A med
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.conf & ®ZE?t CIF EE
‘/mnt/mgmt_tgt mgmt0l/mgmt config/beegfs-mgmtd.toml IIYE MESILICE 7

“beegfs-mgmtd.toml'2 Lt 2 = UASLICEH
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beemsg-port = 8008

grpc-port = 8010

log-level = "info"
node-offline-timeout = "900s"
quota-enable = false
auth-disable = false

auth-file = "/etc/beegfs/<mgmt service ip> connAuthFile"
db-file = "/mnt/mgmt tgt mgmtOl/data/mgmtd.sglite"
license-disable = false
license-cert-file = "/etc/beegfs/license.pem"
tls-disable = false
tls-cert-file = "/etc/beegfs/mgmtd tls cert.pem"
tls-key-file = "/etc/beegfs/mgmtd tls key.pem"
interfaces = ['ilb:mgmt 1', 'iZb:mgmt 2']

2ol et 2 25 TSI ALXIe| 2t A TLS #4413t LX|A[F|HAIL.

2. ?.;*EI MH|AS HAdHE 2} O =20 M systemd MH|A TS =T510] A 4 Tt /KIS 7127|125

sudo sed -1 's|ExecStart=.*|ExecStart=nice -n -3
/opt/beegfs/sbin/beegfs—-mgmtd --config-file
/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-mgmtd.toml|"'
/etc/systemd/system/beegfs—-mgmtd.service

a. systemdE CIA| EEFL|CE.
systemctl daemon-reload

HHSH= 2t oY L Eof| T3l 22| AMH| 22| gRPC S41S 23 ZE 8010 ELICH.

=
=
a. beegfs 0| LE 8010/tcp= F7tetL|Ct.
sudo firewall-cmd --zone=beegfs --permanent --add-port=8010/tcp

b. HA Alst

o

mjo

HESIHH YotH S LHA| ZESHUARL.

sudo firewall-cmd --reload
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BeeGFS ZL|E| ATZIE AGH0|E

Pacemaker beegfs-monitor OCF AIZEE= MZ2 TOML 74 HAl1t systemd AJH|A ZE|E X|SIEE
AC|O| EsHOf BILICE SHAES| ot LEOM ATZEE O|0|ES CHE, YOIO|EE ATFZUEEE HE LER

SASHYAIL.

cp /us
/usr/1

r/lib/ocf/resource.d/eseries/beegfs—-monitor

ib/ocf/resource.d/eseries/beegfs-monitor.bak.$ (date +%F)

2. 22| A O BZE conf Ol L toml(Q)E YHO|ESHMAIL:

—

sed -1
/usr/1

's|mgmt config/beegfs-mgmtd\.conf|mgmt config/beegfs-mgmtd.toml|"

ib/ocf/resource.d/eseries/beegfs—-monitor

e ASREOM IS 258 +522 LT
case S$type in
management)
conf path="${configuration mount}/mgmt config/beegfs-mgmtd.conf"

rr

2|3 Cre

case $
mana

cO

. .
rrs

3-get_inte

a BAE

O HHEN|R:

type in
gement)
nf path="${configuration mount}/mgmt config/beegfs-mgmtd.toml"

rfaces() ¥ get subnet ips() &+E YOIO|ESIH TOML +H S X[&LLLICEL

HE7|M 23R EE LT

vi /usr/lib/ocf/resource.d/eseries/beegfs-monitor

b. T}

gjo

T

F

oot

+E HoNQa: get interfaces () % EL get subnet ips().

C. ‘get_interfaces()‘OHH A|ZESH] “get_subnet_ips() 2 Z7HX| F &t MHIE AHISHNI .

d. cte
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# Return network communication interface name (s) from the BeeGFS

resource's connInterfaceFile

get interfaces() {
# Determine BeeGFS service network IP interfaces.
if [ "S$type" = "management" ]; then
interfaces line=$ (grep "“interfaces =" "Sconf path")
interfaces list=$(echo "Sinterfaces line" | sed "s/.*= \[\(.*
\)\1/\1/")
interfaces=$ (echo "Sinterfaces list" | tr -d "'" | tr -d " " | tr
;' '\n')

for entry in $interfaces; do

echo "Sentry" | cut -4 ':' -f£ 1
done
else
connInterfacesFile path=S$(grep "“connInterfacesFile" "Sconf path"
| tr -d "[:space:]" | cut -£ 2 -d "=")
if [ -f "SconnlInterfacesFile path" ]; then
while read -r entry; do
echo "S$entry" | cut -£ 1 -d ':'
done < "SconnInterfacesFile path"
fi
fi

# Return list containing all the BeeGFS resource's usable IP
addresses. *Note that these are filtered by the connNetFilterFile
entries.
get subnet ips () {

# Determine all possible BeeGFS service network IP addresses.

if [ "Stype" != "management" ]; then

connNetFilterFile path=$(grep "“connNetFilterFile" "Sconf path" |

tr -d "[:space:]" | cut -£ 2 -4 "=")

filter ips=""
if [ -n "SconnNetFilterFile path" ] && [ -e
SconnNetFilterFile path ]; then
while read -r filter; do
filter ips="S$filter ips $(get ipv4 subnet addresses Sfilter)"
done < SconnNetFilterFile path
fi

echo "S$filter ips"
fi



e. HAE HMAY|S NESD ZRFLIC
. ZIel| Foll CHe PHS Mol ATYE| 12 QRS HQISHIAIR. £2(0] glow AT ES| 120
SHHELICH
bash -n /usr/lib/ocf/resource.d/eseries/beegfs-monitor
4. M FXIot7| o LHO|EE beegfs-monitor OCF AIYEES S{AEQ| L2 ZE 50
SABHYAIR

scp /usr/lib/ocf/resource.d/eseries/beegfs-monitor
user@node:/usr/lib/ocf/resource.d/eseries/beegfs-monitor

I-

SHAEES CHA| 221Q] JEf2 Het

[

1. 0|™e 2= Y|0|= EHAIE 2ot £ BE = E0|M BeeGFS MH|AE A[ZISI0] 22{AE S CHA| 22t
HEZ TSR,

pcs cluster start --all

2. peegfs-mgmtd MH[ATI HZHOZ ARE|QUE=X] SQISHIAL.

journalctl -xeu beegfs-mgmtd

olg 5ol LSt 2

rr
ro

E0| ZetE LT

Started Cluster Controlled beegfs-mgmtd.

Loaded config file from "/mnt/mgmt tgt mgmt0l/mgmt config/beegfs-
mgmtd.toml"

Successfully initialized certificate verification library.
Successfully loaded license certificate: TMP-113489268

Opened database at "/mnt/mgmt tgt mgmt0l/data/mgmtd.sqglite”
Listening for BeeGFS connections on [::]:8008

Serving gRPC requests on [::]:8010

@ Xg 230 QF7F LIEILIH 22| 24 It Z2E HESH ] BeeGFS 7 74 MHAO|M 2 E 20
SHEA| HEE[U[=X] 2HlsHA2.

3. pes status’S At SRAE T Fak LEO|H MH|ATL 7|2 HF L EO|M ARE|}=X] ZelgtL|Ct

4. SHAETL HY HEIYS QT = STONITHE CHA| 2ESBHYAI2.
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pcs property set stonith-enabled=true
5. 22{AE2| BeeGFS 22I0|UEE Y 2{|0| =311 BeeGFS S2{AE S| HEHE 2Qlsta{H Ot MMOo =2
0| SSIHAIL.
BeeGFS S210|¢E ¢ 20|=
S2AEE BeeGFS v82 43X O = Y2||0|E8t 20i|= 2= BeeGFS 22I0|HE X & 12|0|=8H0f gfL|Ct.
CHE tHAl= Ubuntu 7|8F AJARIOA BeeGFS 22I0|HEE ¥ 120|E5t= - S ATt

1. OFZ| &}X| AACIHH BeeGFS S2H0|AHE MH[AE FX[SHYAIL.
systemctl stop beegfs-client

2. AH23h= Linux HHEZEHO]| SH= BeeGFS v8 M7 |X| MEAE F7ISHMIR. S4 BeeGFS ME A AL HH2
""BeeGFS CH2 2= H[O|X|"0f| M Ztelet 4= JAFLICH DX g2 Z2 =2 BeeGFS 0|2 YA E HET|
THSHMIR.

CtZ A0 M= Ubuntu 7|8F A| AR A S 4] BeeGFS 8.2 2| ZX|E2[E AL LICE

3. BeeGFS GPG 7| 7IX3L|Ch

wget https://www.beegfs.io/release/beegfs 8.2/gpg/GPG-KEY-beegfs -0
/etc/apt/trusted.gpg.d/beegfs.asc

4. 2|ZX|E2| IS CHRECSSHAIR:

wget https://www.beegfs.io/release/beegfs 8.2/dists/beegfs-noble.list -0
/etc/apt/sources.list.d/beegfs.list

@ M=Z2 BeeGFS v8 2| ZX|E2[t2| E=2 YX[St2{H 0|0 4 E BeeGFS 2|ZX|E2|E
SEE FMASAIL.

5. BeeGFS 22}0[21E 17| X|E & 12{|0| =FfLICt.

apt-get update
apt-get install --only-upgrade beegfs-client

6. 22I0|AE0 TLSE THSHIAI2. BeeGFS CLIE A2 TLSIt HRBILICE "BeeGFS 88 TLS =8t
T EALE HZT6t0o] 2210|AENM TLSE TABHIAIR.

7. BeeGFS 22}0[|2E MH|AE AlZfelL|Ct
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systemctl start beegfs-client

Y3|0|= =l

BeeGFS v82 ¢ 120|=5 220l £ LtZ S 2SI YI|0|=7F dSHEX 2SN L.

1. 2E inode?} 0| M1} S A%t HIEHH|O|E] L =0]| 2o AREl=X| &It AR, 22 MH|AA import-from-
o =]
L

v1 7|2 AME3t E
beegfs entry info /mnt/beegfs

2. BE L Cof C40| 221Q1 HEHO|1 Yot MEfRIX] 2RISHAIL.

beegfs health check

@ "Available Capacity" ZAI0| A CHAMS| O 7 37t0] £FSICH= 217t EAIE|™M beegfs-
mgmtd. toml ItL0f| HO|=l "capacity pool” AIZIS &tAN WA ZHE 4= QELICE.

HA 22{AE{Q| I|0|A H|0|7 3! Corosync IH7|X|E Ha&[0|=-IL|Ct

HA 22{ 22| HEES7| 8 Corosync T7|X|E & 18[0| =512 H CtZ THAIS
THSHAL.

e

0| A M|0|7{2} CorosyncE Y 120|E8IH MZR2 7[5, 2ot miX| &l 45 et

0|I‘|

[ |

mjo

w3 4 gLtk

=H—

S AHE ¥20|=5t= Hlol= 23 ¥20|E £ WA 224 SRets F 7HK| AE Y0 ASLIC

—_o od AN

2 gAols ARt @ HE0| AISLICH Fa0lE Exts dEESI] "elA HEf| Mef OHE = As
ClusterLabs?| "&ZHS7| 22 AH L 20|="HEME HZESH0] Y WHS 2HYYLICH ¢0|= ¢

27| Fol| CHS AIE S ERIsHIAIR.
* NetApp BeeGFS £F 4 LI0|A {22 T|0|A tf|0|H 3! Corosync TH7|X|7F K| A ElLICH.
* BeeGFS It A|AE! 8! Pacemaker 22 AE] A0 Rt EIRI0| Q&LICE.

© SHAETLEY HEIYLIC

o o

Eg gagol=

o

O ¥H2 SHAHM 2 == M5t YOH0|=2t LhZ 2= =E0A M H{TO| HlE W7tX] 22 AF0
CHAl =R45H= A LICE o[ A ofH S AR 7t 2 HEZ RXAIEE2 72 HA S2{AF0| O] &H0[X|2t,
TZ2MHA F0| 28 HHES Ml 0| JELICEL 2 E SHAE|M O M2 WAI2 AFESHX| gfotof Lt
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1. 2t BeeGFS AMH|ATH 1A} e 20 HAE|D = HEHOIA S2HAETL 2| o MEHQIX| 2IBL|Ch XAl
LHE2 2 "2 LH2 HEiE 7*AP°H—IEf HZESHHAIR
2. 4Oo|l=g LES Uf7| RERE MetSt0] 2= BeeGFS AMH|AS YHEHHLE 0| SELICY.
pcs node standby <HOSTNAME>
3. tteg

ARSI L EOf MH|ATE AFIE|U=X] SFRASLICE

pcs status

CHo| &EfQ! L =0f| CHaH 20 El MH|AT7t started 8= 2HRlRtL|Ct.

@ S AE 37|10 w2t ME|ATF RO = E2 0| S5t

= = 22 = AsLtt
BeeGFS MH|AT} X[ =20 M AZHE|X| Q= B2 £ FXSIUAML"EH o2 2TA"
4. LEO|M 2HAEE SRELICHL
pcs cluster stop <HOSTNAME>
5.

oM MRS T], Corosyne & PCS Ii7|X| 2 & 1|0 =L CE,

@ o7 | x| 22| Xt FFE2 2 MA[of w2t CFEL|CH CHE2 RHEL 8 0|4 A#5h= A|A=of Chet
HYLICE

dnf update pacemaker-<version>
dnf update corosync-<version>

dnf update pcs-<version>

6. oM MEEST

22 AH MH|AE A|RFEIL|CH
pcs cluster start <HOSTNAME>

7. I§7|X|7} G0l E

tl B2 pcs 2HAHE A8 =5 CHA| QIS ELICE

pcs host auth <HOSTNAME>
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8. HIEX 27| M0| {Me| =70 RESHKX| crm verify HQIRLICH

(D) =2ai28 yosol= S0 o #st sholstel gLict,
crm verify -L -V
9. LEE 7| ZEOf| AN SHAELICE
pcs node unstandby <HOSTNAME>
10. @ = BeeGFS MH|AE 7|2 LEZ CIA| XHHHX]:
pcs resource relocate run

1. B2E LEJt Yst= 10|A H[0|74, Corosync X PCS HE S HAE mintx| 22| AEQ| 2 = =0f tisl 0|
CHH|Z Y= S|},

12. OIX|2O =2, pes status SHAEE H&st S2{AH MEf7F XS K| Q1610 7t current DC dHe

H|O|A M|O|7H HHS E0gfLICt.

‘Current DC'Z%} HZF'0| 2 1E|H Z2{AE{Q| =7} 0| H|0O|A H|0]|7{ A1} shH| Mgz

@ olooz Azo|=Esof SHL|Ct Y| EE L ETF SE{AE{0| CtA| HEE & AL 2| AAT}
AEE|X| = B2, 22{AH 238 2elstn 2l ¥8|0|= X0 CHsH A= Pacemaker
22X LE = AR} 710|EE RIS L.

S2{AE ZRE A=FYLICH

o HZ HAME ZE 2HAH LE A B[220 SRE[D LET} O*_'E1|0|':EI CtZ S2{AE{7F CHAl AIZHEILICEH
O] &2 H|o|A H|0]7 X Corosync Iﬂ'l"*OI =28 HH 92 KoK = Z20| 2RELICH

1. 2t BeeGFS MH| AT} 1XF = EO0|M A0 QU= MEHOIM 22 AE T} XX 2| HEJQIX| FQITIL|C XhA|B
LHRO o "ElE-|J\E-|0| MEHE 7-|A|-o|‘[__||:|_u xnl- -5|. Al A |9
2. OE LE0N 22{AF ATEQO{(MEEST] 9 Corosync)E Z=LICL

() =228 2700 utet HH 22AHS BXeHs o ¥ & £ ¥ 20| 22 4 ABLC
pcs cluster stop --all

3. BE LEO|M S22 AE MH|AT ZREH @7 A0 wat 2t =9 MEEEST|, Corosyne X PCS TH7|X|E
Y220 =&fLCt.

@ 7| x| 2e[xt FE2 23 HAof whaf ChHELICH CHE22 RHEL 8 0|48 &dsh= A| A0 Chst
FHYLICE
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dnf update pacemaker-<version>

dnf update corosync-<version>

dnf update pcs-<version>

LEE dOzojEst = 2E LE0M S22 LATEYOE AREILICE

4. 1

rin

pcs cluster start --all
S. I7|X|7} LHO|EEl AR pcs SHAHQ| 2t L EE CHA| QIS ELCL
pcs host auth <HOSTNAME>

- OIX|H2 2, pes status 2HAHE M0 S AEQ| YEH7F G2 oHX| 2151 7t current DC SHHE
S| HES Eagtct

@ "Current DC'2¢ 0| HIE|H S2AES| L E7} 0|F H|O|A M|O]7 BTt SH| Al
ALz AT2|0| =8O BfLCt.

o = OJRHE HAUOE Holo|E-LIC

CtS THAO] k2t ok .= E9| ConnectX-7 ({HE{E 4 HAU0{Z o0 ERILICE.

R

M=Z2 MLNX_OFED E=2t0|HE XIStHL M2 2 7|58 2d3stAL HHOE £3512{H ConnectX-7 O{HE]
Heo1E HO[o|EdloF & = USLICE 0] BEAMO A= NVIDIAL| REZ|E|E AHE5I0] O{HEE YUHI0|EY
UELICE O] mlxfwmanager REZ|E|= AFE To|M1t G 2M0| L42fLICH

zo|= 2 Arg

0| 7}0| =0l M= ConnectX-7 HHE WY 0{E |:1|0| 8= = IR
AC[O| 0] CHel AHSL|C S2{AE 3 7|0] w2t MHESH AH[0|E WHHS MEH
Mol CHS AFgtE SISt A|2.

| &8, & 2 YH0|ELQt 2 = SE{AH
MEBILICH Bl YH0|EE +AotV|

ot

* X[ El&= MLNX_OFED E20|H7t MX|E|0] QO™ S ISRV = @+ At
* BeeGFS It A|AH! 8l Pacemaker 22{AE A0 Sz 6 0] Q&LIC.

© SHAETHEY HEIYLIC
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o] A0 E &H|
i'=°| HHE HYHE °,=1I:-||O|Eo|-E1E=I NVIDIAS]

NVIDIA2| MLNX_OFED E2}0|He}t &7 HEE Ma &=
E AESH7| ol of| A o HE{ 2] He[of O[0|X|E

FREZ|E|E AESH= 0| Z&ELICt mlxfwmanager. RHI0|E
"NVIDIAS| X|& AO|E'CHRZESH 2t It == of| KZetL cr.

L=X-13 (o] =
—_

? mlxfwmanager LES NVIDIAH|O|X|0M AEE = U

Lenovo ConnectX-7 O{EH{E{9| 2L
SE7E "OEM HeJo{"ArE LY,

22 2r0|E Y2 YA
SA2 37 O[Ar| I E7} Ui HA 22| AE{0] AFEILICE 0] B2 W0l 3t #of ShLte| T oA
LICk. SERIBE O] AIZF St /OE H2I5tX]

ol ™2
YOO E510] HA 22| AE{7 MH|A QFHE Mg = A&

ofEf HEI0l S

o4 240 F&LICH

1. 2t BeeGFS MHI A7} 1%} = S0IM HHE|T Qli= AENO|A S2{AE{7} 21H0| MEHQIX| Selrich Xu3
g2 8 "S2IAES| YEIS HMELICH XA,

[ Sl =E0IM 25 BeeGFS AMH|AS E3j|o]d(TE=

CE MEHSID Cfy| RER MSHs S

pcs node standby <HOSTNAME>
3. L2 8 Malisto] 0| MH|ATL MHEE|UEX
pcs status

CH7| &ENQ! e E0f| CHoll 2 0dh= MH| AT Q=X &fRIetLICt started.

S2{AE 37|10 W2t BeeGFS MH|A7E A0 .LekE2 O|Sote O R = £ R 20| 28
d= % E HXSHAR"EH 6HZE

@ UELICH BeeGFS AH|AZ} XtOH = =0f| A AIZFE|X| Qb=
M A",

4. 2 ANE25t0] o{HYE] HAUOE mlxfwmanager YHO|ERfLICE

mlxfwmanager -i <path/to/firmware.bin> -u

HYof HHO|EE f=4I6H= 2 {HE{0]| CHSH £ PCI Device Name ZQISHLICE,
o 2t B E MA™SIH m1xfwreset A HY{E HETL|Ct

-

oA H9of HHIO|E0IME HI0|ES KBsH7| Aok HEEIsHoF & 4 YL XZS S
AZSHIAIL. W0 WRT FSL OfHEIS HAFHE of

=]

@ "NVIDIA2| mixfwreset M|t AFEH"AS

MRS AL

a. OpenSM MH|AE EX[gHL|LCE.
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systemctl stop opensm

b. QtM AZsh 2t HEHOf| CHol CH2 HHES PCI Device Name ASMEBILICE.

mlxfwreset -d <pci device name> reset -y

C. OpenSM AH|AZ A|ZFStL|Ct,

systemctl start opensm

d. CHA] A|ZISHM|R eseries nvme ib.service .

systemctl restart eseries nvme ib.service

e E-Al2|= 2E2|X| 0f20]2] 2EO| A=X] &AM R.

multipath -11

1. "ibstat' L2 2 M5t 2= OJRHE{ 7} {dh= HAUO HTO0IM M= D A=X| =l

ibstat

2. TEO|M MEEEST| 22 AE MH|AS AFfRILICH

pcs cluster start <HOSTNAME>

3. LCE 7| 2E|A SHA|EL|CY.

pcs node unstandby <HOSTNAME>

4. DE BeeGFS AMH|AE 7|2 =2 CIA| RYHHX|:

pcs resource relocate run

2= OfHE{TH UEO|EE WintX] 22{AE{Q] ZF THY ' =0f| CHol O] THAIS Hr= et Ct.
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21-C 22 A YE[0|E M WA

0 M2 WA 27H0] S8 9l HA 22| AE(0] HAEILICE 0] W2 22 AT(0|E9 FASHX|B 3t ==

o Tl - A= Lod

SHAE MH|ATFSKIE U MH|A CH2EMYS BX[6h7| fleh =7t BHAZF ZE =0 ASLITH.

1. 2t BeeGFS MH| AT} 1A} 20| HAE|D A= MEHOIIAM S2AETL 2| O MEHQIX| ZolBL|Ct XAl
LHE2 S "S21AHO| HEIE AASLICH FESIHAL.

2. AOO|EY MY - EE MBS LEE 7| REE MetStH s = E0|M 2E BeeGFS MH|AE E(EE
0| S)gLICt.

pcs node standby <HOSTNAME>

3. tSS HYstH] =9 2|AATF AHEAEX] olgfLCt.

ajo

pcs status

CHZ| MENQl L =ofl T3l 2 03k= MH| AT} GL=X] 2HIBtLICE started.

CCL-

82{A8| 2710f G2} BeeGFS AbI A7} Aol == 2 Bns/2fH 3 & E& o
2% 2

XEE
Started AELICH. BeeGFS MH|AE AIZSHA| Rots 32 & HZOHA|

ol
H

Ho HI

2E Y

iy e
iz 4>

0%

A,

[

4. 2 AHE QX|E4 DEZ MEEHL|CT

pcs property set maintenance-mode=true

5. 2 Aot HHE MR E mlxfwmanager YOO EEIL|CE.

mlxfwmanager -i <path/to/firmware.bin> -u

HYo UHO|EE f4I6H= 2 {HE{0]| CHSH £ PCI Device Name ZHQISHLICE,

6. REZ[EIE AE3I0] 2 O{HE E MAHSHH mixfwreset M HHYOE HELICE

UE meof YOO|ENME HOH0|ES N E5t7| sl R Elsof & & AESLICE X
@ "NVIDIA°| mixfwreset xﬂowz EERSHUAIL. THEEIO| RSt AL O{HEHE Mo
THEEIS £,

To= T3

a. OpenSM MH|AE EX[gL|LCE.
systemctl stop opensm

b. QtM AZst 2t HEHO|| CHoll CH2 HHES PCI Device Name ASMBILICE.
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mlxfwreset -d <pci device name> reset -y

C. OpenSM AH|AZ A[ZFEHL|CE.

systemctl start opensm

N

‘ibstat CtS S &8I0 2= ORHE7L #dh= HAO M Ml AE=X| 2HlRfL|Ct.

ibstat

8. oM dEHEE7| S2{AE MH|AS AJZFELICH

pcs cluster start <HOSTNAME>

9. LEE 7| ZEO|A SHAEL|C}.

pcs node unstandby <HOSTNAME>

10. 2HAEE RX|E4 ZE0|M SHAELICH

pcs property set maintenance-mode=false

1. D= BeeGFS MH|AE 7|2 L EZ CIA| RHiX]:

pPCsS resource relocate run

HE OB 7t UC|OIEE 7K 22 AE Q| 2t THY L E=0f sl 0 THA|S BrEgtL|Ct,

E-Series 2 E2|X| A|AHIS 1T8|0|=gL T}

HA S2{2E{9| E-Series 2E2[X] 013[0] 718 R4S H|0|=512{H L3 HAE

=PYI\]=}

e

£ HAO = HA 22{2E 2| NetApp E-Series 2E2|X| 0120 Z| 4l HE= |XISHH £[X 9| H51t
Hots 23e 4 ASLICH 2E2|X| 0f2|0|8 Hellof FHI0|E= SANtricity OS, NVSRAM 3! =2t0|2
mels S §EELIC

1Tod

Al

5 Hellof
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ansible-galaxy collection install netapp eseries.santricity --upgrade
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ansible-galaxy collection install netapp eseries-santricity-
<VERSION>.tar.gz --upgrade
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- hosts: eseries storage systems

gather facts: false

any errors fatal: true

collections:
- netapp eseries.santricity

vars:
eseries firmware firmware: "packages/<SantricityOS>.dlp"
eseries firmware nvsram: "packages/<NVSRAM>.dlp"
eseries drive firmware firmware list:

- "packages/<drive firmware>.dlp"

eseries drive firmware upgrade drives online: true

tasks:
- name: Configure NetApp E-Series block nodes.

import role:

name: nar santricity management
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ansible-playbook -i inventory.yml update block node playbook.yml
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pcs node standby <HOSTNAME>

E M85 2fQlot 2 pecs status BE 2|AATLOIN| IHY L E0|M CHA] AR E|IJSLICH L EE SEH7LL
o w2t HEY + ASLICE
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HENQUX] SHQIBfLIC L E7F R E H2? S2{AE MH[AE 2201 MEli= HEE U7X 2Z2tQl HEf2
HEA|ELCE

pcs cluster start <HOSTNAME>
B0 221 Ef7F E|H CHE2S AFESH0] T 220 LA HLCt,
pcs node unstandby <HOSTNAME>
OX|2o 2 CH2 2 Sl 2E BeeGFS AH|AE 7|2 L= E0f THAl MEHX[SHYAIL.

pPCsS resource relocate run
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L EOf SE=R0] = 7|EF FOH7 2liet 22 HA S AEII XS ti8ste MH|AS HY = EZ 0|S5H0
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pcs cluster start <HOSTNAME>
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pcs resource cleanup node=<HOSTNAME>
pcs stonith history cleanup <HOSTNAME>

Ol M &AM pes status =EIt 22121 HEO|1 Y4 LEJRULICE 72X O Z BeeGFS MH|AE M2
gl o BTt Ot = =2 CHA| 0| S3h= AE EXISH| flol A2 = H U HMSHK| S LI FH|E[H
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pcs resource relocate run
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QHEZ|E ZF51 Ansible S2l|0|SS CHA| HASHHAL.

Ol &0, 0| MZ inventory.yml IFLN A beegfs 012 BeeGFS Z2| AH|AE M= O AHEE[= THY
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mgmt:
hosts:
beegfs 01:
beegfs 02:

&= ME HIHZ 51 beegfs_0201 M 22| MH[ATF M EIL|CH

mgmt:
hosts:
beegfs 02:
beegfs 01:

BeeGFS AMH|AES A ot L= =2 YA| Ol SELCEH

YutM O Z =Tt RX| 22| £l AL [failover and failback steps](#failover-and-failback)S Ar23t0{ st
LEOM 2E MH|AE 0|5t gfL|LCt.

O 0|2 7HE MH|AE CI2 0 L EZ 0|F58l0f ot= AR LSS MaigL|ct
pcs resource move <SERVICE>-monitor <HOSTNAME>
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INEERFAE=X] pcs status 2QIEHL|CE

BeeGFS MH|AE 7|2 =EZ CHA| O|SS{H HA YA 2|22 H[of =S SHREILICHO 2 MH|A0 2Rt B2
Of THA|E gt=).

pcs resource clear <SERVICE>-monitor
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pPCS resource relocate run
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pcs property config

‘maintenance-mode 2 AEI FYYHOZ XFot= FR0= £80| LEHLEX| 4SLICE.
SH2EIE X RA 22| ZE0 = FR £482 2 EAEUN. Ctrues RAEF ZES
systsie® L2 ddsHAIR.

pcs property set maintenance-mode=true

PC EIE &5t D= 2[2200 "(22|=|X| ¢4Z2)"0| EAIZ|=X| =elsto] =tolgt = JAELICH 22AHE RX|ES
HEofM HMelsteH 23S HASHAL.

pcs property set maintenance-mode=false
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pcs cluster stop --all
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pcs cluster stop <HOSTNAME>

BE Lo S2AE MH|A 3 2[AAE AZSIEH LSS AL
pcs cluster start --all

=S £ SE0M ME|AS AIZFRILICE
pcs cluster start <HOSTNAME>
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(host vars/<NEW NODE>.yml')E MEiSt CIZ Ansible QIHIER| IHUO)| Iﬁ!ﬂ |CF (
inventory.yml)HA O|™ LLEQ| O|EE M E 0|2 HEL|CE

all:
children:
ha cluster:
children:
mgmt :
hosts:
node hl new: # Replaced "node hl" with "node hl new"
node h2:

21t

o. 2HAHCICHE L E F StLI0|A 0| LEE MAHYLICH pcs cluster node remove <HOSTNAME>.

(D ol etz umets| FHoll kx| OHYAIS.

- Ansible X|0{ =E0f|A{:

a. L3S AH83t0 0| SSH 7|1E MIH LIt

‘ssh-keygen -R <HOSTNAME OR IP>"

b. HF7| L =0f CHsl 2= 2= SSH

i

Crgoz P

ssh-copy-id <USER>@<HOSTNAME OR IP>

7. Ansible Z2|0|52 CtA| A5t =5 P48t 2 AE O FIHetLCt.
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ansible-playbook -i <inventory>.yml <playbook>.yml
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journalctl --since "<YYYY-MM-DD HH:MM:SS>"

Cts MMM = ZA IS BS &917] 2l 220 EAID £ U= LHHQI HIAES Ho FLC.
ZAHSHZE EHA|

1EH: BeeGFS ZL|E{0| A TOHE HX[H=X| =teletL|Ct,
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BeeGFS ZLIE{0f| 23l H{HH{ 7} EE|HE F2 LREIF EA[ELICHEIS T2 T™AEX| = B 2).

journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -1 unexpected

[cool

Jul 01 15:51:03 beegfs 01 pacemaker-schedulerd[9246]: warning: Unexpected
result (error: BeeGFS service i1s not active!) was recorded for monitor of
meta 08-monitor on beegfs 02 at Jul 1 15:51:03 2022
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e
MEE HEAIof Zoli7t A=K 2teletL|Ct.

* 0| IjR 0| M SEt0|AE] MM ASHK| R = 22X EXI(Cl: InfiniBand HEE] 2= #H|0|=

o)t A=X| =AgfLct.
* BeeGFS AMH| A7} 2ty E{7} OFELICE.
° 2F: BeeGFS MH| ATt 07| X| 24A| SX|=[ASLICEH

° BH| siZ&:

* QB2 E HsH O L E0|A SES HH= BeeGFS MH|A S| 22 3101810 £E0| E1E[U =X
2*°I°H—I Ct. O] Z2 NetApp SupportOl|A] 70| AE B4 ZES ZTAISHUAIL.

* BeeGFS 20| E1EI QEJI Q= AL MU 2IE 01510 A|AHIO| AH|ATI EX|E 0|RE

7|2H=X| tolstL|Ct U8 A|LI2| 20| A BeeGFS kl | £ Z2MNATL BRE7] Hol(ol: +27t E
AT FR) HIAXIE 7IE%-* = A= 7|2 ®MSBHA| §UUS = UAELITE kill -9 <PID>)E
Saigct.

20| =20 O|7]K] 4| 22AHE SEYE=X] 2AeletL|tt

LEof A2t SH=RI0] ZoH7F REHSEALK(O: A|AR HETL ASSHX| 88) HE M =
oot ?5'—?— BeeGFS ZLIE0|M 2LFEE ESHA| SLICH CHA S AE O|FS HHA|IL.

= O

71K S4AH| &M EIASS LIEHHE HAIX|ZE EAIE LT

o T

Atgt 2T EQO 2|7t
1ZES 70 ==7¢
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journalctl --since "<YYYY-MM-DD HH:MM:SS>" | grep -i <HOSTNAME>
[...]

Jul 01 16:18:01 beegfs 01 pacemaker-attrd[9245]: notice: Node beegfs 02
state is now lost
Jul 01 16:18:01 beegfs 01 pacemaker-controld[9247]: warning:

Stonith/shutdown of node beegfs 02 was not expected

3CHA: AIRHEEE D |7t L EE2 2EI2| 2 OHE 4 Q=X| &holstL|ct

EE ANLIE|QM =E7F AR Z 2Eatel JEfRIX] 2Helst| 2f8 49 S| HA(pencing)E AlEdt=E AE & &
UASLIChHEES HAX[= HY @l met O 4 AS).

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Cluster
node beegfs 02 will be fenced: peer is no longer part of the cluster

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd[9246]: warning: Node
beegfs 02 is unclean

Jul 01 16:18:02 beegfs 01 pacemaker-schedulerd([9246]: warning: Scheduling

Node beegfs 02 for STONITH

A 52j0| 4

oH

MOz A=E|H LS 22 HAX| 7L EAIELICE

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
[2214070] (call 27 from pacemaker-controld.9247) for host 'beegfs 02' with
device 'fence redfish 2' returned: 0 (OK)

Jul 01 16:18:14 beegfs 01 pacemaker-fenced[9243]: notice: Operation 'off'
targeting beegfs 02 on beegfs 01 for pacemaker-

controld.9247@beegfs 01.786df3al: OK

Jul 01 16:18:14 beegfs 01 pacemaker-controld[9247]: notice: Peer
beegfs 02 was terminated (off) by beegfs 01 on behalf of pacemaker-
controld.9247: OK
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ELICh olE S0 Hd X|(PDU £ MC)01| HMAT = QAL BR FE BR EER ZEMOHZ 0

=M YLt

MO 2| A A EHR S A (PCS AEl SHEH| UA)
BeeGFS MH|AE AlsHst= c1| QT 2| AA0]| ZHOH7} BHAMEIH BeeGFS ZLIE 0| M HY W 7t EB|AHEIL|C} O]
AL o| StTtof| "M Tyt 2| AA .:."OI LIZE|X| 22 & pcs status YLD Z HHEH CHA|E A ZsHof "AH|2l 2| X| gt

Ut S U ELC,

X o LMo = "HIfoh 2| A A X 0| HAIE= F 7HA| AlLt2| 2B A0{0F LT},
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ZAHBHZ EHA|

AlLIE|2 1: HA OO|HEN M LAIH EE= FREQl ZH|7F ZX|Z[0] 0| CHA| A|ZISHALITHE E2
O|SYSLIC.

2 Y 00T CHE Y FX|rt 2| 50] 5001 2t HY FA7} Fbls =% Xy DUER Y8
FSIELICE S3| Redfish HA Of0HET} 0{F13] started® EAIE|CRLE ChS T 242 Anfst 2|42 3olS Hnsts
HOZ LIERHALICE

* fence redfish 2 monitor 60000 on beegfs 01 'not running' (7):
call=2248, status='complete', exitreason='', last-rc-change='2022-07-26
08:12:59 -05:00"', queued=0ms, exec=0ms

S8 0| ZoH7t 2 MTH 2| aA PSS E05t= HY HO[HET} S 20N A== BeeGFS MH[22]
HUQME Ea|7{8tx] SALICH S L e ChE Lo M AFEO2 CHA| A|RHty|ot 3ted ElLCH

1. HA of0|HET} = HA| Ei 59 THOIM NSHOR UM ARt D ST LTI HA oo HEO
o128t 4 1=x| Btolokn M4 OOl HE T} Ansible OIHIE2I0A SHI2A| TAEIQIEX] SolBLICY,

=
a. o€ E0, BMC(Redfish) HA Of0| M E7} HIA S Eietst= SAUTH - E0f|A A3E| 1 Q0 OS #2| 3l BMC
IP7} %%'ﬂ S2|A QIEIo|A = R LR UERT AKX FH0ME F QAEHO|A Zto] EAMS
5185HX| ASLICHUIEY A R0 €X]). 7|2XMOZ HA 22{AEE HAS HEstsE 2o HA oo|MEE
i X|St= 1 Ofst2q{ 10 ShX| 2 Y2 AILIE| /710l A= 0248t EX| 71 ede & JSLICH
X

2. OE BN7t HAZ AL 2X7t LA HQl ZIOZ LiEtLE AR £ AMAMBILICH pcs resource cleanup AIHSE
B|AA XAS TR SH|C}.

AlLt2| 2 2: BeeGFS ZL|E{7} 2XE ZX[S0] HYLQHE EZ|HJYX[TH, OfH O|RE EX LE0N E|AAE
AlZHe £ glELICH
HAO| Mot 2| AATRE] L EO|M FX|SH= WS AHEHSHR] 82 Z2("CH7|(ZHof L/l Al)'e| 2X| siZ MM
X)), BEX L E0|M 2[AAE ARSHE O CHS 1 22 287t |11 4= JUELICE

« HX LY} o|0] @I}l AEfQIL|CE

* E2A e =2 1l EHE Qs EX A|AHRIO|M BeeGFS EIICE AEE= 25 SE0| HMASHK]

ZUSLICH
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S AYE PIAAE MO 9L 9l BTIE Kot SHEULICE O S0 BeeGFS 1P FA(25
IP)E NIS{3IR| 29 32 Hasl SEimo|X 5 ofif o|do] 22002 HASIO) 90 BHIE HEXS
2913/0f (0|22 @1ZIE|of Sl=X| HPIBILICT, BoeGFS EF(EE CIBIOIA/E-Series B8)0f of}
WSt 2 ol 2 = 220l OlATHZ FA 0] QX Holstn 22 et FA
Nefoix| grolgrct.

HLI
|.|-
2
fim]
rot
Mo -5
o

M

o] HA

c. et o EX7E gl of AAHE Ciet 22 #elo] 2Rst 2l

—

oy
djo
rio

THAIZ 2o 2=

HI

2, Ct

37



(RCA)O| O{F ALt E27t5E = ALEZ A|£5}7| Tl NetApp Supportdi| A #|0|AE E0| ZAFSH= 20|
EEe

-

2. 9= 2H )2 =

a. Anabilities inventory.yml TR0 A 2 S6HX| &= L EE Z5F K| H5t2 HA| Ansible Z22{|0|S 2 CA|
S BE =2|F FH0| Ex =0 %HPE}” HHEA[=X] ZletL|Ct.

L& e E MENVE st oYUt FH|JL E|H o]2{et 2o A S SiA|St L E2|0|S2 CHAl

o
AN 2.
b. = SHAHE £502 B8 &2 QI&LICTH
i. CHSE2 A8t 2mztel L EE ChA| 22t ME2 M2k pes cluster start <HOSTNAME>
CISE2 Ar8SHo] Anfet R E 2|AaA RAZ X|ZLICH pcs resource cleanup

ii. PCS JEfE MRSt BE MH|ATL O ATHE AZE[=X] gletL|Ct.

o
BLICt pcs resource relocate run B|AAE {|oh= LEZ CHA| 0| S5t H

—
BeeGFS MH|AE M A| HYRH = HYWMS SA;SHK| ASLICH
* s =2 EAl: * pcs resource relocate M HHO| MHME[JUX|T HSHMOZE A2 E|X| UUSLICE
o 2ol Bt » Mol bos constraint —-full IDZF Q1 K| M2 ZZ10| J=X| <QIBtLICE pcs-relocate-
<RESOURCE>.

o2t

* o2 W * Ml pcs resource relocate clear 8 CF3 CHA| A#ELICH pes constraint

--full —’F—W FEZUO| MAEIR=X] 2tletLct.

Hi&Jo| H|Z2d2tEl 22 PCS MEHS| lLE & StLI0| "STANDBY(ON-FAIL)"7} EA|EL|C}
© 7t B2 BA: T HEUET|I ATfE = SoM DE 2lAAT BXIEIQEK Holgt 4 gL,
- o e

rn
Ho
Pl
i

—

1. M pcs status 2|10 EF SHEHO| "A| RS X| S22 2|AA = QBT HAL[EX| &olstn 2
SH&EELICE.
2. LEE CA| 2212] MEfZ Metste{H OS2 £HBLICt pecs resource cleanup

--node=<HOSTNAME>.

of|7|X] 242 Foll =X| = HH0| g-dstEl 2 PCS 2EN0l| "started (on-fail)" 7 EA|E L|Ct

* JbsH &2 2 MO ZXIS E2|3 2RI7F LAWK T MEUST|Tt L E HAERER ol 4
SLICH HAo| AR FMEAALL HA Oo|ME(0f: HELIZ0M PDU HZO0| ZOo{E)oll 2X|7F UL7| whZof|
OI "‘X'Hjl' HFAHSE A o|¢|__||:|._

o=2 T M-d

o E Y

1. L Eo| MUO| MM Z THAN A=A 2QlStct.

@ X Eots =20t AMZ AN AR 4X|2 S2AE MH[A EE 2|AAE HAlSHE FR
N EPSUECPN= R Py
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2. OS2 MEot HAZ 592 HQIBtLICt pcs stonith confirm <NODE>

Of AIFOIM MH|AE FHOi| ZXIE 225t CHE Fob =20l A THA] Al ZfsHOF 2fL|CH.

7H2 BeeGFS MH|AS CHA| AIZFEILCE

UM O 2 BeeGFS )\1H| E CHA| A|Z}6ljoF 5t= 320l 8 HE S 80[5HA| &) Ansible QIHIEE|E
YOo|Estn Z8[0|5 EMI A O] 2 S tHsHoF ZLICt Z0l [[f H‘_ 4l PlaybookS AlgHet mlj7tx|
7|cte ge glo] 224 —1‘—-’.-_‘-; HEst= S O W2 25 sHAS 2lo 7HE MH|AE CHA| A|ZfSH= 20| E&LICH

@ =5 HE AT Ansible QIHIER|0f F7HE|X| AQH CIZ HOf| Ansible S2{|0|5S A 0 =[S
A OIAL|C}
T™ M4 .

8M 1: A|AH! d7} THA|ZHS FM|O{ZHSL|CH
BeeGFS MH|271 M THO2 MM MANEIX] &2 #2401 2= 32 BX S2IAES 7X
BeeGFS ZL|E{7} MH|AZS ZX|SHK| RSHA| 610 $IX| %= HUHE

pcs property set maintenance-mode=true

oot 22 ol MH|A g S HARLICE /mnt /<SERVICE ID>/_ config/beegfs-.conf (0
/mnt/meta 01 tgt 0101/metadata config/beegfs-meta.conf) J& L3 systemdE AHE5I0] CHA|
NES ===

systemctl restart beegfs-*@<SERVICE ID>.service

Of: systemctl restart beegfs-meta@meta 01 tgt 010l.service

4 2: 4FES7| Mo TAIE
M22 FEO= QIsll MH|AT} O7|X] A SXIE[AHLHO: 28 +ZF HE) RA| E4= 7|2t AL CH2EFJO]
X o= B2 CHAl AIZE AMH[ A0 CH3H BeeGFS ZLIE{S CHA| AlZfStHE ElL|CEH

pcs resource restart <SERVICE>-monitor

O£ =01 BeeGFS #2| MH|AE CHA| A|&SH2{H pes resource restart mgmt-monitor
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