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"beegfs ha ntp server pools: # THIS IS AN EXAMPLE OF A COMMENT!
- "pool 0.pool.ntp.org iburst maxsources 3"
- "pool 1l.pool.ntp.org iburst maxsources 3"
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# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp0l:
netapp02:
# Ansible group representing all file nodes:
ha cluster:
children:
meta 0l: # Group representing a metadata service with ID 01.
hosts:
beegfs 01: # This service is preferred on the first file

node.
beegfs 02: # And can failover to the second file node.
meta 02: # Group representing a metadata service with ID 02.
hosts:
beegfs 02: # This service is preferred on the second file
node.

beegfs 01: # And can failover to the first file node.
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# meta 01 - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: 8015
connMetaPortUDP: 8015
tuneBindToNumaZone: 0
floating ips:
- ilb: <IP>/<SUBNET_MASK>
- i2b: <IP>/<SUBNET MASK>
# Type of BeeGFS service the HA resource group will manage.
beegfs service: metadata # Choices: management, metadata, storage.
# What block node should be used to create a volume for this service:
beegfs targets:
netappOl:
eseries storage pool configuration:
- name: beegfs ml mZ m5 mb6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.25

owning controller: A
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HHOo| AXEQ| A 2 NetAppOllA| X|&Z5H= Ansible Z2IM S AL
At SHe| X2t ZF M| BMC(HIO|ARE 22| ZHEZEZ)UM HEYZS 245t 2t
ZHEZE2{9| &te| ZEE L M6{of gfL|Ct.
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#A3E Lenovo SR665 V3 IHY - =0f| CHo HEYZE 745H= WHE S HESHIAIR "Lenovo ThinkSystem
HENM".

10


https://docs.netapp.com/ko-kr/beegfs/second-gen/beegfs-technology-requirements.html#file-switch-cables
https://docs.netapp.com/ko-kr/beegfs/second-gen/beegfs-technology-requirements.html#file-switch-cables
https://docs.netapp.com/ko-kr/beegfs/second-gen/beegfs-technology-requirements.html#file-switch-cables
https://pubs.lenovo.com/sr665-v3/
https://pubs.lenovo.com/sr665-v3/
https://pubs.lenovo.com/sr665-v3/
https://pubs.lenovo.com/sr665-v3/

MH|A T2 N MEIDE SH= HO|ARE 22| HEZ2{(BMC)= CH¥st A1tH SHEOf| LHEE|

@ 2 MHM7F SR |0 UK EAHLE MM AT 2= Ql= FR0 =
2| 7|50l bt 0|ZQlL|C) Z2UK|= UM oz 195 HAL|o 2 o| Il

=2 1—

B N2 E HBY + 2= Thetol
S opfgemict.

O£ =0, Lenovo SR6650{|A BMC= _Lenovo XClarity Controller(XCC)_ Ef_T'_ FL|CE.

UEFI A% (0|2 BIOS)S AFE38IALE 22 BMCOIA M Z3t= Redfish APIS AF28I0] A| A MXS
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%IOH ANA” HES ZFELCE.
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curl --request PATCH \
--url https://<BMC_IP ADDRESS>/redfish/v1/Systems/1/Bios/Pending \
--user <BMC USER>:<BMC- PASSWORD> \
--header 'Content-Type: application/json' \
-—-data '/{
"Attributes": {
"OperatingModes ChooseOperatingMode": "CustomMode",
"Processors cTDP": "Manual",
"Processors PackagePowerLimit": "Manual",
"Power EfficiencyMode": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors SOCP states": "PO",
"Processors DFC States": "Disable",
"Processors P State": "Disable",
"Memory MemoryPowerDownEnable": "Disable",
"DevicesandIOPorts IOMMU": "Disable",
"Power PCIePowerBrake": "Disable",
"Processors GlobalC stateControl": "Disable",
"Processors DFC States": "Disable",
"Processors SMTMode": "Disable",
"Processors CPPC": "Disable",
"Memory NUMANodesperSocket":"NPS1"
}
}

v

Redfish 27|0t0f| CHet XpM|EE LHE2 & FZSHIAIRL "DMTF 2 AIO[E™.

Ansible J|0{ ==& AXgiL|C

—_—

Ansible H[0] =EEE H7E5I2{™ NetApp &FM 7|8t BeeGFS £FHE0=E #x5& EE 0
U EE LE0 Ciot HEYT HMATE 7SS 7t A EE= S2|& HAS X[-6H0f 2L Ct,

HEE = 7 |X| HE 222 £ "V|& QAN ZSHAAIL. CHS THA[= Ubuntu 22.040| A A EE[A}ELICE.
MS 6= Linux HHZERL 2HAEl THA[= £ "Ansible 23 A" ZTSHMA|L.

1. Ansible M0 =0 CHS Python 2 Python 7t 14 THF|X|E M X|BfL|CL.

sudo apt-get install python3 python3-pip python3-setuptools python3.10-

venv

2. Python 7t4& 2tA S THELICH
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python3 -m venv ~/pyenv

4. ZgotEl 7ty 23 Lol 223t Python TH7|X|S AX|gLCt.

pip install ansible netaddr cryptography passlib

5. Ansible GalaxyZ AF25}t0] BeeGFS Z2 M S MX|gtL|Ct,

ansible-galaxy collection install netapp eseries.beegfs

6. MX|El Ansible, Python X BeeGFS Z&M HT0| 1f UK|SH=X| FILICH7[= QA"

ansible --version

ansible-galaxy collection list netapp eseries.beegfs

7. AnsibleO| Ansible 0] =E0|AM ¥Z BeeGFS It 0| HMAT £ JUEZE AT Ql= SSHE MA™THL|C.

a. ot 2 Ansible HM0] 20N S8 7| &S MEELIC

ssh-keygen

b. 2t mpel L =ofl @ gl SSHE MEBHLIC

ssh-copy-id <ip or hostname>
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SHE * 2HESX| DY AIR. O] 22 XA E|AHLE 2 RSHX| S4&LICt.

Ansible QIHIEZ|S =HASHL

o
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oste{H 5% BeeGFS It A|AHEIS LIEHH = Ansible
E2|E MHetLCt QM EE| = ¥5h= BeeGFS It A|ABIS HE5= 2AE, OF 9
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1ED); ZE U 220] et B2 Folgict
HEMoz MEH 4 = 74 ZRnlo) 22gl0] ZE 7Y 240 HEEE R4S st

Alztot7] Zof
* HHIEO| AFS T AHLI A K| KIS MEBILICE off L9t Qi O HR0| "AIER)0f 07K et A=L
x4 X|H NS ALgSHs 20| SSLICH
e
1. Ansible XI0f =E0jA] Ansible QIHIE2] 5! Z2i|0|2 TUS MIBHE Ol ABY CIAE2|S AESHIAL.

0

ELZ AGSHA| gb= o, Of HAOM BHE 2= Thdat C2E2|9F Ch2 A= O CIAMEZ|E 7|Ee=
A4 gLt

2. Ot3 ot9l CIAEZ|E ZHELIC
HOST_VAR'L|Ct
group_varsL|C}

'IjZ | X"

3. 2AH US0| et 89| O E2|Z M M3 Ansible Vault2 2 5tst0] THUS HSSHLICHEZ "Ansible
Vault2 ZH X 253}").
a. 5t¢| C|2E{2|E “group_vars/all'2HSL|C},
b. group vars/all CIHERZ[OA 2|0|E£0] X[HE A4S MUYS ‘passwords.yml ZHSLICH
o7
O

c. 7o w2t 2= ALK} 0| A = 0f7 HE CHA[SI £ Ct
file.

1} Z+o| el

20| YL passwords. yml
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# Credentials for storage system's admin password
eseries password: <PASSWORD>

# Credentials for BeeGFS file nodes
ssh ha user: <USERNAME>
ssh _ha become pass: <PASSWORD>

# Credentials for HA cluster

ha cluster username: <USERNAME>

ha cluster password: <PASSWORD>

ha cluster password shabl2Z2 salt: randomSalt

# Credentials for fencing agents

# OPTION 1: If using APC Power Distribution Units (PDUs) for fencing:
# Credentials for APC PDUs.

apc_username: <USERNAME>

apc_password: <PASSWORD>

# OPTION 2: If using the Redfish APIs provided by the Lenovo XCC (and
other BMCs) for fencing:

# Credentials for XCC/BMC of BeeGFS file nodes

bmc username: <USERNAME>

bmc password: <PASSWORD>

d. A3 ansible-vault encrypt passwords.yml £ HA|X|7t BEAZH SE A4S E MAEBHL|CE
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1. 'host_vars/'0| A CIS l—H O 0|20| '<HOSTNAME>.ymlI'?! 2} BeeGFS It = =0f Ci$t ol S BHEL|Ct,
BeeGFS 22{AH IP 3 SAE 0|E0f CHsl A2 SEIX0|| ciot M2 = 202 B2 ZLi= 20| EELICL

XEZo= ot == QIEH|0|A 0]F0] of7|of| LIEE 22t ZX[ZLICHO: ib0 K= ibs1f0). O2{eh AtEX} H2|
0|52 ol FHEI ASLICHAEA: BE O 20| HE FE= FolgLtt.
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ansible host: “<MANAGEMENT IP>"

eseries ipoib interfaces:
addresses.
- name: ilb
address: 100.127.100.
- name: 1i4b
address: 100.127.100.

# Used to configure BeeGFS cluster IP

<NUMBER FROM HOSTNAME>/16

<NUMBER FROM HOSTNAME>/16

beegfs ha cluster node ips:

- <MANAGEMENT IP>

- <ilb BEEGFS_ CLUSTER IP>
- <i4b BEEGFS CLUSTER IP>
# NVMe over InfiniBand storage communication protocol information
# For odd numbered file nodes (i.e., h01l, h03, ..):

eseries nvme ib interfaces:

- name: ila

address: 192.168.1.10/24

configure: true

- name: i2a

address: 192.168.3.10/24

configure: true

- name: 1i3a

address: 192.168.5.10/24

configure: true

- name: ida

address: 192.168.7.10/24

configure: true

# For even numbered file nodes (i.e., h02, h04, ..):

# NVMe over InfiniBand storage communication protocol information

eseries nvme ib interfaces:

- name: ila

address: 192.168.2.10/24

configure: true

- name: i2a

address: 192.168.4.10/24

configure: true

- name: 1i3a

address: 192.168.6.10/24

configure: true

- name: i4da

address: 192.168.8.10/24

configure: true

BeeGFS Z2{AEKE o|0|

=et B2, NVMe/IBOf| A EE|= 22 AH IP 8L IPE Z&5t0]
()  ==o= 2ME P FAE FIIPALL WA F0| 22IAEIS BX/8o} BHLICH 0f2)
Abgto| Es| MBE| T 22 AH KeS woohx| =S o] o] WRBLIC
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2. 'host_vars/'0f| Al '<HOSTNAME>.ymI'0|2}= 0| §2| Z BeeGFS £5 - =0f| CHet mtUS Mot Cf
Ligoz mMaL|ct.

Aol WA BLE= AE2|X| B 0| Z0f| Ch3 LISS Ui ) £3] Zofsfof iLict.

(=]

2t 28 L5of ohdl otLtel oS o
=]

(LEHOZ A).

0%

St & HEE2| & otLtel "<management_ip>"S X[ ™ etL|Ct

eseries system name: <STORAGE ARRAY NAME>
eseries system api url: https://<MANAGEMENT IP>:8443/devmgr/v2/
eseries initiator protocol: nvme ib
# For odd numbered block nodes (i.e., a0l, a03, ..):
eseries controller nvme ib port:
controller a:
- 192.168.1.101
- 192.168.2.101
- 192.168.1.100
- 192.168.2.100
controller Db:
- 192.168.3.101
- 192.168.4.101
- 192.168.3.100
- 192.168.4.100
# For even numbered block nodes (i.e., a02, a04, ..):
eseries controller nvme ib port:
controller a:
- 192.168.
- 192.168.
- 192.168.
- 192.168.
controller Db:
- 192.168.
- 192.168.
- 192.168.
- 192.168.

.101
.101
.100
.100

oy U1 oy Ol

.101
.101
.100
.100

W J 0

3EHA: 2= OfY 3 =8 20| HEE(0fof ot A™E FRLIL

JE0ll sieshs I 0| E2 2 group_vars OF2HOll A= ZAE 500 SEE 82 A = USLICH o= A 5HH
o2 /IKIM 7 70| BHFE| K| QEELICE

Ao et E S AEH HEE=

S 0142l 1801 S  9lo0 Ackel )| Ansible P 241 £
] £ HESINR "4 AR EE)

SAEE m=2
HE MEHSIL|CE (O] #AIof CHet XEMISH LHE2 & Ansible 2 A

SAE O OF X[F2 o] Zxte| OpX|2E 2|3l H-d== &l Ansible 21 E2| ot off FHo|ELICt.
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chA|
Ansiblef M= 2E 2 AE0 HEY FES '2FE= IFQE Holg - ASLILEL S HELR
group_vars/all.ym| It S OHSLICE

ansible python interpreter: /usr/bin/python3
beegfs ha ntp server pools: # Modify the NTP server addressess if
desired.

- "pool 0O.pool.ntp.org iburst maxsources 3"

- "pool l.pool.ntp.org iburst maxsources 3"

AT 2= O Lo HEY 74 S FolRtLct

oY L Eo] 2R FMLE ha_cluster2t= IE0| M| EILICE O] MM ol ttAO| A= group_vars/ha_cluster.yml IFL0f|
I otE[010f Oh_ NS =LY,

A
1. mH O 20| M T L= 22| 'SUDO' AFEXtZ AtEe e S ZEst0] 7| 23tS FHelSuCt,

### ha cluster Ansible group inventory file.

# Place all default/common variables for BeeGFS HA cluster resources
below.

### Cluster node defaults

ansible ssh user: {{ ssh ha user }}

ansible become password: {{ ssh ha become pass }}

eseries ipoib default hook templates:

- 99-multihoming.j2 # This is required for single subnet
deployments, where static IPs containing multiple IB ports are in the
same IPoIB subnet. i.e: cluster IPs, multirail, single subnet, etc.
# If the following options are specified, then Ansible will
automatically reboot nodes when necessary for changes to take effect:
eseries common allow host reboot: true
eseries common reboot test command: "! systemctl status
eseries nvme ib.service || systemctl --state=exited | grep
eseries nvme ib.service"
eseries ib opensm options:

virt enabled: "2"

virt max ports in process: "QO"

@ 7t 0|0] ¥= root B ansible ssh user HRO| U2t E M5t Z2|0|52 A ol

ZM8E X|8e --ask-become-pass & AgLct ansible become password.

2. "o w2t 17tEH(HA) 22HAEQ| 0|§S 745t 2AH L SMS I8 MRS XIFeLICh

HME IP FA K™ MAE +Hst= 2R 7 | "begfs_ha_mgmtd_floating_ip"= € G|0| Es{{Of BFL|C}. LIS
.|

2|
o
BeeGFS 2| 2|AA I F0] CHslf 74t 2t AKX[SHOF SFL|CE.
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"begfs_ha_alert_email_list"E AFE35t0{ 22{AE O[HIEO Chist Z1E 4 e-HY S StLt O] & X|FEL|C.

### Cluster information

beegfs ha firewall configure: True

eseries beegfs ha disable selinux: True

eseries selinux state: disabled

# The following variables should be adjusted depending on the desired

configuration:

beegfs ha cluster name: hacluster # BeeGFS HA cluster
name.

beegfs ha cluster username: "{{ ha cluster username }}" # Parameter for

BeeGFS HA cluster username in the passwords file.
beegfs ha cluster password: "{{ ha cluster password }}" # Parameter for
BeeGFS HA cluster username's password in the passwords file.
beegfs ha cluster password shab5l2 salt: "{{
ha cluster password sha5l2 salt }}" # Parameter for BeeGFS HA cluster
username's password salt in the passwords file.
beegfs ha mgmtd floating ip: 100.127.101.0 # BeeGFS management
service IP address.
# Email Alerts Configuration
beegfs ha enable alerts: True
beegfs ha alert email list: ["emaillexample.com"] # E-mail recipient
list for notifications when BeeGFS HA resources change or fail. Often a
distribution list for the team responsible for managing the cluster.
beegfs ha alert conf ha group options:

mydomain: “example.com”
# The mydomain parameter specifies the local internet domain name. This
is optional when the cluster nodes have fully qualified hostnames (i.e.
host.example.com) .
# Adjusting the following parameters is optional:
beegfs ha alert timestamp format: "%Y-%m-%d %H:%M:%S.3N" #%H:3%M:%S.5%N
beegfs ha alert verbosity: 3
# 1) high-level node activity
# 3) high-level node activity + fencing action information + resources
(filter on X-monitor)
#

5) high-level node activity + fencing action information + resources

SEE AME 20|X|2t BeeGFS IHY A|AHIS THY HA 22{AF O|4CR &&sH= E2
@ "begfs_ha_mgmtd_floating_ip"7t ZRELICL. 0|F HA 22 AE = £7t BeeGFS 22| AH|A
210 HE|1 K Huf S2AHM MSSt=s 22| MH|AE 7127|258 HE L

3. HA Of0|MES 7L (RS B 2
TABILICH) Tk Eoll M s Lubsiol HA of
Mttt

—

XS AL "Red Hat High Availability 22{AE0A HAS
o|H

O HHAIO M= THE Ateoll RS AIL.
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### Fencing configuration:
# OPTION 1: To enable fencing using APC Power Distribution Units
(PDUS) :
beegfs ha fencing agents:
fence apc:
- ipaddr: <PDU IP ADDRESS>
login: "{{ apc_username }}" # Parameter for APC PDU username 1in
the passwords file.
passwd: "{{ apc password }}" # Parameter for APC PDU password in
the passwords file.
pcmk host map:
"<HOSTNAME>:<PDU PORT>, <PDU PORT>; <HOSTNAME>:<PDU PORT>,<PDU PORT>"
# OPTION 2: To enable fencing using the Redfish APIs provided by the
Lenovo XCC (and other BMCs) :
redfish: &redfish
username: "{{ bmc username }}" # Parameter for XCC/BMC username in
the passwords file.
password: "{{ bmc password }}" # Parameter for XCC/BMC password in
the passwords file.
ssl _insecure: 1 # If a valid SSL certificate is not available
specify “1”.
beegfs ha fencing agents:
fence redfish:
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
- pcmk host list: <HOSTNAME>
ip: <BMC_IP>
<<: *redfish
# For details on configuring other fencing agents see
https://access.redhat.com/documentation/en-
us/red hat enterprise linux/9/html/configuring and managing high avai
lability clusters/assembly configuring-fencing-configuring-and-
managing-high-availability-clusters.

4. Linux OSOIM HEEl= 5 2FS 2oLt

I_ o —1d OI-
E"'%f = USLICE m2tA of2{3t M AFet2 BeeGFS HE0| XL X[t 7| 2Ho2 HHE0] /UK
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### Performance Configuration:
beegfs ha enable performance tuning: True

(MEH AtSH) QO] 2t Linux OSOIM M5 =H o7 HaE T™S & EL|Ct
ZHe = A= A8 7ttt T D7 Ha2| MA| == 2 0| A BeeGFS HA G gte| d5 5 7|2 MHS
KR SHALA IQ "E- Senes BeeGFS GitHub Afol E" 0| MAUQ| SHAHN U= RE LE = JE LEo| I

- 28 LBt O L E 7t MM 200GB/HDR &2 5 835t2{™ NVIDIA Open Fabrics Enterprise

Distribution(MLNX_OFED)2| OpenSM(Open Subnet Manager) I{7|X| £ A5t A|2. LIEEl MLNX_OFED
HES "I = Q7 AR HE OpenSM IHF| X2} SHH| M ZEILICH AnsibleS AFRSH B I} X|SIE| X[ Bx]
DE 1j2l =0 MLNX_OFED S2}0|t{E AX|sjof St}

a. group_vars/ha_cluster.yml0il Ct& Df2t0[EE LHSL|ICHE Q| o2t 7| X| =F).

### OpenSM package and configuration information
eseries ib opensm options:
virt enabled: "2"

virt max ports in process: "QO"

=2|H InfiniBand ZE AHXIE 7|2 PCle C|HIO| A0 Y2 AH| OHESIEZ 'udev' HAIS A EILICE
udev 7l 2 BeeGFS It L E2 AFRE[= ZH A E21E2| PCle EEZX(0f| DR3HOF EFL|C}.
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https://github.com/netappeseries/beegfs/tree/master/roles/beegfs_ha_7_4/defaults/main.yml
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### Ensure Consistent Logical IB Port Numbering
# OPTION 1: Lenovo SR665 V3 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:01:00.0": ila

"0000:01:00.1": ilb

"0000:41:00.0": i2a

"0000:41:00.1": i2b

"0000:81:00.0": i3a

"0000:81:00.1": i3Db

"0000:21:00.0": ida

"0000:a21:00.1": i4db

# OPTION 2: Lenovo SR665 PCIe address-to-logical IB port mapping:
eseries ipoib udev rules:

"0000:41:00.0": ila

"0000:41:00.1": ilb

"0000:01:00.0": i2a

"0000:01:00.1": i2b

"0000:a21:00.0": i3a

"0000:21:00.1": i3Db

"0000:81:00.0": i4da

"0000:81:00.1": i4db

8. (MEH ALE) HIEHH|OIE] CHA MEH 22[FS YC|o|EBHLCY.

—

beegfs ha beegfs meta conf ha group options:
tuneTargetChooser: randomrobin

A5 H2AEO M= LEN oz 5 HiX|0rd 0| HAE ODiU0| 2= BeeGFS AE2|X| L &0
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LIEFHE LI

5CHA:
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£ 22 Coof ofst 242 Holhct

1

=5 LEo| ] #42 eseries_storage_systemsZh= IE00 2 =0 JSLICE O] MM EHAI0| M =
group_vars/eseries_storage_systems.yml| It 0| ZEEtE|0{0F SH= A S ZHABHLICE

|

1. Ansible HZE 2EZE HFsI0 A|AH ASE NSstH SSL QAIBME 2Qlsl{of st=X| R E XIHBILICE.
(LEFM O 2 Ansible2 SSHE A28t 22| SAE| HASHX|TH 22 =2 AF2E|= NetApp E-Series
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### eseries storage systems Ansible group inventory file.

# Place all default/common variables for NetApp E-Series Storage Systems
here:

ansible connection: local

eseries system password: {{ eseries password }} # Parameter for E-Series
storage array password in the passwords file.

eseries validate certs: false

AHol 452 EFoY| 28l o 25 =0 sl LIFE HT S X[t Vs 7A

ol M Bl IS CH22EBILICH "NetApp Support AO|E". 592 ¢ 11|0| =8t7L} Ansible B0 ==2]
'packages/' C|HE2|0| =7t L3, AnsibleS AFE5H0] & 12|0|=52{™ "eseries_storage_systems.yml"0i|
CHe i H~E =detL|ct

# Firmware, NVSRAM, and Drive Firmware (modify the filenames as needed) :
eseries firmware firmware: "packages/RCB 11.80GA 6000 64ccOee3.dlp"
eseries firmware nvsram: "packages/N6000-880834-D08.dlp"

3. Ol 25 =0f X2 E2t0|E0f AF8T 4= U= X[ EEL0|E HYO{E "NetApp Support AFO|E

4.
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"TH22E5H0 AL L 522 Y20| =517t Ansible H[0] l==9| LI E2|0f| ZetAIZ] THE AnsibleS
AtE3to] f2i|0[=3tH off BHS D7 HE X2 4 USLIC packages/
eseries storage systems.yml.

eseries drive firmware firmware list:
- "packages/<FILENAME>.dlp"

eseries drive firmware upgrade drives online: true

eseries_drive_firmware_upgrade_drives_online= "false"=2 A&sIH & 12(|0|E £ 7}
WatX|X|2t BeeGFS7t #HE|7| Mol|l= Y =+~ §ISLICEL Ol B2 S8 Z20H QF[E

@ 2XI5H7| 6 Za20|= Mol =E2to|=0f Cigt 2= I/0OE SXISHEE 67| HEQLICE S&S
TM5E7| Mof| 22t E2t0|H Yo F|0|=EE +Ast= 20| XS] wEX| 2t LIS 2|7t
2SR A= A o] g2 "E"o R HHst= A0l ESLICL

L

Hx{sfoleH 22 P43 CHn Zo| WL

or
o

# Global Configuration Defaults

eseries system cache block size: 32768

eseries system cache flush threshold: 80

eseries system default host type: linux dm-mp
eseries system autolocad balance: disabled

eseries system host connectivity reporting: disabled
eseries system controller shelf id: 99 # Required.
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# Storage Provisioning Defaults

eseries volume size unit: pct

eseries volume read cache enable: true

eseries volume read ahead enable: false

eseries volume write cache enable: true

eseries volume write cache mirror enable: true

eseries volume cache without batteries: false

eseries storage pool usable drives:

19980, 99823,9981.,99822,9932,99321,9983,99820,9984,998189,9985, 99818, 9986,
99:17,99:17, 99:16, 99:8,99:15,99:9,99:14,99:10),99:13, 99:11, 9912

'eseries_storage_pool_usable_drives’0f| X|HEl /2 NetApp EF600 25 = =0Tt o & =|H
(D)  ceto/=t M 28 250 YeE = £ME RofILICH 0] £22 S 2t 1E0| thet elEo]
HHoll= =2to|E *'2ol| ZSSHA 24HElLICE
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Of MMt =& MMM B0 w2 ZFsto 75 %* BeeGFS It A|AEIS LIEtU = QHIER[S
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AEE ghct.
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# BeeGFS HA (High Availability) cluster inventory.
all:
children:
# Ansible group representing all block nodes:
eseries storage systems:
hosts:
netapp 01:
netapp 02:
netapp 03:
netapp 04:
netapp 05:
netapp 06:
# Ansible group representing all file nodes:
ha cluster:
children:

CH2 MMM = 2HAHOM A BeeGFS MH|AE LIEH = "ha_cluster” Of2H0f| Ansible &S F7t=
AHMSHL|C}.
ood

2G| 22|, HIEIH[O|E 8! AER[X| 74 Q40 CHe QIHIEER|S FIRILICH

SHAH EE 7|2 1Y 2400 W H 18 4= HIEHHO|E 8! AE2|X| M| A2 5FH BeeGFS 2| MH|AS
ool of LTt

oA
1. inventory.ymlOf|A] ha_cluster:Children OF2H0i| CHS OH7 45 = BLICE

# beegfs 01/beegfs 02 HA Pair (mgmt/meta/storage building block) :
mgmt :
hosts:
beegfs 01:
beegfs 02:
meta 01:
hosts:
beegfs 01:
beegfs 02:
stor 01:
hosts:
beegfs 01:
beegfs 02:
meta 02:
hosts:
beegfs 01:
beegfs 02:
stor 02:
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hosts:

beegfs 01:
beegfs 02:

meta 03:
hosts:

beegfs 01:
beegfs 02:

stor 03:
hosts:

beegfs 01:
beegfs 02:

meta 04:
hosts:

beegfs 01:
beegfs 02:

stor 04:
hosts:

beegfs 01:
beegfs 02:

meta 05:
hosts:

beegfs 02:
beegfs 01:

stor 05:

hosts:

beegfs 02:
beegfs 01:

meta 06:
hosts:

beegfs 02:
beegfs 01:

stor 06:
hosts:

beegfs 02:
beegfs 01:

meta 07:
hosts:

beegfs 02:
beegfs 01:

stor 07:
hosts:

beegfs 02:
beegfs 01:

meta 08:
hosts:

beegfs 02:
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2.

beegfs 01:
stor 08:
hosts:

beegfs 02:

beegfs 01:

'group_vars/mgmt.yml' It S M50 CHS 8 EehetL(Ct.

# mgmt - BeeGFS HA Management Resource Group

# OPTIONAL: Override default BeeGFS management configuration:

# beegfs ha beegfs mgmtd conf resource group options:
# <beegfs-mgmt.conf:key>:<beegfs-mgmt.conf:value>
floating ips:
- ilb: 100.127.101.0/16
- i2b: 100.127.102.0/16
beegfs service: management
beegfs targets:
netapp 01:
eseries storage pool configuration:
- name: beegfs ml m2 m5 mé6
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 1

owning controller: A

3. group_vars/ Ol2{0f| M C}2 BIZEIS AR3I0] META_082 £ Xt2d 12 META_010]| CHSt
ol
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# meta 0X - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET> # Example:
— <SECONDARY PORT:IP/SUBNET>
metadata

1i10:192.168.120.1/16

beegfs service:
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
<STORAGE POOL>
raid level:

- name:
raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
21.25 # SEE NOTE BELOW!
<OWNING CONTROLLER>

- size:
owning controller:

EE 37|=

= siChstH
= =2oH

A *EEW =2\
TZH[XMES 28 &
EF600 0f2i|0] 271")E S=RL|Ch *EEIIl

ORI

FEO O 8

-E— IEF'E o*)°| “—'.*E%E X ELICt SSD 2H

L =

LIC}. et AE2[X] E9 EHIEH11|0|E1
Celo|EE AME2E il Beegfs M1_m2_M5_M62| &

S LICHXEAMIBE LY
'begfs m1_m2_m5_m6' T 2| AMH|AE 2l
=20f| CisH 1.92TB = 3.84TB

290 XX

o — oL

) "NetApp

ol 22 21, 25% XSt 7.65TB

C2lojEe| 2 0] 2+ 22.252 HHSt11, 15.3TB EEfOIEQI O| 242 23.752 AH™TL|Ct.
o TE a5 IP NUMAQZY SELE AEEX| 2 29 HEER
O|SLICt
meta_01.yml 8015 i1b:100.127.1 O netapp_015 Beegfs m1_ A
01.1/16 HZESHMAI2 m2_m5 m6
i2b:100.127.1
02.1/16
meta_02.yml 8025 i2b:100.127.1 0O netapp_ 015 Beegfs_m1_ B
02.2/16 EZXSHMAI2  m2_m5 m6
i1b:100.127.1
01.2/16
meta_03.yml 8035 i3b:100.127.1 1 netapp_025 Beegfs_m3_ A
01.3/16 HESHMAI2  M4_M7_M8
i4b:100.127.1
02.3/16
meta_04.yml 8045 i4b:100.127.1 1 netapp 025 Beegfs_ m3_ B
02.4/16 AXSIMAI2 M4_M7_M8
i3b:100.127.1
01.4/16
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4. group_vars/ Ot2{{of| A C}
oM E &H=SH ZF MH|AQ| Xt2| EA|X}
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o
O[S LIt

meta_05.yml

meta_06.yml

meta_07.yml

META_08.2

8055

8065

8075

8085

o HIZzI2
[= I == R N — ]

i1b:100.127.1
01.5/16
i2b:100.127.1
02.5/16

i2b:100.127.1
02.6/16
i1b:100.127.1
01.6/16

i3b:100.127.1
01.7/16
i4b:100.127.1
02.7/16

i4b:100.127.1
02.8/16
i3b:100.127.1
01.8/16

NUMA &<

# stor 0X - BeeGFS HA Storage Resource

Groupbeegfs ha beegfs
connStoragePortTCP:
connStoragePortUDP:
tuneBindToNumaZone:

floating ips:

— <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service:
beegfs targets:
<BLOCK NODE>:

<PORT>
<PORT>

storage

<NUMA ZONE>

eseries storage pool configuration:

name:

<STORAGE POOL>

raid level: raid6

criteria drive count:

10

common volume configuration:

segment size kb: 512

- size:

- size:

CONTROLLER>

=22 LE

== —_—
netapp_ 015

EESHMAIR

netapp_ 015
EXSHAAL

netapp 02
XA L

netapp_ 025
XA

volumes:

21.50 # See note below!
<OWNING CONTROLLER>
21.50

AEZX| E

Beegfs m1_
m2_m5_m6

Beegfs_m1_
m2_m5_m6

Beegfs m3_
M4_M7_M8

Beegfs m3_
M4_M7_M8

A28 'tor 08'2 EdH 2|AA TIE tor 010 CHEH IHUS
A x=3 O|E=|'c'>'|'|__||:|-_

HA=2 H—d

storage conf resource group options:

29 HES?

A

B

A

B

ate cf

—

glo

owning controller:

owning controller: <OWNING

|= 2E2|X| 2 QY ZZH[XE H|E".



3EHA|: HIEIH|O|E] + AEE|X| F1d Q400 CHEH QHIEES

o
O[S LIt

STOR_01.CH
b
STOR_02.2
STOR_03.2
STOR_04.yml
STOR_05.2
STOR_06.CH
7Ct>l

STOR 07.¥

STOR_08.2

8013

8023

8033

8043

8053

8063

8073

8083

i1b:100.127.1
03.1/16
i2b:100.127.1
04.1/16

i2b:100.127.1
04.2/16
i1b:100.127.1
03.2/16

i3b:100.127.1
03.3/16
i4b:100.127.1
04.3/16

i4b:100.127.1
04.4/16
i3b:100.127.1
03.4/16

i1b:100.127.1
03.5/16
i2b:100.127.1
04.5/16

i2b:100.127.1
04.6/16
i1b:100.127.1
03.6/16

i3b:100.127.1
03.7/16
i4b:100.127.1
04.7/16

i4b:100.127.1
04.8/16
i3b:100.127.1
03.8/16

NUMA &<

=22 LE

== —_—
netapp_ 015

EESHMAIR

netapp_ 015
EXSHAAL

netapp 02
EXSHAA L

netapp_ 025
XA

netapp 015
XA

netapp_ 015
RSN L

netapp 02
EXSHAA L

netapp_ 025
XA

IS FEELIct

AEZX| E

Beegfs_s1_s
2

Beegfs s1 s
2

Beegfs S3 S
4

Beegfs S3_ S
4

Beegfs S5 S
6

Beegfs S5 S
6

Beegfs S7 s
8

Beegfs S7_s
8

CHS THAI0IAM = BeeGFS HIELEIOIE + AEE|X| 14 22400 tiet Ansible QIHIEE|E dFsHs TEHE 4

£

1. 'inventory.yml'0i|Al 7|Z& HH

meta 09:

hosts:

beegfs 03:
beegfs 04:

ofzHofl CtE miEtO|HE URILIC.

Lot
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stor 09:
hosts:
beegfs 03:
beegfs 04:
meta 10:
hosts:
beegfs 03:
beegfs 04:
stor 10:
hosts:
beegfs 03:
beegfs 04:
meta 11:
hosts:
beegfs 03:
beegfs 04:
stor 11:
hosts:
beegfs 03:
beegfs 04:
meta 12:
hosts:
beegfs 03:
beegfs 04:
stor 12:
hosts:
beegfs 03:
beegfs 04:
meta 13:
hosts:
beegfs 04:
beegfs 03:
stor 13:
hosts:
beegfs 04:
beegfs 03:
meta 14:
hosts:
beegfs 04:
beegfs 03:
stor 14:
hosts:
beegfs 04:
beegfs 03:
meta 15:
hosts:



beegfs 04:
beegfs 03:
stor 15:
hosts:
beegfs 04:
beegfs 03:
meta 16:
hosts:
beegfs 04:
beegfs 03:
stor 16:
hosts:
beegfs 04:
beegfs 03:

2. group_vars/ Of2H0l|l A Ct2 HIZ2I2 A0 META_162 £l X} 12 META_09 IHY S OH= CH2 oM 2
EXoH0] ZF MH| AL Xf2| EAIX} S =L |Ct

# meta OX - BeeGFS HA Metadata Resource Group
beegfs ha beegfs meta conf resource group options:
connMetaPortTCP: <PORT>
connMetaPortUDP: <PORT>
tuneBindToNumaZone: <NUMA ZONE>
floating ips:
- <PREFERRED PORT:IP/SUBNET>
- <SECONDARY PORT:IP/SUBNET>
beegfs service: metadata
beegfs targets:
<BLOCK NODE>:
eseries storage pool configuration:
- name: <STORAGE POOL>
raid level: raidl
criteria drive count: 4
common volume configuration:
segment size kb: 128
volumes:
- size: 21.5 # SEE NOTE BELOW!
owning controller: <OWNING CONTROLLER>

HESHIA R "HEE = 2E2[X] 2 QB Z2H|X'd H[E"
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3. group_vars/ Of2HOf| A C2 HIZSIS ARSI 'tor_16'S £l 2|AA 15 tor_090] CHet It S THE Cf
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o
O[S LIt

META_09.CH
PN|

META_10.2

meta_11.yml

META_12.2

META_13.2

meta_14.yml

META_15.&

meta_16.yml

8015

8025

8035

8045

8055

8065

8075

8085

i1b:100.127.1
01.9/16
i2b:100.127.1
02.9/16

i2b:100.127.1
02.10/16
i1b:100.127.1
01.10/16

i3b:100.127.1
01.11/16
i4b:100.127.1
02.11/16

i4b:100.127.1
02.12/16
i3b:100.127.1
01.12/16

i1b:100.127.1
01.13/16
i2b:100.127.1
02.13/16

i2b:100.127.1
02.14 /16
i1b:100.127.1
01.14/16

i3b:100.127.1
01.15/16
i4b:100.127.1
02.15/16

i4b:100.127.1
02.16 /16
i3b:100.127.1
01.16/16

OIRIE HZSt0 2f M| A9 Xt2| EAIXL 2S¢

NUMA &<

=g ct.

=22 LE

== —_
netapp_03E

HZSHUAIR

netapp_03E5
EXSHAAL

netapp 045
ARBHIA|Q

netapp_04E
EXSHAR

netapp_03E
XA

netapp_03E
RSN L

netapp 045
EXSHAA L

netapp_ 045
XA

AERR =

Beegfs m9_
M10_M13_M
14

Beegfs m9
M10_M13_M
14

Beegfs_M11_
M12_M15_M
16

Beegfs M11_
M12_M15_M
16

Beegfs m9
M10_M13_M
14

Beegfs m9
M10_M13_M
14

Beegfs_M11_
M12_M15_M
16

Beegfs M11_
M12_M15_ M
16

glo



# stor 0X - BeeGFS HA Storage Resource Group

beegfs ha beegfs storage conf resource group options:
<PORT>

<PORT>

<NUMA ZONE>

connStoragePortTCP:

connStoragePortUDP:

tuneBindToNumaZone:
floating ips:

- <PREFERRED

- <SECONDARY
beegfs service:

PORT:IP/SUBNET>
PORT:IP/SUBNET>

storage
beegfs targets:

<BLOCK NODE>:

eseries storage pool configuration:

<STORAGE POOL>
raid level: raidé

— name:

10

common volume configuration:

criteria drive count:
segment size kb: 512 volumes:

- size: 21.50 # See note below!
owning controller: <OWNING CONTROLLER>

- size: 21.50 owning controller: <OWNING
CONTROLLER>
() sez stz 27/2 2oip tes AxsR. HEES AS2X| B o8 Z2ulxd 88"
o ZE 73 IP NUMAGEY SEELE AEEXE AR HEEH
O| S LIt
STOR_09.C 8013 i1b:100.127.1 0 netapp_03S Beegfs_S9_S A
A 03.9/16 AxsHMAI2 10
i2b:100.127.1
04.9/16
STOR_10.¢ 8023 i2b:100.127.1 0O netapp 035 Beegfs S9_S B
04.10/ 16 AxstMAl2 10
i1b:100.127.1
03.10/16
STOR 11.2 8033 i3b:100.127.1 1 netapp_04S Beegfs_s11_ A
03.11/16 EHESHIAL  s12
i4b:100.127.1
04.11/16
STOR_12.¢ 8043 i4b:100.127.1 1 netapp_04S Beegfs_s11_ B
04.12/16 AXSHUAIR 512
i3b:100.127.1
03.12/16
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o xzE 7S IP NUMAQZY SELE AEZX| E AR HEEY

o|EiL|Ct

STOR_13.¢ 8053 i1b:100.127.1 0 netapp_03S Beegfs_S13_ A
03.13/16 EXSHAMAIL  s14
i2b:100.127.1
04.13/16

STOR_14.2 8063 i2b:100.127.1 0 netapp_ 035 Beegfs_S13_ B
04.14 /16 AXSIAAL 514
i1b:100.127.1
03.14/16

STOR_15.&¢ 8073 i3b:100.127.1 1 netapp_ 045 Beegfs_s15_ A
03.15/16 HXSHAMAL  S16
i4b:100.127 .1
04.15/16

STOR_16.2¢ 8083 i4b:100.127.1 1 netapp_04S Beegfs_s15_ B
04.16 /16 LXSHAMAIR  S16
i3b:100.127.1
03.16/16

ATH: AEE|X| M8 1M @40 Cit QIHIER|E T MEHL|Ct

LIS SA M= BeeGFS AE2|X| M8 74 Q40| CHE Ansible QIHIEE|E MHst= WHE M
HEIH|O|E] + AE2|X|0f CHE LA S MESH= 21 AEZ|X| M8 1A S20f Chgt 1A S MEst=E 29| FE
X0|&M e 2= MEHH|O|E] 2|AA OS0| MaFg| 1 2t AER|X| Z0]| CH8H "criteria_drive_count"Z 100 A 122
HZASH= AL|Ch

|
1.
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# beegfs 05/beegfs 06 HA Pair (storage only building block):
stor 17:
hosts:
beegfs 05:
beegfs 06:
stor 18:
hosts:
beegfs 05:
beegfs 06:
stor 19:
hosts:
beegfs 05:
beegfs 06:
stor 20:
hosts:
beegfs 05:
beegfs 06:
stor 21:
hosts:
beegfs 06:
beegfs 05:
stor 22:
hosts:
beegfs 06:
beegfs 05:
stor 23:
hosts:
beegfs 06:
beegfs 05:
stor 24:
hosts:
beegfs 06:
beegfs 05:

2. group_vars/ OF2HOl| A Ct2 HIESIZ AFESI0 'tor 24'E E8lf 2|AA 05 tor_170]| Cist IHAS OHE S

OIRIE =00 2f MH|A9| Xi2| EA|R} 2t2 YHRLICH



# stor 0X - BeeGFS HA Storage Resource Group

beegfs ha beegfs storage conf resource group options:
connStoragePortTCP:
connStoragePortUDP:
tuneBindToNumazZone:

floating ips:
- <PREFERRED
- <SECONDARY
beegfs service:
beegfs targets:
<BLOCK NODE>:

<PORT>
<PORT>

PORT:IP/SUBNET>
PORT:IP/SUBNET>
storage

<NUMA ZONE>

eseries storage pool configuration:

— name:

<STORAGE POOL>

raid level: raidé

criteria drive count:

12

common volume configuration:

segment size kb: 512

volumes:

- size:

21.50 # See note below!

owning controller: <OWNING CONTROLLER>

- size:

21.50

owning controller: <OWNING CONTROLLER>

©

ARE 2t}

jiixe]] TE
o|SLICt

STOR 17.8 8013
STOR_18.2 8023
STOR 19.C 8033
7C<>I

STOR_20.2 8043

40
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HHA LSS

i1b:100.127.1
03.17 /16
i2b:100.127.1
04.17/16

i2b:100.127.1
04.18/16
i1b:100.127.1
03.18/16

i3b:100.127.1
03.19/16
i4b:100.127.1
04.19/16

i4b:100.127.1
04.20/16
i3b:100.127.1
03.20/16

XM R, "HEE = AEEX| & 2B ZZH|X'E H|E".

NUMA €4

SEELL

netapp_ 055
EXSHAAL

netapp_055
XA

netapp_06E
HESHIAIR

netapp_06E
XA L

AEEX| E
Beegfs S17_
s18

Beegfs S17_
s18

Beegfs S19
S20

Beegfs S19
S20

Aq HEESH

A



ot ZE /RS IP NUMA 3% =5LE AEEX| E2 AR HEEY

o|EiL|Ct

STOR_21.C 8053 i1b:100.127.1 0 netapp_055 Beegfs_s21_ A

* 03.21/16 KXSHAMAR S22
i2b:100.127.1
04.21/16

STOR 22.2 8063 i2b:100.127.1 0O netapp_055 Beegfs s21 B
04.22/16 EXSHAMAIR S22
i1b:100.127.1
03.22/16

STOR 23.&¢ 8073 i3b:100.127.1 1 netapp_06S Beegfs_S23 A
03.23/16 RSN S24
i4b:100.127.1
04.23/16

STOR 24.¢4 8083 i4b:100.127.1 1 netapp_06S Beegfs_S23 B
04.24 /16 LXSHAMAR  S24
i3b:100.127.1
03.24/16

BeeGFS 7=

T4 B 5! 22[0fl= AnsibleO] 2&i5{O0F ot= ZH0] ZetEl oStLt o] &ef S&[0|FS
DO TH| AARS Hot=s JEiZ £ =2 & ASLCL

D= Yol B Playbookoﬂ HEHE = UX| T SZTE A ARl AR 0|E &E[SH7|7t U2 =
AHESHH THALE 7Hs Tt E2|0|5 U 2 ZHXO: 7|2 W, &Y, M2|7))E 17| X[ste &
HiEE o~ USLICH XpA[TH LIE2 8 Ansible HBME “3‘_&*'*& "o St

HAeR2 FF o 9 9 20| IoHE Ansible Z2M0| A= HYEELICE M2t 0|28t E2i|0|52 ChFst
NetApp E-Series Ansible Z&| M0l A 2 CiFot Agts oFX| ot

@ 2= SE{AEE AE5I0 HES 2 W EXE 2A3157| floh Bl HEH FX|E Tiebreaker2
THBIX| ¢h= ot oiXi BeeGFSE #H6I2{H %4 2709 714 @4(479] It )7t B BL|CE

THA|

1. 22 'Zaf0| 2 ymi' IIUS MMstn Ch2 S Tare|Ct

# BeeGFS HA (High Availability) cluster playbook.
- hosts: eseries storage systems
gather facts: false
collections:
- netapp eseries.santricity
tasks:
- name: Configure NetApp E-Series block nodes.
import role:

name: nar santricity management
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- hosts: all
any errors fatal: true
gather facts: false
collections:
- netapp eseries.beegfs
pre tasks:
- name: Ensure a supported version of Python is available on all
file nodes.
block:
- name: Check if python is installed.
failed when: false
changed when: false
raw: python --version
register: python version
- name: Check if python3 is installed.
raw: python3 --version
failed when: false
changed when: false
register: python3 version
when: 'python version["rc"] != 0 or (python version["stdout"]
| regex replace("Python ", "")) is not version("3.0", ">=")'
- name: Install python3 if needed.
raw: |
id=$ (grep "~ID=" /etc/*release* | cut -d= -f 2 | tr -d '"")
case $id in
ubuntu) sudo apt install python3 ;;
rhel |centos) sudo yum -y install python3 ;;
sles) sudo zypper install python3 ;;
esac
args:
executable: /bin/bash
register: python3 install
when: python version['rc'] != 0 and python3 version['rc'] != 0
become: true
- name: Create a symbolic link to python from python3.
raw: 1In -s /usr/bin/python3 /usr/bin/python
become: true
when: python version['rc'] != 0
when: inventory hostname not in
groups [beegfs ha ansible storage group]
- name: Verify any provided tags are supported.
fail:
msg: "{{ item }} tag is not a supported BeeGFS HA tag. Rerun
your playbook command with --list-tags to see all valid playbook tags."
when: 'item not in ["all", "storage", "beegfs ha",
"beegfs ha package", "beegfs ha configure",



"beegfs ha configure resource", "beegfs ha performance tuning",
"beegfs ha backup", "beegfs ha client"]'
loop: "{{ ansible run tags }}"
tasks:
- name: Verify before proceeding.
pause:
prompt: "Are you ready to proceed with running the BeeGFS HA
role? Depending on the size of the deployment and network performance
between the Ansible control node and BeeGFS file and block nodes this
can take awhile (10+ minutes) to complete."
- name: Verify the BeeGFS HA cluster is properly deployed.
ansible.builtin.import role:
name: netapp eseries.beegfs.beegfs ha 7 4

@ 0| Z2|0|=0i|M= It = =01l Python 30| AX|=|0] q=X| &Qldt= R 7HX| "pre_tasks"E
AlSH

At M2 == Ansible Ef 217} X|@IE|=X] gHolgtL|Ct.

2. BeeGFSE Hi{ &gl ZFH|7} &[H X1 5 S2{|0| = mpat 8lH 'Ansible-Playbook' BHE AF3HAIL.

= ™M 2E "pre_tasks"E M LIS MX| BeeGFS #&S ZIASH7| Mol| AL &0l 2= HIAIX| 7}

EAIE' L|Ct.

CtE P2 st R0 wat 23 5 ZFSLICHo &1 &HxX).

ansible-playbook -i inventory.yml playbook.yml --forks 20

Ot HHE S| AR forks D7) HEE AFESIH 7|12 E:' *( )E M 2|5HH AnsibleO] HEZ
TFd5t= TAE £E &2|= AO0| ZEELICL (KtM|Tt LHE 2 S B XA "E8(0|5 &3 Ko

(D ") Z|CHZE H™2 Ansible MO =EO0|AM AFBE = U= K 2| %E—.Oﬂ 2t CHELICH 912 2074
0= CPU 47H(Q/2® H2® ZE 6146 CPU @ 3.20GHz)7t ZH4HEl JHAt Ansible ZIE 2
oM AHER}SLICE

Ansible ®|0 .= =2t BeeGFS It 8l E5 = 7to| % Sl HER 3 45 27|0f w2t 75 A|lZHo| Ha2pE &
ALt

BeeGFS Z2I0|HEE 2 MTtL|C}
ZAEE = GPU =2t 20| BeeGFS It A|AEIN| MM ABHOf St BE SAEQ
BeeGFS Z2I0|HEE AX|[Sta 7243l 0F etL|Ct. 0] ZH0f| M= Ansible 3! BeeGFS
ZEMZ AtES = QUELICH
=HA|
1. ZLQst AL, Ansible XM =E0|A BeeGFS 220|HEZ R Mstz{= 2 SAE0 CHsl &= gl= SSHE
MHetL|Ct

'ssh-copy-id <user>@<HOSTNAME_OR_IP>'E & ZstMA|2
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2. 'host_vars/'0| A Ct2 LIS £ 0|£0| '<HOSTNAME>.yml'?! Zf BeeGFS £2}0|Y E0] CHeh It
A2 HA0| St= SHIE MEZ Xt2| BA|X EIAES MSLICE

o
ra
mun
2

# BeeGFS Client
ansible host: <MANAGEMENT IP>
# OPTIONAL: If you want to use the NetApp E-Series Host Collection’s
IPoIB role to configure InfiniBand interfaces for clients to connect to
BeeGFS file systems:
eseries ipoib interfaces:
— name: <INTERFACE>
address: <IP>/<SUBNET MASK> # Example: 100.127.1.1/16
- name: <INTERFACE>
address: <IP>/<SUBNET MASK>

FHel MBUl =4 XH MAE A5 7155H= 22 2 20| EM F 7He| AEE(X|
IPolB MEUlo]| 2F2f S &= JHO| InfiniBand QIE{H|O|AE A sHOF BfLICt Of7|0f LIZEl 2}

@ BeeGFS A{H| A0 CHdH Of|&| MEUID} HE HRIE ALESH= 2, 2EI0|UEN = ~ 2 HE{0|A
QIE{m|O|A SLtQ ~ o HelZ FHE QIE{H[O| AT Q0{0F 100.127.1.0100.127.99.255
100.128.1.0 "100.128.99.255 &fL|C}.

3. M I 'client_inventory.yml'S BHE CtS M 2|of| CHS o7 H4E & BtL|Ct,

# BeeGFS client inventory.
all:
vars:

ansible ssh user: <USER> # This is the user Ansible should use to
connect to each client.

ansible become password: <PASSWORD> # This is the password Ansible
will use for privilege escalation, and requires the ansible ssh user be
root, or have sudo privileges.
The defaults set by the BeeGFS HA role are based on the testing
performed as part of this NetApp Verified Architecture and differ from
the typical BeeGFS client defaults.

ASE At HIAEZ XZStX| OFMA| L. CHAl Ansible VaultE AF2SHYAI2(2] Ansible AH A
(D) #Z) Ansible Vaultz Z8% /o8t Ei E201%0| ABE 0f -Ask-when-pass' SH2
rg et

4. 'client_inventory.yml' I} 0| A Beegfs_clients' 15 Ot2H0| BeeGFS 220|HEZE L Ml0f o= RE SAEE
LISt CHS BeeGFS 220|¢E E &S #&6h= ol 223 F71 4 S X[™HELICL
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children:
# Ansible group representing all BeeGFS clients:
beegfs clients:
hosts:
beegfs 01:
beegfs 02:
beegfs 03:
beegfs 04:
beegfs 05:
beegfs 06:
beegfs 07:
beegfs 08:
beegfs 09:
beegfs 10:
vars:
# OPTION 1: If you’re using the NVIDIA OFED drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
beegfs client ofed enable: True
beegfs client ofed include path:
"/usr/src/ofa kernel/default/include"
# OPTION 2: If you’re using inbox IB/RDMA drivers and they are
already installed:
eseries ib skip: True # Skip installing inbox drivers when using
the IPoIB role.
# OPTION 3: If you want to use inbox IB/RDMA drivers and need
them installed/configured.
eseries ib skip: False # Default value.
beegfs client ofed enable: False # Default value.

NVIDIA OFED E2I0|HHE A83t= B2 7t beegfs client ofed include path Linux
() axiol et 2ut2 aic] met Z='2 Jkel7|=x Heleiich TAg 8L of BeeGFS
MAZ "ROMA K| 2B FSHIAIS.

5. client_inventory.yml Itoi| 0|2 Ho|El VARS| Stttol| OFR2EE BeeGFS It A|ARIS LIFSLICE
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beegfs client mounts:

- sysMgmtdHost: 100.127.101.0 # Primary IP of the BeeGFS
management service.

mount point: /mnt/beegfs # Path to mount BeeGFS on the
client.
connInterfaces:
- <INTERFACE> # Example: ibs4fl
- <INTERFACE>
beegfs client config:
# Maximum number of simultaneous connections to the same
node.

connMaxInternodeNum: 128 # BeeGFS Client Default: 12

# Allocates the number of buffers for transferring IO.

connRDMABufNum: 36 # BeeGFS Client Default: 70

# Size of each allocated RDMA buffer

connRDMABufSize: 65536 # BeeGFS Client Default: 8192

# Required when using the BeeGFS client with the shared-
disk HA solution.

# This does require BeeGFS targets be mounted in the
default “sync” mode.

# See the documentation included with the BeeGFS client
role for full details.

sysSessionChecksEnabled: false

Beegfs_client_confige EHIAEE H™S LIEFHLICE & 40| Ciet ZXQ s
@ netapp_eseries.beegfs’ Z2IMO| "begfs_client" 0| Lot MHME HZSIHMAIL. 07[0=

021 72| BeeGFS It A|ARS D2 ESI7HLE S2 S BeeGFS LY A|AHIS 0f2 H
02 Edh= 2ol tHet M5 FE 7t IetElLct,

6. A 'client_Playbook.yml' IS PHE = C+3 047 H4E L=dEL|CE
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# BeeGFS client playbook.
- hosts: beegfs clients
any errors fatal: true
gather facts: true
collections:
- netapp eseries.beegfs
- netapp eseries.host
tasks:
- name: Ensure IPoIB is configured
import role:
name: ipoib
- name: Verify the BeeGFS clients are configured.
import role:
name: beegfs client

(D ZIQ3t IB/RDMA E210|Het IPE 3T IPoIB QIE{m|0| A0 o]0 dX|3t B2
'NetApp_eseries.host' =& 5! 'IPolB' S22 7IH2X| ORMAIL.

7. 2EI0|UEE MK 8l 7=5111 BeeGFSE 02 ESIZ{H LI HHS Ad Lt

i

ansible-playbook -i client inventory.yml client playbook.yml

8. BeeGFS IIY A|ARS 2 20|l HIX|SH7| Tof| 2= 22t0|HE0]| 2115H11 "begfs-fsck—checkfs"S
A RE 20| HEY = A0 E0E FXIF Gl=X| &l 0] ZELILE

57tX| 718 @4 O|MO = =zt

5709 el 22107129 DY L) 0| A0 2 2H&HsH| 9I8H T 0| A H0]7 % Corosyncs
T8 = °'§ ICt. 22{Lt o 2 22| AE0= 2H0| A2H, 2= HEES7| 5 CorosyncZ

Il [ch 327H2] == 2 RBILICY.

NetApp2 Z|CH 1070 ' E7HX| BeeGFS HA 22{AH E HIAEMSLICE M2t IE SHAKHE 0| Hiets X105t
et A2 HEE| AL X|2IE|X| & LICEH SHX|2t BeeGFS IHY A|AHI2 0H35| 107 == O| 4O 2 2HEHE|0{0F
SHH NetApp2 BeeGFS on NetApp £F M0i|A O] M S DA SLICE

2P o A|AEOM 1Y R4-9] ot EE0| ZEYE oF] HA 2HAHE IRYCEMN 7|2 HA 2HAHTY
HZFLIE0l cigt 21 Mgt E= StE Metats B0 2 A BeeGFS TH A|ARIS &fget 4= GLIC. Of
AlLtE|0M = BHES 39”2 L|Ct.

* 37t HA 22{AHE LIEH = M Ansible QIHIER|S MMt 1S CHE &2 MH|A 1o MeFetL|ct cidl 2 =7t
22{AH ha_cluster.yml®| "begfs_ha_mgmtd_floating_ip" H4+2 X HW BeeGFS 22| AH|AQ| |PO|
X|™gct.

© S O A|AEIN HA S AHE =7t W= CHS A S 2RlsHi A2,

° BeeGFS E IDE= IR LICE
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° group_vars2| Zt MH|A0| s{H5H= OHY 0|22 EE S2{AHAM ARSLICE
° BeeGFS 22I0[HE % MH IP T2 £ 2ZE 22{AHOAN DRELICH

© %7} 2BAEIE 7% £ H|0|E817] HO| BeeGFS B2| MH|ATF HEHEl K I HA S2{AE{7}
Mhe| D QLc

* Zt HA 22| AE0f thigt HIEE|S 282} XA I EE| E2|0f| A FX| 2H2[ELT}.

ofLtel LI ER| E2|0A 02 2e{AES| QIHIER| IHAS
S AH0| MEE 7S TASHE LAl 2X7F 2l = ASLIC

10O — L O

M HA 22{AEE dd517| Hof|l 2t HA S AHE 5712 714 R4 = etahe HRIt gLt

() ool 39 A6 o He $o| 24 QA2 ABSH= 20| Of 27| B2 £ YALICH 8 JHx]
M2 urAle 7t ool 20| M QA S HA 2B{AE 2 TAsHE ALt

HYE= AERX] E QY ZZH|XE HE
2Mc) 74 g0 s AE2IX Y BE 25 41E H2E A9 O3 BE TR,

O] H0l= 2 BeeGFS HIEIH|O|E] EE= A E2|X| EFZO| CHE "eseries_storage_pool_configuration"?| 258 37|2
AHEE M H|Z0| Lot JUSLICE.

catole 37| 37|
1.92TB 18
3.84TB 21.5
7.68TB 22.5
15.3TB 24

@ ¢l XIE2 22| MH| A7} ZotE AER|X| 20 MEE|X| pfoH, 22| Co[Efof ths AE2|X| 22
1%E 2E5t7| /I8l 912 27|1E .25%7HX| E0{0F BfLICt.

Of2{et Zt0| O E A 2HYEU=X] ISt H S HERSIYAIL "TR-4800: F= A: SSD U744 2! @ Z2H[X
O|°H".

18 74 et

EZ BeeGFS 23 M 7% J10|SOME D45 YAZE @7 AfStol thsh Hat U HE A2
Zt2fsp Emofucr D8 97 S SZetels XS ofy|of ME 1% o A AR

HotS 2HESHOF RLICE.
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— InfiniBand Storage Network
(BeeGFS Client/Server Traffic)

RC % = % - - -
3 : Ed Harair
>
2 naraiR
>

BeeGFS management and
metadata on EF300 NVMe

BeeGFS CPU Clients <

(used for validation)

> BeeGFS storage on NLSAS
IOM expansion trays

BeeGFS GPU Client ——

(used for validation)

ZHEEZ
82z 1M @49 AL EF600 ZHEE2{E EF300 ZHEZ2{2 wA|sljof 5tH, Zt ZAEZE2{= SAS =2 2|6l
Cascade HICE EX|gL|Ct. 2t 2E LE= AEZ|X| AZZX 0| BeeGFS HIEIH|O|Ef AEZ|X|E 2[ot X|ABHO|

NVMe SSDE E &5t BeeGFS 2E2[X| 2F& NL-SAS HDDZ AT 2H3 Mzo| HZEL|C.

File Node to Block .t E 1A SASHAH SX|ElL|C}.

20| E H{X|

BeeGFS HEIH|O|Ef AEZ|X|E Q8| 2t E2 - C=0f XA 4702 NVMe SSD7F ZSHL|C}. 0]|2{3t E2fo|lEE
CIZZXQ| 7HE HIZEZ &0 2IX[sHOF BFL|Ct.

RAID 1 (2+2) Metadata
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AE2|X] 0f2f|0[E 1-7, 60 =210|2 2HE E0| S ALE0I0] LHET 4 R4F MOIEE + JUSLILE
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