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Kubernetes Service(AKS) Google Kubernetes
Engine(GKE) Red Hat OpenShift Rancher Kubernetes
Engine(RKE) VMware Tanzu
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1. $xH AL XI0]| CHaH hitps_proxy S/EE= http_proxy &t 2l
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export https proxy=<proxy server>:<proxy port>
243 32 ZEEA0 2AF (AHEX O|F/H|EHS) 0] A= FR L5 JES HASHMR.

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po

rt>
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agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

AEXF "ol EE= T2l Docker K& A ALE

72X Q92 NetApp Kubernetes Monitoring Operator= Data Infrastructure Insights X & 20| A Z1E{|0[|L{ O|O|X[E
71X ZLCH 2ELEZ A2 2 Kubernetes 22 AEE AFE6HD i S2HAE 7 ALEXE X|E = 7HQl Docker
K& ALE Z1H[0[L 2| X|AE2|0f| A2 ZAE|0[L] O|0|X|E 7IMEE FdEl E NetApp Kubernetes Monitoring
Operator0i| 2R3t ZiE|0|L{0]| CHot HMAE FAI8HO0F BFLICE.
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operator-deployment.yaml0|A| monitoring-operator HiZE ™ to4 742! Docker

MNYAE AFSELIC

image: <docker repo of the enterprise/corp docker repo>/kube-rbac-
proxy:<kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

operator-config.yaml2| AgentConfigurationg HE st {22 docker repo 2IXIE SHEEILICE 70Ol K& A0 ChEt
ME2 imagePullSecretg MMM R. XtA[SH LIEE _https://kubernetes.io/docs/tasks/configure-pod-
container/pull-image-private-registry/ = & ZXsHAM|R.

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation for
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository[using a custom or private docker repository].

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

OpenShift X| %!
OpenShift 4.6 0| &2 At23t= AL operator-config.yaml MM AgentConfigurationS TSt _runPrivileged

HES ZYofstiof gLct.

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes

runPrivileged: true
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1. dX| M operator-additional-permissions.yam|_= H&SIHL} MX| = 2|AA  ClusterRole/<namespace>-
additional-permissions_ £ T BtL|C},

2. ["get", "watch", "list"] SAHE AFESHO] 8= apiGroups 3 2|AA00 CHEE A 75| S THSLICE
https://kubernetes.io/docs/reference/access-authn-authz/rbac/ & Z6HM| Q.

3. S2AH0| HE Al S HEFLC)

Kubernetes ZL|E{Z XAt X[ & 1A

Data Infrastructure Insights Kubernetes Z=M 2 2|t *Kubernetes Monitoring
Operator*E XS ELICH ME2 2FXHE HIESH2{™ *Kubernetes > Collectors >
+Kubernetes Collector*Z 0| S gfL|LC}.

Kubernetes Monitoring OperatorS A X|5t7| Zoj|

E HZESHUA|"E 4 7" Kubernetes Monitoring OperatorS A X|St7{Lt 20| =38t7| Mo MHME
X

Kubernetes 2 L|E{Z 23X} AX|

kubernetes Deploy NetApp Monitoring Operator

Kubernetes Quickly install and configure a Kubemetes Operator to send cluster information to Cloud Insights.

Select existing AP| Access Token or create a new one

KEY2024 (..M dM) A e T = M Production Best Practices @

Installation Instructions Mesd Help?

Please review the pre-requisites for installing the NetApp Kubernetes Monitoring Operator.
To update an existing operator installation please follow these steps.

Define Kubernetes cluster name and namespace
Provide the Kubernstes cluster name and specify a namespace for deploying the monitoring components.

Cluster Mamespace

clustername netapp-monitoring

o Download the operator YAML files

Execute the following download command in a bash prompt.

This snippet includes a unique access key that is valid for 24 hours.


https://kubernetes.io/docs/reference/access-authn-authz/rbac/
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
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o Optional: Upload the operator images to your private repository

By default, the operator pulls container images from the Cloud Insights repository. To use a private repository, download the required images
using the Image Pull command. Then upload them to your private repository maintaining the same tags and directory structure,

Finally, update the image paths in operator-deployment.yaml and the docker repository settings in operator-config.yaml.

For more information review the documentation.

This password is valid for 24 hours.

o Optional: Review available configuration options

Configure custom options such as proxy and private repository settings. Review the instructions and available options,

o Deploy the operator (create new or upgrade existing)

Execute the kubect! snippet to apply the following operator YAML files.
* operator-setup.yaml - Create the cperator's dependencies.
* operator-secrets.yaml - Create secrets holding your AP key.
s operator-deploymentyaml, cperator-cryvaml - Deploy the NetApp Kubernetes Monitering Operator.
+ operator-config.yaml - Apply the configuration settings if not already present.

After deploying the operator, delete or securely store operator-secrets.yaml.

KubernetesOl| Kubernetes Monitoring Operator 0f|0| M EE MX|st= CHA:
1. 1%t S2{AH 0[St |—1I°'*ﬂ1|0|¢§ UGN R, THef SHAlo|2H I T12{|0| = 0| Kubernetes Operatordi| A
=0
o

2ot S AH O|Fxt HIYATO|AS AFERILICH
2. 0|5 YEoIH LI22E Y AL|ZS SEEC0| AL &= AELICE

3. ALIHE pash &0l 204211 MMTILICt Operator AX| IHUO| CHRZEEIL|CH AL|TOol= 1] 7|7t Y2
24A|2t Eof RIELICE

- O L=

4. AHXt Ho| = JHQl MEAT U= F ME] ARl 0|O|X| E ALITIS SALSHO] bash Aol 204
AT} 0||3||7(|E 7tM2 = Q) K EA0 SASHM 2. St B2t E0 LEE RXISHH . _operator-
deployment.yaml_2| Z=Z2} operator-config.yaml_2| docker A& A M™Z AH|0|EQILICE.
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6. Z=H|7t E|H kubectl Apply ALIZHE SAFSHL, CHREE6HT, AH6H0] OperatorE HEELICE.
7. AX|7t RSO 2 TIMELIC 2=E[H LS HES 226HM|2.
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MEX Ho| MELTF U= B2 UEE AHEMRALEA Eol/7H2! Docker ME 2 ALE .


telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html

Kubernetes ZL|EE 714 @4
Data Infrastructure Insights Kubernetes Monitoring= Ul 7tX| ZL|E{2] 28 QA2 M EL|CE

* S2AH HEE

o] MEfN 1M @4 = ZF Kubernetes =& 7|0f|A 7|2XMO 2 2HMtEILICH EX £E 7|0 tist 24 @47t
QK| Tt THCHE| M *Kubernetes > 2 7|*2 0| S6t0] tH QEZR| s £E7(29 "Ml 7He| H" O =il A
_HHIZ 5 *’“ _ 2 MEiSIo] ST A H QA E H|Edate 4+ JAELICE.

NetApp / Observability / Collectors

Data Collectors Acquisition Units 0 4] Kubernetes Collectors

Kubernetes Collectors (13) View Upgrade/Delete Documentation [ [l GG N C o (YTl = Filter...
Cluster Name T Status Operator Version Network Performance and Change Analysis
Map
au-pod A Outdated @ 1.1540.0 O 13470 @ 11620
jks-troublemaker Latest 1.1579.0 N/A 1.201.0 B

oom-test A\ Outdated © 1.1555.0 N/A (i ] l.@ BodiviDEplovient

otHOl|l= 2 7 QA9 o HEf7F BAIEH Heo| w2t s =70 +4 QA5 H|ZHe5HLT 2dete =
UAELICH
kub t :
ubernetes Modify Deployment
Kubernetes

Cluster Information

Kubernetes Cluster Network Performance and Map Event Logs Change Analysis

ci-demo-01 Enabled - Online Enabled - Online Enabled - Online

Deployment Options Need Help?

Network Performance and Map
Event Logs

Change Analysis

Cancel
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A 0|5t = EAH Fol| U= HRE S2/stn YO 0|=_E MESINR. 2FEXH= 0|0|X| MES =folst,
SRl AX|o| AHAS EHTH T YO[0|EE SATLICEL H 2 2ol 2EX MEH7E FO20|E Tl oA £|Me=
HH = AE 2 & YSLICEH LE 7 SMstH 27 MEfE MENSIO] XMISH LIS 2telstn of2fe| FA| HE
A20|= 2| sHZE HE HESIMR.
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= 20| =EE CiA| A|TStMIR. O|0|X| MBS KA A0 YE2EstHH L33 20| 35 M = E AFE5H1 3H
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2SI MELE AESEE FYE R 2FAE dAst= o 2 ZE 0[0|X|eF siE MBO| ME A0 A

cosign copy example.com/src:vl example.com/dest:v1l

#Example

cosign copy <DII container registry>/netapp-monitoring:<image version>
<private repository>/netapp-monitoring:<image version>

OfTof ¥ SO|H HHECZ =

r

A HE ¢30|= 7|5S A28t Y20 =0t < 7 O|Lof ¥l KT Q| XIS AHE3H= O 01220
te 22, 430|= Z2A|A S0 HHEl AAS A5 O|Hof| 28 SO|H M2 CH20|=8 &
ICt Efste = S2{AH R0l A= HwE S=/6t0 S = MERL|C

7|ZE Operator2}t &H| _AgentConfiguration_O| ZX{5H=X| ZHeletL|CHU|JAMIO| AT 7| 22LQ! _netapp-
monitoring_O| Otl 22 MAESH HJAHO|AZ CHM[SHYA|R):

kubectl -n netapp-monitoring get agentconfiguration netapp-ci-monitoring-
configuration
_AgentConfiguration O| EXMst= 2

* ZX[SIEH|E AUXRELE 2 AMXIE RMBLICE

o

ol

AO| A=K SHRASHIARE| A ZAE| 0L O|0|X| 7EH 27| AHEX He| MEAE AHESH= E2.
_AgentConfiguration_O| ZXHs}tX| = E2:

* Data Infrastructure Insights Ol A Q1A&I5tH= 22| AE 0|EE 7|F FMUIJADTO|ATZL 7| netapp-
monitoringO| Ofl A A L|UATO|AZ CHH|SHMR).



kubectl -n netapp-monitoring get agent -o

jsonpath='{.items[0] .spec.cluster-name}'

* 7|& operator? HMAZ THSLICHUKJADHO|ATL J|2 netapp-monitoringO| Ot B
MESH HQAHO[AZ CHA|)

kubectl -n netapp-monitoring get agent -o yaml > agent backup.yaml
* <<to-remove-the-kubernetes-monitoring-operator, MH>>7|& YXl.

— o

* <<installing-the-kubernetes-monitoring-operator, &X|SICE>>%[A KL,

° YTt 22AH 0|ES AMESIMIR.
° %Al Operator YAML It E CHREESH = HIESHZ| M0l _agent_backup.yaml_O|A] &2 ZE AFEX} X|E
d=2 CHREESE operator-config.yaml_Z O|AIgHL|LC,

© SHAI0| QUEX| BHRISH A Q| Al ZIE0]Lf 0|0|X| 71K 7| ALRRL Ho| HEAE ALRSHE AL

Kubernetes ZL|E{Z 2FXt X L A%
Kubernetes Monitoring OperatorS ZX|5t2{H:

kubectl -n netapp-monitoring scale deploy monitoring-operator
--replicas=0

Kubernetes Monitoring Operators A|ZGI2{H:

kubectl -n netapp-monitoring scale deploy monitoring-operator --replicas=1

A S

Kubernetes Monitoring OperatorS X|7{5t24H

Kubernetes Monitoring Operator2| 7|2 U AH|O| A= "netapp-monitoring"ILICH DRt HQJATO[AS MHSH
42 o] Y o]z o] BE HHE I MU0 i HIJAHO|AS CHA|RHLICE.

ChE Y S AFESH0] ELIEE 2EXAte] 2| HHES HAY 5 ASLICH

= T

kubectl -n <NAMESPACE> delete agent -1 installed-by=nkmo-<NAMESPACE>
kubectl -n <NAMESPACE> delete

clusterrole,clusterrolebinding, crd, svc,deploy, role, rolebinding, secret, sa
-1 installed-by=nkmo-<NAMESPACE>

SLEE 2RI R M E HIJAHO| A0 HHZEE HL HIJAHO|AS AP EHL|CE
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kubectl delete ns <NAMESPACE>
. X Hn HFAN  2|AAE HE £ QISLICH 2= OAIX[7} gtetz|™ ChE X|Eof| 2t
Ol MM ELHE 2IXE HMHSIMH .

LICt. 0|21 HIAIX]= FA[SHE ElLCt.

kubectl -n <NAMESPACE> delete agent agent-monitoring-netapp

kubectl delete crd agents.monitoring.netapp.com

kubectl -n <NAMESPACE> delete role agent-leader-election-role

kubectl delete clusterrole agent-manager-role agent-proxy-role agent-
metrics-reader <NAMESPACE>-agent-manager-role <NAMESPACE>-agent-proxy-role
<NAMESPACE>-cluster-role-privileged

kubectl delete clusterrolebinding agent-manager-rolebinding agent-proxy-
rolebinding agent-cluster-admin-rolebinding <NAMESPACE>-agent-manager-
rolebinding <NAMESPACE>-agent-proxy-rolebinding <NAMESPACE>-cluster-role-
binding-privileged

kubectl delete <NAMESPACE>-psp-nkmo

kubectl delete ns <NAMESPACE>

O|HMof| EoF HHAE H|of ZZ10| HMEl 22

— [

kubectl delete scc telegraf-hostaccess

Kube-state-metricsOi| Cli{510d

NetApp Kubernetes Monitoring Operator= CHE QIAEI A QS| ZEE T|St7| 2|8l AHA| kube-state-metricsS
MX|&HL|C}
= [=]

Kube-State-MetricsOi| LSt M E = CHSS & ESHN|R."0| H|O[ X" .
X} MR HO|

Of MMojl= 2Bt 71 ALEAL F2|, ZEA| 2, AL F2| E2= 71l Docker XM &2 AHE, OpenShift 2% SO
s

T4 =M

71E UHIRM O 2 AXNE|l= ME2 A gentConf:gurat/on AHEXE HO| E|AAM MY =~ UESLICE operator-
config.yam! ItY S HESIH 2FXE HHELSLY| Tof| O] 2|AAE HEY £ JUSLICL O] IHAUo= FM XM2|E HAF
o7} Bt O] YELICH SES HQIStMQ ALE Ttstt A& XA T o HAXI0]| CHEHA].

CHE BE S AFESH0 2SIt B E 20| = O] 2[AAF HET = ASLIC

YHS SMUHZ HASHAR. oix X &Fof w2t L7 FH2 HHME HE o+ glELthets HAXIE et
A
=)
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task_config_telegraf_kubernetes.html
task_config_telegraf_kubernetes.html
task_config_telegraf_kubernetes.html
task_config_telegraf_kubernetes.html
task_config_telegraf_kubernetes.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html

kubectl -n netapp-monitoring edit AgentConfiguration
HiEZE 2K HHO| AgentConfiguration & X|SH=X| 2Qlsta{H LIS

AL

0B
i
fujo

kubectl get crd agentconfigurations.monitoring.netapp.com
"N 2F (A2 £ 813)" HAIX|IZl EAE/H AgentConfigurationg ALEStHEH HA
2IAE gIo|=s0F SLCt.

EENPEIER

S EO| TEAIE AHE5I0 Kubernetes Monitoring Operators AX|g = = F 20| JAELICE O|= SYtAHLE
HEo| TEA| A|ARIY £ JUSLICE

Ay

=1

EQDH TEA|("curl" AF)E £210| A E|= A|ARE Data Infrastructure

0

* LA Kubernetes 22{AE{7} Data Infrastructure Insights 21t EAISH=E O L QT T2 A|

O] & 7IX| & StLt EE= & CHof| ZEAIE A5t A Kubernetes Operating MonitorS A X[st2{™ HX TEA|7}
Data Infrastructure Insights 2 12| §&ot SAS 58I E ML 0 J=X| 2HQIsHOF SHLICE A7} UL
OperatorE & X|5t2{= AHH/VMO|| A Data Infrastructure Insights 0 HM|AE £ = AR TEA| 7} SHIZH|
THE WY JtsHo| E&LICH
dX|5t= O AHEl= EEA|Q| B2, OperatorE &X(517] Foj|

Kubernetes Operating Monitor x|
HHOIM| 2. & TEA| &ZF0|ME= _no_proxy 2td H-E A6 OF

= A

= =
http_proxy/https_proxy 24 HEE
UAELICE

ot

sk

HE MASHE{H Kubernetes Monitoring OperatorS A X|5t7| Fof| A|ARIO|A CHS THAIE &5 Q.

1. $xH AL XL0|| CHaH hitps proxy S/SEE= http_proxy Bt H4E MAEBHL|CE
a. 43 F2 TEA0 QB (AHEX} O|E/H|YHS)O| gl HR CHS HHES AMAMBIL|CE

export https proxy=<proxy server>:<proxy port>
HE 32 ZEA0| AUS (A8t O|E/H|EHD) 0] A= HR L BYS LAstMR.

export
http proxy=<proxy username>:<proxy password>@<proxy server>:<proxy po
rt>

Kubernetes 22{AE{7} Data Infrastructure Insights 2tA 0t EAI5H= O AFEE[= ZEAQ AR, O] X|EE 2%
2l2 % Kubernetes Monitoring OperatorS Ax|stN|Q.

Kubernetes 2 L|E{2] QIH2{|0|E{E BHESt7| HOf| operator-config.yaml_2| _AgentConfiguration TEA| MM S
TASHAIR.

12



agent:

proxy:
server: <server for proxy>
port: <port for proxy>
username: <username for proxy>
password: <password for proxy>

# In the noproxy section, enter a comma-separated list of

# IP addresses and/or resolvable hostnames that should bypass
# the proxy

noproxy: <comma separated list>

isTelegrafProxyEnabled: true

isFluentbitProxyEnabled: <true or false> # true if Events Log enabled

isCollectorsProxyEnabled: <true or false> # true if Network
Performance and Map enabled

isAuProxyEnabled: <true or false> # true if AU enabled

AEXF "ol EE= T2l Docker K& A ALE

72X Q2 Kubernetes Monitoring Operator= Data Infrastructure Insights X & 20{|A Z1E{[0|L{ O|O|X|E
7tXZLC 2LEZ A2 2 Kubernetes 22 AEE AFE6H1 i S2HAE 7 ALEXF M 9| 2= 7@l Docker
&AL ZAH[O|L 2|IX|AEE|0| MEF Z1E|0[L O|D|X[E 7IM = 74 El B2 Kubernetes Monitoring Operator0i|
oot HH 0|0 CHSE BM|AE M sHoF gL|Ct,

NetApp Monitoring Operator A X[ EFI0| A "0|0|X| & ALZ"S HHTIL|Ct O] HEHE Data Infrastructure
Insights X &40 23215t 2HXI0f| et 2= 0|0|X| 4548 E0{21, Data Infrastructure Insights
MEA0AM 2302 LICE HIAIXIZt EAIE|™ ®SE ML AA HYHSE LHSHMR. 0| BHE2 M 7|s2
ZoSHo] 2YAL7L AL SHE 2 O|O|X|E CHR2EEELICE 0 0[O|X|7t O 7| S0 AFEE|=X| Of2{of| Al 2SN,

M 2K 7|5 U Kubernetes 2 L|E{&
s uiH AL|EE
* ci-kube-rbac-IZZA|
e ci-ksm
 ci-2lz| 2zt

« distroless-root-user
O|HIE 21

* ci-fluent-bit

* ci-kubernetes-O|HIE-L{ 2 LY 7|

13



HEYD M5 U o

* ci-net-observer

S| AL HAof| 2} 2HX} Docker O|0|X|E 7H2l/Z2Z/AE{ T 20| = Docker MZE A0 ZAIBLICH MEAN e
o|0|X| Ef 12} ik o|0|X| Q| C|2 E2| AZ7} Data Infrastructure Insights XA 2| o|0|X| Ej 12t C|AER| AZQ}
UX|SH=X| 2tolStA| 2.

operator-deployment.yaml0lA] monitoring-operator HiZZE MZE5t11 2 0|0|X| #EXE +H5t0{ 7H2! Docker
MNEAE AEELICH

image: <docker repo of the enterprise/corp docker repo>/ci-kube-rbac-
proxy:<ci-kube-rbac-proxy version>

image: <docker repo of the enterprise/corp docker repo>/netapp-
monitoring:<version>

_operator-config.yaml_2| _AgentConfiguration_2 T& 0| M docker Z|EX|E2| ?/X|E HHESIAM|R. 7HS!
2| ZX|E2|0f| CHSE A imagePullSecret2 M-A5HM Q. XkAM|SH LIS https://kubernetes.io/docs/tasks/configure-
pod-container/pull-image-private-registry/ £ & ZX5tH Q.

agent:

# An optional docker registry where you want docker images to be pulled
from as compared to CI's docker registry

# Please see documentation link here:
xref:{relative path}task config telegraf agent k8s.html#using-a-custom-or-
private-docker-repository

dockerRepo: your.docker.repo/long/path/to/test

# Optional: A docker image pull secret that maybe needed for your
private docker registry

dockerImagePullSecret: docker-secret-name

7| HYHS APl HMA EE

UL A (0f]: ZEA| X 2)0ll= Data Infrastructure Insights docker MZFA0] CHet &7| 25T LRBLICEH MX| Al
UM RIS El= 2= 24A17E SOt R=BlL|Ct O] = CHAL APl MM A EZS docker M4 RS2 AFEE 4
UELICL 0] Y= API HMA EZ0| Rt SO REELICL 0] 82 A API HMA EZS MMSHHALE 7|E
EZS A8 £ UABLICL

"07|E HOEM2" M APl HMA EZ MY X[H

mjo
o2t
A
el3
=
>
10

CHR2 E 3t operator-secrets.yam! THA0[ M 7|E APl AN A EZ S FESIZH A EXt= OS2 Y & AUSLICH

grep '\.dockerconfigjson' operator-secrets.yaml |sed 's/.*\.dockerconfigjson:
//g' |base64 -d |jqg

A Sl 2m{|0[E| HX[0|M 7|E API Access TokenS F&35I2{H LI HHS AASIH EL|C


https://docs.netapp.com/ko-kr/data-infrastructure-insights/task_config_telegraf_agent.html#manually-create-an-api-access-token
https://docs.netapp.com/ko-kr/data-infrastructure-insights/task_config_telegraf_agent.html#manually-create-an-api-access-token
https://docs.netapp.com/ko-kr/data-infrastructure-insights/task_config_telegraf_agent.html#manually-create-an-api-access-token
https://docs.netapp.com/ko-kr/data-infrastructure-insights/task_config_telegraf_agent.html#manually-create-an-api-access-token
https://docs.netapp.com/ko-kr/data-infrastructure-insights/task_config_telegraf_agent.html#manually-create-an-api-access-token

kubectl -n netapp-monitoring get secret netapp-ci-docker -o
jsonpath='{.data.\.dockerconfigjson}' |base6d -d |jg

OpenShift X| %!

OpenShift 4.6 0|4 HEE AtEst= B, operator-config.yaml TF 2| AgentConfiguration 8™ & $HsI04
runPrivileged 8™ &M 3lsl{0F BLICE.

# Set runPrivileged to true SELinux is enabled on your kubernetes nodes
runPrivileged: true

Openshift= Y& Kubernetes 7 QA0 CHSE BMAE XtEHe £ Q= FIH HOL &

mo

U8 Y

netapp-ci-telegraf-ds, netapp-ci-fluent-bit-ds, 3! netapp-ci-net-observer-14-ds DaemonSets= 2= = =0 A
CIO|E E SHIEA| +=&57| /8] 2H AR EE =0 PodE of[2fslof SFLICH siE 2B XH= & LTl H 71X

T = ASLCE

RE*S S1ESIEE A YEJASLICE = E0M AL Fo REE FE0IH ZE LM ZET MAME|X]| RS o

A oliE 2| it *5{8*2 MME 4 QJELICE" AgentConfiguration O[A" . 22 AEQ] ZE 20| AF2X}

JHOI Hels MEdt 3% 2SA ZEE 01I°t P AlE = AEE 2R 2Rt 58 el =713H{oF ghLCt,

KubernetesOi| Cli3lf XtA|S| ZOFET["@FHap 2HE"

Z EO0I717|"™ NetApp Kubernetes 2 L|E{2! X} A X[* 5|0 X|"

HIZIof| CHek &1 Abet

— o

Kubernetes Monitoring Operator?} 22{AE A H|Y S 2 4 A= HetE HAHS{H BX[SH7| Mo operator-

setup.yaml TtA0|| A LS 2| AAE AMH|SHM( 2.

ClusterRole/netapp-ci<namespace>-agent—-secret
ClusterRoleBinding/netapp-ci<namespace>-agent—-secret

HaH0| =21 HR S{AHU|M 2|2k AXSHMR.

kubectl delete ClusterRole/netapp-ci-<namespace>-agent-secret-clusterrole

kubectl delete ClusterRoleBinding/netapp-ci-<namespace>-agent-secret-
clusterrolebinding

HZE 2M0| 2 MatEl AR AgentConfiguration EE= _operator-config.yaml_& 83
MelE HMAHstn HA 22| MM of2foll _kindsTolgnoreFromWatch: "secrets™ & E22fLICH O] Z0|A
2021 2SS EXHe}L 2 X[ F=FHM|R.

5Ho] HZ nt2| MiMo| =A
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telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
https://kubernetes.io/docs/concepts/scheduling-eviction/taint-and-toleration/
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html
task_config_telegraf_agent_k8s.html

change-management:

# # A comma separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

# # Each kind will have to be prefixed by its apigroup

# # Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

kindsToIgnoreFromWatch: '"secrets"'

Kubernetes 2 L|E{Z! 2L X} 0|0|X| M =tOl

AXt9| o|O|X|2t i ESH= 2 E 2t& 0|0|X|= NetApp OllA] A HEIL|CE. cosign E‘_I'"E A2t MX| Hof| o|0|X|E
*EOE ABStHLE Kubernetes Y& ZHEEHE A48T £ USLICE XpMSH 22 OIS S HZSIMQ."FHUH|E|A
2M".

O[0|X| MHZS flst= Ol AHEElE S7H 7|= U= At 2K O[0|X|E JHe! ME 20 HZE > 0|0|X| ME SIH 7|
ofziol HLIEE 2t &X| EtHU|M AHEE 4= AS LI

O[0|X| MEE S22 &fIstaH L3 HAHIE +=8tM K.

mw

1. O|O|X| & AL|HS SAISIH MASIN L.

2. HIAIXIZE EAEH ML HEHS S SALSH0] LML,

3. o|O|X| ME 27l 7|( Al M & dii-image-signing.pub)S XM ZetL|Ct.

4. 35 MBS A0 O|0|X|E &HQISHMIR. CHE2 38 ME AHE 2| o LIC.

$ cosign verify --key dii-image-signing.pub --insecure-ignore-sct
--insecure-ignore-tlog <repository>/<image>:<tag>
Verification for <repository>/<image>:<tag> --
The following checks were performed on each of these signatures:
- The cosign claims were validated
- The signatures were verified against the specified public key
[{"critical":{"identity":{"docker-
reference":"<repository>/<image>"}, "image": {"docker-manifest-
digest":"sha256:<hash>"},"type":"cosign container image
signature"}, "optional":null}]

Kubernetes Monitoring OperatorE A&5t= Ol EH7F 2/d5HH CHE 2 Aol M L.
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https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures
https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures
https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures
https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures
https://kubernetes.io/docs/tasks/administer-cluster/verify-signed-artifacts/#verifying-image-signatures

=X

Kubernetes 7 =51} ol Al = AE2|X| 2K
ALO|Of| SHO| I 3/HZAO| HO|X| L&LICE LK
Kubernetes @ 282 AE2|X| M SAE O|ES

AESHo LG E LIt

Z0|M CrS2H F AR HIAIX|ZF FEA|ELICH E0901
15:21:39.962145 1 reflector.go:178] k8s.io/kube-state-
metrics/internal/store/builder.go:352:
*v1.MutatingWebhookConfiguration2 LIE5H=
HIASLICE M7t Fst 2| AAE HE & YELICL
E0901 15:21:43.168161 1 reflector.go:178]
k8s.io/kube-state-metrics/internal/store/builder.go:352:
*v1.LeaseS LIEdt= O HIfUSLICE MEHIE 270t
B[AAE S 5 YlELICHget

leases.coordination.k8s.i0) 5.

LSS Aol EMR:

7|Z& Telegraf 00| M EE N|Hdt= THAIE ME L3,
%[ Al Telegraf O|0|MEE CHA| AX[EtL|Ct. Telegraf A
2.0 O| &2 AHEdH{Of StH, Kubernetes 22{AF

A E2|X|= Data Infrastructure Insights H[A| MSXO 2
D LIEZ E|0{OF L Ct.

Kubernetes HH&10[ 1.20 0|22l A< kube-state-metrics
HZF 2.0.0 0| &S HHS= F2 028t HAIX|7t LIEHL
2 UASLICH Kubernetes HH S 71K 22{H: kubect!
version kube-state-metrics HH 2 7t 22{H: kubect!
get deploy/kube-state-metrics -o jsonpath="{..image}'
O[2{ot HIAIX| 7t EMSHX| = F St AHZXH= kube-
state-metrics HiZE X350 C}2 O E Hlgdeted =
UELICL. mutatingwebhookconfigurations
validatingwebhookconfigurations volumeattachments
resources EC} AHHMOZ C}S CLI QI4E AIRE 4
UELILCE resources=certificatesigningrequests,
configmaps, cronjobs, daemonsets,
deployments,endpoints,horizontalpodautoscalers,
ingresses, jobs, limitranges, namespaces,
networkpolicies, nodes, persistentvolumeclaims,
persistentvolumes, poddisruptionbudgets,
pods,replicasets,replicationcontrollers,resourcequotas
, secrets,services,statefulsets,storageclasses 7|2
2|AA BES CH23 ZALICE
"certificatesigningrequests, configmaps, cronjobs,
daemonsets, deployments, endpoints,
horizontalpodautoscalers, ingresses, jobs, leases,
limitranges, mutatingwebhookconfigurations,
namespaces, networkpolicies, nodes,
persistentvolumeclaims, persistentvolumes,
poddisruptionbudgets, pods, replicasets,
replicationcontrollers, resourcequotas, secrets,
services,statefulsets,storageclasses,
validatingwebhookconfigurations,volumeattachments"
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=X

TelegrafOll A CtZ 2t RAS F OA[X|7} EA|=[ X2
Telegrafe AlZfE[10 AAELICEH 108 11 14:23:41 ip-
172-31-39-47 systemd[1]: InfluxDBO|| H|E2lZ
H5t7] 9t 21 7|8 M of|o]H ETt
AZEE|RELICEH 108 112 14:23:41 ip-172-31-39-47
telegraf[1827]: time="2021-10-11T14:23:41Z"
level=error msg="7iA| C|AE2|E YMSIX| ZHSLICE.
/etcltelegraf/.cache/snowflake, err: mkdir
letc/telegraf/.ca che: #3t0| HEE|A}SLICE
FAEJAESLICEN"
func="gosnowflake.(*defaultLogger).Errorf"
file="log.go:120" 10& 11 14:23:41 ip-172-31-39-47
telegraf[1827]: time="2021-10-11T14:23:41Z2"
level=error msg="8X| LY ELICt. FAIE. open
/etc/telegraf/.cache/snowflake/ocsp_response_cache.j
son: oli' g MUO|L} C|AE2|7} gl&LICH\n"
func="gosnowflake.(*defaultLogger).Errorf"
file="log.go:120" 10& 11 14:23:41 ip-172-31-39-47
telegraf[1827]: 2021-10-11T14:23:41Z LH Telegraf
1.19.3 A|ES17|

KubernetesO| X Telegraf ZE7} LIS QR E

HOSL|CL "OIRE S| EE M2| & 2F UM OtRE
E7| mt(/hostfs/proc/1/mountstats)S & %= A&LICH

F: /hostfs/proc/1/mountstats= EL|Ct. H$HO|
HEEASLICE"

KubernetesOl| Al Telegraf ReplicaSet Z=7t C+S
Q2 E HIBILICE [inputs.prometheus] 221121 2 F:
7| 4
letc/kubernetes/pki/etcd/server.crt:/etc/kubernetes/pki/
etcd/serverkey2 2Eg 4 Ql&L|C
letc/kubernetes/pki/etcd/server.crtS ELICH SHE
mrdo|Lt ClAE2|TF gELICE

X PSP/IPSA 2tE S AH83sta /JAELILE. 0] 0]
SLEE XA SeS o|EHL7?

18

LSS Aol EMR:

Ol 2%l EHM|L|Ct. &HZ=SICHO| GitHub A"
XtM|et LHE 2. Telegraf/t Adik|= S0t AHEXtH= O|2{et
RF HAIXIE A 5= ASLICH

SELinux7t 35[0 A1 HEE|0| U= E Telegraf
T It Kubernetes = =2 /proc/1/mountstats IHOf|
HMASHK| R 7Hsd0| =&LICL O|2{¢ Hets
==55t2{H Of|0|ME M-S TMESID runPrivileged
HY g 2dostM| 2. XEMISH LIE2 OpenShift X[ &g
XM 2.

Telegraf ReplicaSet ZE = OFAE] Ko etcd 2 X[ ™ E
L EOAM AAEEE EAE[JASLICL Ol2St E F
StLIO A ReplicaSet ZE7F A& 11 QUX| gfQ™ 0|2{%t
QF7h e dBtLICt OtAE /feted =0 2EO0| A=K
2tolstN|Q. I CHH Telegraf ReplicaSet, telegraf-rsoi|
Q% 518 HRIE FIISLICL ol S01, ReplicaSet2
M EBILICE... kubectl edit rs telegraf-rs ... 2|11 AFFO]|
A58 HRE F7IgLCt. 33 CH2 ReplicaSet
ZEEE CHA| A|ZFghL|CE

Kubernetes 22{AE{ 7t Pod £9F M*H(PSP) L= Pod
Hot SQ(PSA)E X E510] ML= F2 2|
Kubernetes ZL|E{Z 2FXI2 & 12{|0|=8{0F 2rL|Ct.
PSP/PSAE X|&dt= oM 2SXtZ Y120 =8t H
Che HHAIE MEMR. 1. ®|7 O™ 2L{EE ALK
kubectl delete agent agent-monitoring-netapp -n
netapp-monitoring kubectl delete ns netapp-
monitoring kubectl delete crd
agents.monitoring.netapp.com kubectl delete
clusterrole agent-manager-role agent-proxy-role
agent-metrics-reader kubectl delete clusterrolebinding
agent-manager-rolebinding agent-proxy-rolebinding
agent-cluster-admin-rolebinding 2. & X|5}C} HL|E{2
2ERe| & A HE YL,


https://github.com/influxdata/telegraf/issues/9407
https://github.com/influxdata/telegraf/issues/9407
https://github.com/influxdata/telegraf/issues/9407
https://github.com/influxdata/telegraf/issues/9407
https://github.com/influxdata/telegraf/issues/9407

=X

OperatorE HiESH2{ 1 SICHF EH[7F 2,
PSP/PSAE AtE Z{ILICY.

grep -i psp(OtF A= ZALX| UUSE FAISHOF )

olz{st F = A8X X &= 742! Docker M EATt
A 11 Kubernetes Monitoring Operator?} O|S SHIZ2 |
QUAISIE S OFE] LMGHK| 2 H R LIENE = JSLICEH
O S{{EMN2 AFEXRE Hol/7Hel MZE A FM0f CHst
HEL|CE

Che BP9l =4S AN 7|1=dl =1 7|&
X AE Z2[sHM K.

kubectl -n netapp-monitoring get
all

kubectl -n netapp-monitoring
describe all

kubectl -n netapp-monitoring logs

<monitoring-operator-pod> --all
—-containers=true

kubectl -n netapp-monitoring logs
<telegraf-pod> --all

-containers=true

Of2fet ZE= HEQIS 2HES 2ot 22 Y H0[H
=700 sHFRLICL LIS E A28l MR« ZEF

StLtel 25 =elste] A4 HE M S =elstA . off:

---- {"ci-tenant-id":"your-tenant-id","collector-
cluster":"your-k8s-cluster-

name","
o A AASLICE Olf: 72 HE 3.10.02 &£
74 HH™ 4.18.02Ct L&LICL" "time":"2022-11-

09T08:23:08Z"} ---- * Net-observer LE0f|= Linux 7{'&

H™O| %£|A 4.18.00|0{Of BfLIC}t. "uname -r" BHE
AH2st0] 7H'd HH S 2Helstal HFO0| 4.18.0 0| AFQIX|
EISHAN| 2.

environment":"prod","level":"error","msg":"{F &

LSS Aol EMR:

1. 2 BYE AL85I0| Of|o| HEE HEELICH: kubectl
-n <UH|YAH|0|A> edit agent 2. 'security-policy-
enabled'E 'false’2 HA|BLICE. O|&A| S Pod E ¢t
A Pod Hot 20| et 2RI EE 4~
USLICE CHS BHE AHE510] 2l5HM[2. kubect! get
psp(Pod Eot HMO| MAHEASS EAISHOF &) kubectl
get all -n <U|YATH[O|A>

"ImagePullBackoff" 277} &AM ESL|CE,

DLEE 22Xt BEof| 2H|7F A=, H™ EMAM =
0| 3{Z5t= ol 20| = X| gk&LCt

Operator U AH0]AQ| net-observer(AEE M)
I C = CrashLoopBackOffofl A &LICH.

Pod= Operator W AH O] A (7|23} netapp-
monitoring )0l A M= X[ H2|2| YI=ZE MO|Lt
Kubernetes HIE2!0f| CHSE H|O|E{ 7} UIO]| EA|=|X]

sl

K8S EHAEQ LE0f|A A2 ™S &QlstN| . Hetdt Operator L|QJAH0|A L] AL net-observer ZEJFEH 2

ZAH A OIo|H HE1E {3l A= NTP(Network Time

Protocol) E£= SNTP(Simple Network Time Protocol)E

AESH0 00| HE ARE Q| AZtE S7|=t5t= A0

EaLt.

HENLICt
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Net-observer= DaemonSetO|H k8s S{AE{2| 2t
LEO0|A PodE AEigiL|Ct - HF AEjQl IEES
gtolst CPU & HZ22| 2|aA BX|7L LMst=X
SOISINR. = E0M LR HZ2|F CPUE ALEE &
UK 22I5HN 2.

Ol HAIX|E LM O Z MZL 2RIt MX|E| 1 ksm
oL RHs517| Mol telegraf-rs TE7H ZHE 8 oot
LIEHELICH 2E ZTETJ AMBE|™ 0213 KA X|= O
0|4 HA|I=|X| gh&LICH

Kubernetes HM S 2QI5HM| 2(0|: kubectl version
). v1.20.x 0[5}2l AL O|= Of| A== ATt AP LT},
Kubernetes Monitoring Operator2}t 71 B Z =l kube-
state-metrics Z2|A = v1.CronJobt X[ EHL|C}.
Kubernetes 1.20.x O|5}0{|A{= CronJob 2|&AAT}
vibeta.CronJobOf| }EL|CE BHM O Z kube-state-

metrics= CronJob 2|2AE &S 4 QIELICE

_AgentConfiguration_0|A] telegraf 4M& M!St 1,
_dockerMetricCollectionEnabled_Z false=
HAHSIH L. XtA|Tt LHE 2 operator?| "7 4 SMH"E
EXSHMIR. ... spec: ... telegraf: ... - name: docker
run-mode: - DaemonSet substitutions: - key:
DOCKER_UNIX_SOCK_PLACEHOLDER value:
unix:///run/docker.sock

_AgentConfiguration_2| telegraf M4 2 MEStD
_outputTimeout_2 10X 2 S&LICt XtA|st
XA Z2eletMlR. "4 M.

CHS B7IS WX StolstulR. 231" 9]

OF
il
ol
ro

20234 108 122 £ E Data Infrastructure Insights
AEXHOA O LI MH|AE WSS fIsH 2SXE

2| EZMESLIC o|2{et HE At S s ME5HHH
CI2S &S OoF 2LICHO| T HAKE HAHSHM 2

J2|AMZR2 ASE BRISICE.

O[HIE LHELHZ| ZEO| O|FS AMEILICY.

“kubectl -n netapp-monitoring get
pods
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Kubernetes Monitoring Operatorg A X|st 2= Z 0]
CtSat &2 LHE0| EAIELICE. [inputs.prometheus]
Z2{1921 2F: http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metricsO|
CHEt HTTP REE TtEE & QF77F AMSLICH
http://kube-state-
metrics.<namespace>.svc.cluster.local:8080/metrics&
7t ZLICt. tep CFO|Y: kube-state-
metrics.<namespace>.svc.cluster.local2 =
o = AETL QIELICEH

S| gL Ct,

L 22{AE{0]| = Kubernetes CronJob0i| CH8H =%l =l
HE2l0| 20|X| gt&L|CE.

(=]

RIXE Kot Z, telegraf-ds ZET}
CrashLoopBackOffofl ZIIst L= 270 "su: 215
A7t EA|EL|CE

Telegraf 20| A CtS 2t FASE 2F HIA|X| 7t HHE5H A
LIEFEFLICE. E! [00]M E] outputs.httplil A= & @RIt
LUYELIC ANZS
"https://<tenant_url>/rest/v1/lake/ingest/influxdb":
ZHAE O o] RME|IASLICHEIEHE 7ICte= St
Client. TimeoutO| ZX2tE|}ELICH).

UL o|HIE 20| i3t involvedobject HIO|E{ 7}
lsLct.

T He| BLEHE 2R} IETL ME B0 A2 BE
O|f = RFA/ULIM? StLt= netapp-ci-monitoring-
operator-<pod>0|1! C}Z StLH= monitoring-operator-
<pod>L|LCt.

L Kubernetes O[HIE 7} Of| 7| X| 2¢A| Data Infrastructure
Insights Ol 21 E STHHUSLILCE.

grep event-exporter


telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
telegraf_agent_k8s_config_options.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html
pre-requisites_for_k8s_operator.html

=X

awk {print $1}'

Kubernetes Monitoring OperatorZ} Hi 3t Pod 7}
2| AAT BESIH FSS6H= p40| LleL|CE

O|0|X|7} ==t RAALE 40| B3R E|0] netapp-ci-kube-
state-metrics LE7} A| R E[X| EHLE FH|E|X]|
QFQ&LICE O|X| StatefulSetO] HE U1 1M HA
AFgt0| netapp-ci-kube-state-metrics ZE0| M 2E|X|
t&LCH

Kubernetes Operator & 13|0| =& M&i$t = netapp-
ci-kube-state-metrics TE7} A|ZHE|X| Q11
ErrimagePull(0|0|X|E 7tM 2= G| Hmi) 2F It

S erL|Ct

Kubernetes 22{AES| 21 EA0f| A
"maxEventAgeSeconds 2Lt 22 Z|0{ O|HIE 7}
AR ERAESLICHEHE HIAX| T 2= }ASLICE

Telegrafz &= =+ = HE2E2[7F F5t0] 21057 LE
S=YLICL

LSS Aol EMR:

sed 's/event-exporter./event-exporter/”
"netapp-ci-event-exporter" EE= "event-exporter"0§Of
LICL CH2o 2 ELIEE Ofo|HES HE LI
kubectl -n netapp-monitoring edit agent,
2|1 LOG_FILES| 22 oI THAIO|M 22 XSt
O|HIE LHELHY| ZE 0|22 BFSI=E HEeLICt 2Lt
THAHSZ, LOG_FILER "/var/log/containers/netapp-
ci-event-exporter.log" EE= "/var/log/containers/event-
exporter*.log"2 A& [0{0f SL|LCE.

fluent-bit:

- name: event-exporter-ci

substitutions:

- key: LOG_FILE

values:

- /var/log/containers/netapp-ci-event-exporter*.log

LE LSk 7hsYLICh A 2| A0kA| 2XSHCE T2l

Kubernetes Monitoring OperatorS & ZXstH|Q."F A
sM Lo w2t CPU Y/EE HE2| st & SELICH

StatefulSet2 Ct=a2t Z&L|CH "0 & " A 2E 74
2H|E s 2%t = netapp-ci-kube-state-metrics TEE
HSerL|Ct.

Tc

M

TSOZ METHEMR.

o

Operator agentconfiguration 2 835t _event-
exporter-maxEventAgeSeconds(%, 60x), event-
exporter-kubeQPS(%, 100), event-exporter-
kubeBurst(%, 500)Z =&LICt o[2{¢t 74 S M0l Ciet
XMIeh LH82 CH2E HESHMR. "+ Z4" H|0[X|.

712 29 M/ =0 M Telegrafel = 7ts HIZ22|
SIEE EHEMR. St E s2|= 20| E7tstt R
NKMO Of|0|ME &g +H5t1 unprotected_E
_true_= BHSIM|R. O|ZH| o}'H Telegraf= &7Z! HIZE|
H|O|X| & Ol|2kstX| R&LICH SSHE H|HO| C|ATE
fHL £ ACOZ HOt 20| EAE & UX|2H A7
HZ22|E oflofe & ols SHHoj|A Ml & AUSLICE

=2o2 T M-d
_HoEX g2 7Y S0 tie AiMlet L2 T3S
HEStAlR . =4 T0|X].
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TelegrafOl| M CS2t At 210 HA|XIE E/}ASLICE

_W! [inputs.diskio] "vdc"0f| Ciet C|AS 0|82 =& &

QUALICE /devivdcE o= & &7 LMFALICE iy
mjolut LA E 2|7 S LT

L fluent-bit pod7t CtS QF 2 2lsH Alofst o Q&L|Ct.
[2024/10/16 14:16:23] [RF] [/src/fluent-
bit/plugins/in_tail/tail_fs_inotify.c:360 errno=24] & 24
U= OHUO| LR BEEL|CE [2024/10/16 14:16:23] [2F]
23 tail.0S £7|245HX| ZHELICE [2024/10/16
14:16:23] [2F] [ANZX] Y X7|5t0]| MmiH&LICt

22

SHAEHO|A fsnotify &

LSS Aol EMR:

Kubernetes 2 L|E{& QI{Z|0|E{2] HL

of=fet 31

HIAIX|= FaHotH FAIS = ELICH E=

AgentConfiguration0i|A] telegraf *—*H\jé mZIstn
_runDsPrivileged = trueZ MASIMA| . XbA|sH

e "2t 24 SM"S(8) BESHIAIL.

S HEMEMR.

sudo sysctl
fs.inotify.max user instances
(take note of setting)

sudo sysctl
fs.inotify.max user instances=<som
ething larger than current
setting>

sudo sysctl
fs.inotify.max user watches (take

note of setting)

sudo sysctl
fs.inotify.max user watches=<somet
hing larger than current setting>

Fluent-bitS CHA| A|ZFgtL|Ct.

xr—; e xHMII- A| |
_letc/sysctl.conf_Of

o2t &= RXIotH

Chg &2

fs.inotify.max user instances=<so
mething larger than current
setting>

fs.inotify.max user watches=<some
thing larger than current setting>
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Telegraf DS Pode= TLS QBN Q| KNS A £
810 Kubernetes 13 Z2{12I0| HTTP RES
SHSIX| RolCh= @R E B06t JUSLICEH HE &

E! [inputs.kubernetes] 22|12 @F: HTTP XS
U= T 2RI HUAUSLICL <a
href="https://&lt;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet IP&gt;:10250/stats/
summary":</a> ¥Ct"<a
href="https://&lt;kubelet_IP&gt;:10250/stats/summary":
" class="bare">https://&lt;kubelet_IP&gt;:10250/stats/
summary":</a> tls: 15 A 2lof| Mo SL|CH x509:
IP SANO| |0 UX| RSO 2 &lt:kubelet IP&gt; 0|

CHet ABME =hele = glELICh

Fluent-bit ZEO|M CI21t 242 @F 71 Mgt TES
AlZFgt £~ ei&LICt: 026/01/12 20:20:32] [error] [sqldb]
error=unable to open database file [2026/01/12
20:20:32] [error] [input:tail:tail.0] db: could not create
'in_tail_files' table [2026/01/12 20:20:32] [error]
[input:tail:tail.0] could not open/create database
[2026/01/12 20:20:32] [error] failed initialize input tail.0
[2026/01/12 20:20:32] [error] [engine] input
initialization failed

LSS Aol EMR:

Ol kubeletO] Xt MHE ASME ALESHAHL X|ZE

QIZ Mol 2B M Subject Alternative Name SZ0|
<kubelet_IP>7|' ToE[X| b2 2 e
SHZSHH AEX7LCHE 2 +-Y &= AUSLICH

"Of|0| ME A" | telegraf:insecureK8sSkipVerify £

_true_= HESLICE O|FA| 5HH Telegraf &=
£2{12l0|
kubelet2 1Y 4 JUSLICH " MHTLSEEAERZ"
12{™ 'certificates.k8s.io' APIO|A Q1= AM QK O]
E2|HELICt,

DB IIY0| U= SAE CIHEZ|of| HETH 2] 7|/M 7]
Hoto| A=X| &RlstHA| 2. E3], SAE ClAIEZ|=
FEJ} Ot ALEXIOf|AH| 217]/247| HotE T o{sH{of
gLICt 7|2 DB It 2| X|= fluent-bit-dbFile
agentconfiguration 822 TF2|5tX| gt= ot
Ivar/log/2LICt. SELinux7} &AMotEl H <2 fluent-bit-
seLinuxOptionsType agentconfiguration M2
'spc_t'E MEsH EMAL.

FtEEE CB0M 2S5 JASLICE "R SHEH HO|X| EE="H|0[E &7 X3 HERIA",

Kubernetes ZL|E{Z 22X 28 M

83 "FHUE|A 2LEZ 2F X" AgentConfiguration IHY S
HSgL|ct 2|aA Kigh a8 208, ZEA 4F, 518 %X A

(=)
SN2

A M5 Kubernetes 2t22| HLIEZIZ x| M3} =
3 I3 2 ojol HA 22| 8l J|Ef 2LIEE

telegraf, kube-state-metrics, 21
QAE AEX X[HY = JA&LCL

Otz = 2t ZMofl CHet

2 o= ASLICE Ol2{et 8 S AFE5H0

Moo| ZEEl AgentConfiguration THLQ| Of| A|RIL|C},

apiVersion: monitoring.netapp.com/vlalphal

kind: AgentConfiguration

metadata:
name: netapp-ci-monitoring-configuration
namespace: "netapp-monitoring"
labels:

installed-by:

spec:

nkmo-netapp-monitoring

oro A HEMSHL|C}H 0|2

A& HYSFIEE FHELICEH E= ALK =
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#4
## One can modify the following settings to configure and customize the
operator.
## Optional settings are commented out with their default values for
reference.
## To update them, uncomment the line, change the value, and apply the
updated AgentConfiguration.
#4
agent:
#4
## [REQUIRED FIELD]
## A uniquely identifiable user-friendly cluster name
## The cluster name must be unique across all clusters in your Data
Infrastructure Insights (DII) environment.
#4

clusterName: "my cluster"

##

## Proxy settings

## If applicable, specify the proxy through which the operator should
communicate with DIT.

## Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#configuring-proxy-

support
#4
# proxy:
# server:
# port:
# NOProxy:
# username:
# password:
# isTelegrafProxyEnabled:
# isFluentbitProxyEnabled:
# isCollectorsProxyEnabled:

#4

## [REQUIRED FIELD]

## Repository from which the operator pulls the required images

## By default, the operator pulls from the DII repository. To use a
private repository, set this field to the

## applicable repository name. Refer to additional documentation here:

## https://docs.netapp.com/us-
en/cloudinsights/task config telegraf agent k8s.html#using-a-custom-or-

private-docker-repository

i
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dockerRepo: 'docker.cOl.cloudinsights.netapp.com'

#4

## [REQUIRED FIELD]

## Name of the imagePullSecret required for dockerRepo

## When using a private repository, set this field to the applicable
secret name.

##

dockerImagePullSecret: 'netapp-ci-docker'

#4

## Automatic expiring API key rotation settings

## Allow the operator to automatically rotate its expiring API key,
generating a new API key and

## using it to replace the expiring one. The expiring API key itself
must support auto rotation.

##

# tokenRotationEnabled: 'true'

##

## Threshold (number of days before expiration) at which the operator
should trigger rotation.
## The threshold must be less than the total duration of the API key.

#4
# tokenRotationThresholdDays: '30'

push-button-upgrades:

#4
## Allow the operator to be upgraded using the Data Infrastructure

Insights (DII) UI
#4#

# enabled: 'true'

#4
## Frequency at which the operator polls and checks for upgrade

requests from DIT
##
# polltimeSeconds: '60'

##

## Allow operator upgrade to proceed even if new images are not

present
##

# ignoreImageNotPresent: 'false'

##
## Allow operator upgrade to proceed even if image signature

verification fails

25
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## Warning: Enabling this setting is dangerous!
##

# ignoreImageSignatureFailure: 'false'

##

## Allow operator upgrade to proceed even if image signature
verification fails

## Warning: Enabling this setting is dangerous!

##

# ignoreYAMLSignatureFailure: 'false'

##

## Use dockerImagePullSecret to access the image repository and verify
the existence of the new images

##

# imageValidationUseSecret: 'true'

#4

## Time allowed for the old operator pod to shutdown before reporting
an upgrade failure to DII

##

# upgradesShutdownTime: '240'

##

## Time allowed for the new operator pod to startup before reporting
an upgrade failure to DII

##

# upgradesStartupTime: '600"'

telegraf:
#4
## Frequency at which telegraf collects data
## The frequency should not exceed 60s.
#4

# collectionInterval: '60s'

##

## Maximum number of metrics per batch

## Telegraf sends metrics to outputs in batches. This controls the
size of those writes.

##

# batchSize: '10000'

#4
## Maximum number of unwritten metrics per output

## Telegraf caches metrics until they are successfully written by the



output. This controls how many metrics

## can be cached. Once the buffer is filled, the oldest metrics will
get dropped.

#4

# bufferLimit: '150000"

##

## Rounds collection interval to collectionInterval

## If collectionInterval is 60s, collection will occur on-the-minute
#4

# roundInterval: 'true'

#4

## Jitter between plugins on collection

## Each input plugin sleeps a random amount of time within Jjitter
before collecting. This can be used to prevent

## multiple input plugins from querying the same resources at the same
time. The maximum collection interval would

## be collectionInterval + collectionJitter.

#4

# collectionJditter: '0Os'

##

## Precision to which collected metrics are rounded

## When set to "0s", precision will be set by the units specified by
collectionInterval.

##

# precision: '0Os'

##

## Frequency at which telegraf flushes and writes data
## Frequency should not exceed collectionInterval.

#4

# flushInterval: '60s'

#4

## Jitter between plugins on writes

## Each output plugin sleeps a random amount of time within jitter
before flushing. This can be used to prevent

## multiple output plugins from writing the same resources at the same
time, and causing large spikes. The maximum

## flush interval would be flushInterval + flushJitter.

#4

# flushJitter: '0Os'

##
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## Timeout for HTTP output plugins

## Time allowed for http output plugins to successfully writing before
failing.

#4

# outputTimeout: '5s'

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-ds DaemonSet
##

# dsCpuLimit: '750m'

# dsMemLimit: '800Mi'

# dsCpuRequest: '100m’

# dsMemRequest: '500Mi’

#4

## CPU/Mem limits and requests for netapp-ci-telegraf-rs ReplicaSet
#4

# rsCpuLimit: '3

# rsMemLimit: '4Gi'

# rsCpuRequest: '100m'

# rsMemRequest: '500Mi’

#4

## telegraf runs through the processor plugins a second time after the
aggregators plugins, by default. Use this

## option to skip the second run.

#4

# skipProcessorsAfterAggregators: 'false'

##

## Additional tolerations for netapp-ci-telegraf-ds DaemonSet and
netapp-ci-telegraf-rs ReplicaSet

## Inspect the netapp-ci-telegraf-rs ReplicaSet and netapp-ci-
telegraf-ds DaemonSet to view the default tolerations.

## If additional tolerations are needed, specify them here using the
following abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# dsTolerations: ''

# rsTolerations: ''

#4
## Additional node selector terms for netapp-ci-telegraf-rs ReplicaSet
## Inspect the netapp-ci-telegraf-rs ReplicaSet to view the default



node selectors terms. If additional node
## selector terms are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

##

# rsNodeSelectorTerms: "'

##

## telegraf uses lockable memory to protect secrets in memory. If
telegraf issues warnings about insufficient

## lockable memory, try increasing the limit of lockable memory on the
applicable nodes. If increasing this limit

## 1s not an option for the given environment, set unprotected to true
so telegraf does not attempt to use

## lockable memory.

##

# unprotected: 'false'

#4

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf-mountstats-
poller container in privileged mode

## The telegraf-mountstats-poller container needs read-only access to
system files such as those in /proc/ (i.e. to

## monitor NFS IO metrics, etc.). Some environments impose restricts
that prevent the container from reading these

## system files. Unless those restrictions are lifted, users may need
to run this container in privileged mode.

#4

# runPrivileged: 'false'

##

## Run the netapp-ci-telegraf-ds DaemonSet's telegraf container in
privileged mode

## The telegraf container needs read-only access to system files such
as those in /dev/ (i.e. for the telegraf

## diskio input plugin to retrieve disk metrics). Some environments
impose restricts that prevent the container from

## accessing these system files. Unless those restrictions are lifted,
users may need to run this container in

## privileged mode.

#4
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# runDsPrivileged: 'false'

#4

## Allow the netapp-ci-telegraf-ds DaemonSet's telegraf-ds, telegraf-
init, and telegraf-mountstats-poller containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## /proc/l/mountstats, etc.). Allowing escalation privilege should
negate the need to run these containers in

## privileged mode.

#4

# allowDsPrivilegeEscalation: 'true'

#4

## Allow the netapp-ci-telegraf-rs DaemonSet's telegraf-rs and
telegraf-rs-init containers

## to run with escalation privilege. This is needed to access/read
root-protected files (node UUID,

## etcd credentials when applicable, etc.). Allowing escalation
privilege should negate the need to run these

## containers in privileged mode.

i

# allowRsPrivilegeEscalation: 'true'

##

## Enable collection of block IO metrics (kubernetes.pod to storage)
i

# dsBlockIOEnabled: 'true'

i

## Enable collection of NFS IO metrics (kubernetes.pod to storage)
##

# dsNfsIOEnabled: 'true'

#4

## Enable collection of system-specific objects/metrics for managed
k8s clusters

## This consists of k8s objects within the kube-system and cattle-
system namespaces for managed k8s clusters

## (i.e. EKS, AKS, GKE, managed Rancher, etc.).

#4

# managedK8sSystemMetricCollectionEnabled: 'false'

#4
## Enable collection of pod ephemeral storage metrics
(kubernetes.pod volume)



#4
# podvVolumeMetricCollectionEnabled: 'false'

##

## Declare Rancher cluster is managed

## Rancher can be deployed in managed or on-premise environments. The
operator contains logic to try to determine

## which type of environment Rancher is running in (i.e. to factor
into managedK8sSystemMetricCollectionEnabled) .

## If the operator logic misidentifies whether Rancher is running in a
managed environment or not, use this option

## to declare Rancher is managed.

##

# isManagedRancher: 'false'

#4

## Locations for the etcd certificate and key files

## The operator looks at well-known locations for the etcd certificate
and key files. If this cannot find these

## files, the applicable telegraf input plugin will fail. Use this
option to specify the complete filepath to these

## files on the nodes.

## Note that the well-known locations for these files are typically
root-protected. This is one of the reasons why

## the netapp-ci-telegraf-rs ReplicaSet's telegraf-rs-init container
needs to run with escalation privileges.

#4

# rsHostEtcdCrt: "'

# rsHostEtcdKey: ''

##
## Allow operator/telegraf communications with k8s without TLS

verification

## In some environments, TLS verification will not succeed (i.e.
certificates lack IP SANs). To skip the

## verification, use this option.

#4
# insecureK8sSkipVerify: 'false'

kube-state-metrics:

#4

## CPU/Mem limits and requests for netapp-ci-kube-state-metrics
StatefulsSet

#4

# cpuLimit: '500m'

# memLimit: '1Gi'
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# cpuRequest: '100m'
# memRequest: '500Mi’

#4

## Comma-separated list of k8s resources for which to collect metrics
## Refer to the kube-state-metrics —--resources CLI option

#+

# resources:
'cronjobs,daemonsets,deployments, horizontalpodautoscalers, ingresses, jobs, n
amespaces, nodes, persistentvolumeclaims, persistentvolumes, pods, replicasets,
resourcequotas, services, statefulsets’

i

## Comma-separated list of k8s metrics to collect

## Refer to the kube-state-metrics —--metric-allowlist CLI option

i

# metrics:
'kube cronjob created, kube cronjob status active,kube cronjob labels, kube
daemonset created, kube daemonset status current number scheduled, kube daem
onset status desired number scheduled, kube daemonset status number availab
le, kube daemonset status number misscheduled, kube daemonset status number
ready, kube daemonset status number unavailable,kube daemonset status obser
ved generation, kube daemonset status updated number scheduled, kube daemons
et metadata generation, kube daemonset labels, kube deployment status replic
as, kube deployment status replicas available,kube deployment status replic
as_unavailable, kube deployment status replicas updated, kube deployment sta
tus observed generation, kube deployment spec replicas, kube deployment spec
_paused, kube deployment spec strategy rollingupdate max unavailable, kube d
eployment spec strategy rollingupdate max surge, kube deployment metadata g
eneration, kube deployment labels, kube deployment created, kube job created,
kube job owner, kube job status active, kube job status succeeded, kube job s
tatus failed, kube job labels, kube job status start time, kube job status co
mpletion time, kube namespace created, kube namespace labels, kube namespace
status phase, kube node info, kube node labels, kube node role, kube node spec
_unschedulable, kube node created, kube persistentvolume capacity bytes, kube
_persistentvolume status phase, kube persistentvolume labels, kube persisten
tvolume info, kube persistentvolume claim ref, kube persistentvolumeclaim ac
cess mode, kube persistentvolumeclaim info, kube persistentvolumeclaim label
s, kube persistentvolumeclaim resource requests storage bytes, kube persiste
ntvolumeclaim status phase, kube pod info, kube pod start time, kube pod comp
letion time, kube pod owner, kube pod labels, kube pod status phase, kube pod
status ready, kube pod status scheduled, kube pod container info, kube pod co
ntainer status waiting, kube pod container status waiting reason, kube pod c
ontainer status running, kube pod container state started, kube pod containe
r status terminated, kube pod container status terminated reason, kube pod c
ontainer status last terminated reason,kube pod container status_ ready, kub



e pod container status restarts total, kube pod overhead cpu cores, kube pod
_overhead memory bytes, kube pod created, kube pod deletion timestamp, kube p
od init container info,kube pod init container status waiting, kube pod ini
t container status waiting reason,kube pod init container status running, k
ube pod init container status terminated, kube pod init container status te
rminated reason, kube pod init container status last terminated reason, kube
_pod init container status ready, kube pod init container status restarts t
otal, kube pod status scheduled time, kube pod status unschedulable, kube pod
_spec _volumes persistentvolumeclaims readonly, kube pod container resource
requests cpu cores, kube pod container resource requests memory bytes, kube
pod container resource requests storage bytes, kube pod container resource
requests ephemeral storage bytes, kube pod container resource limits cpu co
res, kube pod container resource limits memory bytes, kube pod container res
ource limits storage bytes,kube pod container resource limits ephemeral st
orage bytes, kube pod init container resource limits cpu cores, kube pod ini
t container resource limits memory bytes, kube pod init container resource
limits storage bytes,kube pod init container resource limits ephemeral sto
rage bytes,kube pod init container resource requests cpu cores, kube pod in
it container resource requests memory bytes,kube pod init container resour
ce requests storage bytes, kube pod init container resource requests epheme
ral storage bytes, kube replicaset status replicas, kube replicaset status r
eady replicas,kube replicaset status observed generation, kube replicaset s
pec replicas,kube replicaset metadata generation, kube replicaset labels, ku
be replicaset created, kube replicaset owner, kube resourcequota, kube resour
cequota created, kube service info, kube service labels, kube service created
, kube service spec type, kube statefulset status replicas, kube statefulset
status replicas current, kube statefulset status replicas ready, kube statef
ulset status replicas updated, kube statefulset status observed generation,
kube statefulset replicas, kube statefulset metadata generation, kube statef
ulset created, kube statefulset labels, kube statefulset status current revi
sion, kube statefulset status update revision, kube node status capacity, kub
e node status allocatable, kube node status condition, kube pod container re
source requests, kube pod container resource limits, kube pod init container
_resource limits,kube pod init container resource requests,kube horizontal
podautoscaler spec max replicas, kube horizontalpodautoscaler spec min repl
icas, kube horizontalpodautoscaler status condition, kube horizontalpodautos
caler status current replicas, kube horizontalpodautoscaler status desired
replicas'

#4

## Comma-separated list of k8s label keys that will be used to
determine which labels to export/collect

## Refer to the kube-state-metrics --metric-labels-allowlist CLI
option

##

# labels:
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'cronjobs=[*],daemonsets=[*],deployments=[*],horizontalpodautoscalers=[*],
ingresses=[*],jobs=[*],namespaces=[*],nodes=[*],persistentvolumeclaims=[*]
;persistentvolumes=[*],pods=[*],replicasets=[*], resourcequotas=[*],service
s=[*],statefulsets=[*]"

#4

## Additional tolerations for netapp-ci-kube-state-metrics StatefulSet

## Inspect the netapp-ci-kube-state-metrics StatefulSet to view the
default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# tolerations: "'

##

## Additional node selector terms for netapp-ci-kube-state-metrics
StatefulSet

## Inspect the kube-state-metrics StatefulSet to view the default node
selectors terms. If additional node selector

## terms are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

#4

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.
##

# nodeSelectorTerms: ''

##

## Number of kube-state-metrics shards

## For large clusters, kube-state-metrics may be overwhelmed with
collecting and exporting the amount of metrics

## generated. This can lead to collection timeouts for the netapp-ci-
telegraf-rs pod. If this is observed, use this

## option to increase the number of kube-state-metrics shards to
redistribute the workload.

#4

# shards: '2'

logs:
#4



## Allow the netapp-ci-fluent-bit-ds DaemonSet's fluent-bit container
to run with escalation privilege.

## This is needed to access/read root-protected files (event-exporter
pod log, fluent-bit DB file, etc.).

#4

# fluent-bit-allowPrivilegeEscalation: 'true'

##
## Read content from the head of the file, not the tail
##

# readFromHead: "true"

#4#

## Network protocol for DNS (i.e. UDP, TCP, etc.)
#4#

# dnsMode: "UDP"

##

## DNS resolver (i.e. LEGACY, ASYNC, etc.)
##

# fluentBitDNSResolver: "LEGACY"

#4

## Additional tolerations for netapp-ci-fluent-bit-ds DaemonSet

## Inspect the netapp-ci-fluent-bit-ds DaemonSet to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# fluent-bit-tolerations: ''

#4

## CPU/Mem limits and requests for netapp-ci-fluent-bit-ds DaemonSet
#4

# fluent-bit-cpuLimit: '500m'’

# fluent-bit-memLimit: '1Gi'

# fluent-bit-cpuRequest: '50m'

# fluent-bit-memRequest: '100Mi'

##

## Top-level host path in which the kubernetes container logs reside,
including any symlinks from var/log/containers

## For example, if /var/log/containers/*.log is a symlink to
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/kubernetes/log to

## /kubernetes/var/lib/docker/containers/*/*.log, fluent-bit-
containerLogPath should be set to '/kubernetes'.

#4

# fluent-bit-containerLogPath: '/var/lib/docker/containers'
## fluent-bit DB file path/location

##

## fluent-bit DB file path/location

## By default, fluent-bit is configured to use /var/log/netapp-
monitoring flb kube.db. This path usually requires

## escalated privileges for read/write. Users who want to avoid
escalation privilege can use this option to specify

## a different DB file path/location. The custom path/location should
allow non-root users to read/write.

## Ideally, the path/location should be persistent.

#4

# fluent-bit-dbFile: '/var/log/netapp-monitoring flb kube.db'

#4

## Additional tolerations for netapp-ci-event-exporter Deployment

## Inspect the netapp-ci-event-exporter Deployment to view the default
tolerations. If additional tolerations are

## needed, specify them here using the following abbreviated single
line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# event-exporter-tolerations: ''

#4

## CPU/Mem limits and requests for netapp-ci-event-exporter Deployment

#4

# event-exporter-cpulimit: '500m'

# event-exporter-memLimit: '1Gi'

# event-exporter-cpuRequest: '50m'

# event-exporter-memRequest: '100Mi'

#4

## Max age for events to be processed and exported; older events are
discarded

#4

# event-exporter-maxEventAgeSeconds: '10'



#4

## Client-side throttling

## Set event-exporter-kubeBurst to roughly match event rate

## Set event-exporter-kubeQPS to approximately 1/5 of event-exporter-
kubeBurst

#4

# event-exporter-kubeQPS: 20

# event-exporter-kubeBurst: 100

#4

## Additional node selector terms for netapp-ci-event-exporter
Deployment

## Inspect the event-exporter Deployment to view the default node
selectors terms. If additional node selector terms

## are needed, specify them here using the following abbreviated

single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"™]}, {"key": "myLabel2", "operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

##

# event-exporter-nodeSelectorTerms: ''

workload-map:

## Run workload-map container with escalation privilege to coordinate
memlocks

#4

## Allow the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container to run with escalation privilege.

## This is needed to coordinate memlocks.

#4

# allowPrivilegeEscalation: 'true'

#4

## CPU/Mem limits and requests for netapp-ci-net-observer-14-ds
DaemonSet

#4

# cpulLimit: '500m'

# memLimit: '500Mi’

# cpuRequest: '100m'

# memRequest: '500Mi’'

i

## Metric aggregation interval (in seconds)
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## Set metricAggregationInterval between 30 and 120

##
# metricAggregationInterval: '60'

##

## Interval for bpf polling

## Set bpfPollInterval between 3 and 15
##

# bpfPollInterval: '8'

#4

## Enable reverse DNS lookups on observed IPs
#4

# enableDNSLookup: 'true'

#4

## Additional tolerations for netapp-ci-net-observer-14-ds DaemonSet

## Inspect the netapp-ci-net-observer-14-ds DaemonSet to view the
default tolerations. If additional tolerations

## are needed, specify them here using the following abbreviated
single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecutel}'

#4

# ld4-tolerations: "'

#4

## Run the netapp-ci-net-observer-14-ds DaemonSet's net-observer
container in privileged mode

## Some environments impose restricts that prevent the net-observer
container from running.

## Unless those restrictions are lifted, users may need to run this
container in privileged mode.

##

# runPrivileged: 'false'

change-management:
#4
## CPU/Mem limits and requests for netapp-ci-change-observer-watch-rs
ReplicaSet
#4
# cpulimit: '1'
# memLimit: '1Gi'
# cpuRequest: '500m'
# memRequest: '500Mi’'



#4

## Interval (in seconds) after which a non-successful deployment of a
workload will be marked as failed

#4

# workloadFailureDeclarationIntervalSeconds: '30'

##

## Frequency (in seconds) at which workload deployments are combined
and sent

##

# workloadDeployAggrIntervalSeconds: '300'

#4

## Frequency (in seconds) at which non-workload deployments are
combined and sent

#4

# nonWorkloadDeployAggrIntervalSeconds: '15'

#4

## Set of regular expressions used in env names and data maps whose
value will be redacted

#4

# termsToRedact: '"pwd", "password", "token", "apikey", "api-key",
"api key", "jwt", "accesskey", "access key", "access-key", "ca-file",
"key-file", "cert", "cafile", "keyfile", "tls", "crt", "salt",

".dockerconfigjson", "auth", "secret"'

#4

## Additional node selector terms for netapp-ci-change-observer-watch-
rs ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default node selectors terms. If additional

## node selector terms are needed, specify them here using the

following abbreviated single line format:

##

## Example: '{"key": "myLabell","operator": "In","values":
["myVall"]}, {"key": "myLabel2","operator": "In","values": ["myVal2"]}'

##

## These additional node selector terms will be AND'd with the default
ones via matchExpressions.

##

# nodeSelectorTerms: ''

##

## Comma-separated list of additional kinds to watch
## Each kind should be prefixed by its API group. This list in
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addition to the default set of kinds watched by the
## collector.
#4
## Example: '"authorization.k8s.io.subjectaccessreviews"'
#4
# additionalKindsToWatch: ''

#4

## Comma-separated list of additional field paths whose diff is
ignored as part of change analytics

## This list in addition to the default set of field paths ignored by
the collector.

##

## Example: '"metadata.specTime", "data.status"'

##

# additionalFieldsDiffToIgnore: ''

#4

## Comma-separated list of kinds to ignore from watching from the
default set of kinds watched by the collector

## Each kind should be prefixed by its API group.

#4

## Example: '"networking.k8s.io.networkpolicies,batch.jobs",
"authorization.k8s.io.subjectaccessreviews"'

#4

# kindsToIgnoreFromWatch: ''

##

## Frequency with which log records are sent to DII from the collector
##

# logRecordAggrIntervalSeconds: '20'

#4

## Additional tolerations for netapp-ci-change-observer-watch-rs
ReplicaSet

## Inspect the netapp-ci-change-observer-watch-rs ReplicaSet to view
the default tolerations. If additional

## tolerations are needed, specify them here using the following
abbreviated single line format:

#4

## Example: '{key: taintl, operator: Exists, effect: NoSchedule}, {key:
taint2, operator: Exists, effect: NoExecute}'

#4

# watch-tolerations: "'
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Shared Resources Namespaces Workloads

Namespaces (5)

Name 4 CPU Usage (cores) Memory Usage (GiB) Workload Count
netapp-menitoring 0.25 0.38 4
kube-system 0.01 0.03 3
kube-public 0.00 0.00 0
kube-node-lease 0.00 0.00 ]
default 0.00 <0.01 1
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Workloads (8)
Name + CPU Usage Memory Usage Mamespace
(cores) (GiB)
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telegraf-ds-k957c 0.01 0.10 netapp-monitering
nginx 0.00 =0,01 default
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Pods & Storags

Workload Details
Cluster Namesgace Type
ordema-d1 netapp-fitness-store-01 Deployment
Labels
app: netapp-fitnass  app. fa_ i app- io_managed_by: Halm
service: payment  version: 1.0.0
Merts Detected (2}
[ Metwork - J Waming 2
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frontend
Last 3 Hours p 4

Go to Asset Page

Metwork Activities - Inbound (1) &
src_workload... src_namespace src_workload_...  throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...
netapp-fitnes...  locust Deployment 14,193,748.78 653.19 3.74 2,578.00

Metwork Activities - Outbound (4) B

dst_workloa... dst_namespace dst_workload_... throughpu... | connections_t...  latency_rtt (ms) tcp_retransmit...

renen

catalog netapp-fitness-... Deployment 14,166,417.02 2,425.07 149,37 13,850.00
cart netapp-fitness-... Deployment 12,479.90 638.97 65.10 0.00
order netapp-fitness-... Deployment 4,515.16 161.84 65.07 0.00

' - ~ [ P 4 ——— maa -

OX|Ze 2, Xt HO|X|Z 0|5 _& MEiSHH oliE I = =0f Cieh AbM|eh Xpik 2HE H|O|X| 7} EEL|CE.
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NetApp FCS Sa... [ Kubemnste \_:‘ ci-demo-01 / @ netapp-fitness-.. @l frontend
Filter B (7]
2 2 2 0 Namespace Type Date Created
netapp-fitness-store-01 Deployment Apr11,2023 11:34 AM

Up-to-date  Unavailable
Pods: Current [ Dezired

Labels
260mc 0.17cis 0.00¢is
CPU Mermory Total PVC Capacity claimed
24 May 12:00 FM 24 May 1200 FM
= Request = Limit = Request = Limit
Highest CPU Demand by Pod Highest Memory Demand by Pod
132.76m: frontend-7...5f8f-284kb 0.02GiB frontend-T..2f6f-284kb
127.55m frontend-7..578F-gd8mk 0,08 GiB frontend-T...5f8f-gd3mk
Pods (2)
PodName T Status Healthy Containers cpu_usage_nanocores {mc) memory_rss_bytes [GiB)
frantend-Ticed3fEf284kb Heslthy Running toft 132 0.02
frontend-Ticcdsfaf-gddmbk Heslthy Running 1ofi 128 0.0%
A HAHBEM
FHUE[A HE &M
Kubernetes Change AnalyticsE AFE35tH K8s 2HA0| A EASH X2 HA A S =0l =
AL A = AA S SF A A H = =<
T ASLICH 2= i JEYE 27 &elE 4+ AFLIE. Change AnalyticsE AFESHH
DEHHE 5l 2N HE AP S F=HSID 0| K8s AH|A, o2t 3 S AEC| Mejet Msut
A
HEAZ = JUGLICL
Hot 2M2 ofEA 20| E[LtR?

* ZE| HE Kubernetes 2HZ0[M= 22X FHE HE AFZQZ QI3 ZSHO| LMeh = JAGL|CHL HE ZM2
HIAZEel 74 HEQ HEIE B0 M2 28 mjofe = A= B &= ®MSstH 0|2 XA YLIC). 0l= SH
Kubernetes &Z2| X| 31l 20| =20| & &= ASLICt

Kubernetes 4 242 H2{H *Kubernetes > HZ EA4*O 2 0| SstM|R
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NetApp Cloud Insights Demo [/ Kubernetes [

Change Analysis

Dec 14,2023
O 10:29 AM - 10:38 AM

Filter By = Kubernetes Cluster ci-demo-01 » X MNamespace netapp-fitness-store-01 » | X Workload Name frontend v (X @
Kind Health Pods Storage Labels
Alerts As o 2 Deploys 01 0 Deployment Unhealthy 22 o 5
Timeline Reset Zoom  Bucket: 20 seconds
B @ Trontand 2. 0*
[ | @ catalog > ] 00 A O
W
1 1 1 1 I 1 1 1 1
10:30 AM 1031 AM 10:32 AM 1033 AM 10:38 AM 1035 AM 10:36 AM 1037 AM 10:38 AM
Compare to: @ Changes Last updated 12/14/2023 1:29:55 PM
Type Summary Start Time Duration Triggered On : name Status
Workloads
© AL-z79510 Workload CPU Throttling 12/14/2023 10:35:00 AM Deployment: Active
|| order catalog
frEnaEs anc0 ens 0 Deploy 5 attributes changed 12/14/2023 10:30:01 AM 5minutes Deployment: Complete
catalog
catalog
4 Chariges and 18 Alerts @ AL-279476 Workload Network Latency- 12/14/2023 10:04:00 AM 27 minutes Deployment: Resolved
RTT High frontend
[ P°“’“ of-sale A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM 1minute Deployment: Resolved
hanges and 4 Alarty catalog
Kubernetes Resources A AL-279498 Workload CPU Throttling 12/14/2023 10:30:00 AM Deployment; Active
catalog
[ Namespace (8} a .
A AL-279497 Workload CPU Throttling 12/14/2023 10:28:00 AM 1 minute Deployment: Resolved
8 Changes and B Alens
catalog
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Filter By = Kubernetes Cluster stream-54 ¥ X Namespace | kube-system X ¥ | X Workload Name = coredns v I 0

Kind Health Pods Storage Labels
0 8 0 0
dleit o ety Deployment Healthy 171 0 3
Timeline Bucket: 6 minutes
Wil AR S AR SRR A R . N 000
I ' | I ' 1 | ' il | ' '
12:30PM 12:45PM L1:.00 PM LI1SPM L30PM 1:A45PM 2:00 PM 215PM 230 PM 2:45PM 3:00PM 3:15PM

Compareto: @

Cha nges Lastupdated 11/28/2023 3:17:05 PM
Type Summary Start Time Duration Triggered On : name Status
O AL-2982983 once Workload Down copy ~ 11/28/2023 3:07:00 PM 1 minute Deployment: Resolved
coredns

© 212982989 once Workload Down copy  11/28/2023 3:07:00 PM Deployment: Active
coredns

© AL-2932887 once Workload Down copy ~ 11/28/2023 3:01:00 PM 1 minute Deployment: Resolved
coredns

© A1-2982837 once Workload Down copy ~ 11/28/2023 3:01:00 PM Deployment: Active
coredns

O AL-2982782 once Workload Down copy ~ 11/28/2023 2:57:00 PM 0 milliseconds Deployment: Resolved
coredns

© A1-2982782 once Workload Down copy ~ 11/28/2023 2:57:00 PM Deployment: Active
coredns

O AL-2982441 once Workload Down copy ~ 11/28/2023 2:32:00 PM 1 minute Deployment: Resolved
coredns

O AL-2982441 once Workload Down copy ~ 11/28/2023 2:32:00 PM Deployment: Active
coredns
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€ Deploy Failed

Summary

Start Time
10/18/2023 2:40:01 PM

Triggered On

@ ci-demo-01 »

@ netapp-fitness-store-01 >

@ billing-accounts »

Failure Detail

Reason For Failure
ProgressDeadlineExcesded - ReplicaSet "billing-accounts-6ddc7df546" has timed out progressing,

Message
Failed deploy

Changes (2)

Attribute Name

spec.template.spec.containers]
0].image

metadata.annotations.deploy
ment.kubernetes.io/revision

All Changes Diff

Associated Events

EventLogs

End Time
10/18/2023 2:50:02 PM

Triggered On : kind
Deployment

Previous

210811600188.dkr.ecr.us-2ast-
1.amazonaws.com/sm-billing-
accounts-apisi1.0.0

2064

Duration
10 minutes

MNew

210811600188.dkr.ecr.us-2ast-
1.amazonaws.com/sm-billing-
accounts-apisi1.0.09

2965
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