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호스트 포트 프로토콜입니다

호스트 포트 프로토콜-5700을 변경하기 위한 요구 사항

E5700에서 호스트 포트 프로토콜을 변환하기 전에 요구사항을 검토하십시오.

변경할 수 있는 호스트 포트

E5700 컨트롤러의 옵티컬 기본 포트만 변환할 수 있습니다.

다음 그림은 SFP+(광) 베이스보드 호스트 포트를 갖춘 E5700 * (1) * 와 옵션 2 IB HIC 포트 * (2) * 를 보여줍니다.

요구 사항

• 이 절차에 대한 다운타임 유지 보수 기간을 예약해야 합니다.

• 변환을 수행할 때 호스트 입출력 작업을 중지해야 하며 변환을 성공적으로 완료할 때까지 스토리지 시스템의
데이터를 액세스할 수 없습니다.

• 대역외 관리를 사용해야 합니다. (대역내 관리를 사용하여 이 절차를 완료할 수 없습니다.)

• 변환에 필요한 하드웨어를 확보했습니다. NetApp 세일즈 담당자는 귀사가 필요한 하드웨어를 결정하고 올바른
부품을 주문하는 데 도움을 줄 수 있습니다.

• 스토리지 어레이의 베이스보드 호스트 포트를 변경하려고 하는데 현재 NetApp에서 구입한 이중 프로토콜(Unified

)의 SFP 트랜시버를 사용하는 경우 SFP 트랜시버를 변경할 필요가 없습니다.

• 이중 프로토콜 SFP 트랜시버가 FC(4Gbps 또는 16Gbps)와 iSCSI(10Gbps)를 모두 지원하지만 1Gbps iSCSI를
지원하지 않는지 확인합니다. 을 참조하십시오 "1단계: 이중 프로토콜 SFP가 있는지 확인합니다" 설치된 SFP

트랜시버의 유형을 확인합니다.

호스트 프로토콜 변경 시 고려 사항

호스트 프로토콜 변경에 대한 고려사항은 베이스보드 호스트 포트와 HIC 포트의 시작 및 종료 프로토콜에 따라
다릅니다.

미러링 기능 또는 DA(Data Assurance) 기능을 사용하는 경우 호스트 포트 프로토콜을 변경할 때 이러한 기능이 어떻게
되는지 이해해야 합니다.
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다음 고려 사항은 이미 사용 중인 스토리지 배열을 변환하는 경우에만 적용됩니다. 아직 호스트 및
볼륨이 정의되지 않은 새 스토리지 배열을 변환하는 경우에는 이러한 고려 사항이 적용되지 않습니다.

FC에서 iSCSI로 변환

• 비동기 미러링에서는 로컬 스토리지 배열과 원격 스토리지 배열이 모두 동일한 프로토콜을 사용해야 합니다.

◦ 베이스보드를 통해 비동기 미러링을 사용 중인 경우 기능 팩을 적용하기 전에 해당 포트를 사용하여 비동기
미러링 관계를 비활성화해야 합니다.

◦ SANtricity System Manager에서 온라인 도움말을 참조하여 모든 미러 정합성 보장 그룹을 삭제하고 로컬 및
원격 스토리지 시스템에서 미러링된 모든 쌍을 제거합니다. 또한 온라인 도움말의 지침에 따라 비동기 미러링을
비활성화합니다.

구성에 FC 베이스보드 포트에 연결된 SAN 부팅 호스트가 포함되어 있으면 를 확인하십시오
"NetApp 상호 운용성 매트릭스" iSCSI에서 구성이 지원되는지 확인하는 도구입니다. 그렇지
않으면 호스트 프로토콜을 iSCSI로 변환할 수 없습니다.

• 동기식 미러링 기능은 iSCSI에서 지원되지 않습니다.

◦ 베이스보드 포트를 통해 현재 동기 미러링 관계를 사용 중인 경우 이러한 동기 미러링 관계를 비활성화해야
합니다.

◦ 로컬 스토리지 시스템과 원격 스토리지 어레이에서 미러 관계를 제거하는 동기식 미러링 쌍을 모두 제거하려면
SANtricity System Manager의 온라인 도움말을 참조하십시오. 또한 온라인 도움말의 지침에 따라 동기
미러링을 비활성화합니다.

iSCSI로 변환하기 전에 동기 미러링 관계를 비활성화하지 않으면 시스템에서 데이터 액세스가
손실되고 데이터가 손실될 수 있습니다.

iSCSI에서 FC로 변환 중

• 비동기 미러링에서는 로컬 스토리지 배열과 원격 스토리지 배열이 모두 동일한 프로토콜을 사용해야 합니다.

베이스보드 포트에서 비동기 미러링을 사용 중인 경우 프로토콜을 변경하기 전에 비동기 미러링을 비활성화해야
합니다.

• SANtricity System Manager에서 온라인 도움말을 참조하여 모든 미러 정합성 보장 그룹을 삭제하고 로컬 및 원격
스토리지 시스템에서 미러링된 모든 쌍을 제거합니다. 또한 온라인 도움말의 지침에 따라 비동기 미러링을
비활성화합니다.

IB-iSER을 IB-SRP로 변환

• iSER을 SRP로 변환하면 하드웨어를 변경할 필요가 없습니다.

• SRP에 대해서는 DA(Data Assurance) 기능이 지원되지 않습니다.

• IB-SRP에 대해서는 DA 기능이 지원되지 않습니다. 현재 IB-HIC를 통해 이 기능을 사용 중이고 이러한 포트를
iSER에서 SRP로 변환하려면 모든 볼륨에서 DA를 영구적으로 비활성화해야 합니다. 데이터 무결성 보장 설정을
영구적으로 비활성화하려면 SANtricity System Manager의 온라인 도움말을 참조하여 볼륨의 설정을
변경하십시오.

비활성화된 후에는 볼륨에서 DA를 다시 활성화할 수 없습니다.
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• 다음을 확인합니다.

◦ SANtricity 시스템 관리자는 웹 브라우저를 통해 액세스할 수 있습니다.

◦ 스토리지 시스템에서 SANtricity OS(컨트롤러 펌웨어) 버전 08.40.11.00 이상을 실행하고 있습니다.

미러링 작업에는 동일한 호스트 프로토콜이 필요합니다

미러링 작업에 사용되는 호스트 포트가 기능 팩을 적용한 후 동일한 프로토콜을 유지하는 경우 미러링 작업이 영향을
받지 않습니다. 또한 기능 팩을 적용하기 전에 모든 미러 정합성 보장 그룹이 동기화되었는지 확인해야 합니다. 기능
팩을 적용한 후 로컬 스토리지 어레이와 원격 스토리지 시스템 간의 통신을 테스트해야 합니다. 방법에 대한 질문이 있는
경우 SANtricity 시스템 관리자용 온라인 도움말을 참조하십시오.

NVMe over Fabrics에는 비동기식 및 동기식 미러링이 지원되지 않습니다. 비동기 및 동기 미러링을
비활성화하려면 명령줄 인터페이스를 통해 dissable storageArray feature=asyncMirror 또는 dissable

storageArray feature=syncmirror 명령을 사용할 수 있습니다. 을 참조하십시오 "스토리지 배열 기능을
비활성화합니다" 미러링 사용 안 함 방법에 대한 자세한 내용은 CLI 명령 참조 온라인 도움말의 미러링
명령을 참조하십시오.

호스트 프로토콜 - 5700을 변경합니다

E5700 스토리지 어레이의 경우, 베이스보드 호스트 포트를 다음과 같이 변환할 수 있습니다.

• 파이버 채널(FC)을 iSCSI로 설정합니다

• iSCSI를 FC로

• iSER을 InfiniBand(IB)로 연결

• SRP - IB

• IB에 NVMe 지원

• RoCE에 NVMe

1단계: 이중 프로토콜 SFP가 있는지 확인합니다

SANtricity System Manager를 사용하여 가지고 있는 SFP 트랜시버의 유형을 확인합니다. 이러한 SFP는 FC 및
iSCSI 프로토콜과 함께 사용할 수 있으므로 _dual-protocol_or_unified_SFP라고 합니다.

현재 SFP가 16Gbps 및 10Gbps 데이터 속도를 지원하는 경우 호스트 포트 프로토콜을 변환한 후에도 계속 사용할 수
있습니다.

단계

1. SANtricity 시스템 관리자에서 * 지원 * 을 선택합니다.

2. 지원 센터 * 타일을 선택합니다.

3. 지원 리소스 탭에서 * 스토리지 어레이 프로필 * 링크를 찾아 선택합니다.

4. 텍스트 상자에 * SFP * 를 입력하고 * 찾기 * 를 클릭합니다.

5. 스토리지 어레이 프로필에 나열된 각 SFP에 대해 * 지원되는 데이터 속도 * 항목을 찾습니다.
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6. 다음 표를 참조하여 SFP를 재사용할 수 있는지 여부를 확인하십시오.

지원되는 데이터 속도 SFP 유형입니다 지원되는 프로토콜입니다

16Gbps, 10Gbps, 4Gbps 이중 프로토콜 • FC: * 16Gbps, 4Gbps

• iSCSI:  10Gbps

10Gbps 10Gbps iSCSI만 해당

16Gbps, 8Gbps, 4Gbps 16Gbps FC 전용

◦ 이중 프로토콜 SFP가 있는 경우 프로토콜을 변환한 후 계속 사용할 수 있습니다.

이중 프로토콜 SFP는 1Gb iSCSI를 지원하지 않습니다. 호스트 포트를 iSCSI로 변환하는 경우
이중 프로토콜 SFP는 연결된 포트에 대한 10Gb 링크만 지원합니다.

◦ 16Gbps SFP를 사용하는 경우 호스트 포트를 iSCSI로 변환하려면 SFP를 제거하고 프로토콜을 변환한 후
이중 프로토콜 또는 10Gbps SFP로 교체해야 합니다. 필요에 따라 SFP가 포함된 특수 Twin-Ax 케이블을
사용하여 10Gbps iSCSI 코퍼 케이블을 사용할 수도 있습니다.

8Gbps FC SFP는 E28xx 또는 E57xx 컨트롤러에서 지원되지 않습니다. 16Gbps 및 32Gbps

FC SFP만 지원됩니다.

◦ 10Gbps SFP가 있고 호스트 포트를 FC로 변환하는 경우, 프로토콜을 변환한 후 해당 포트에서 SFP를
제거하고 이중 프로토콜 또는 16Gbps SFP로 교체해야 합니다.

2단계: 기능 팩을 구합니다

기능 팩을 구하려면 컨트롤러 쉘프의 일련 번호, 기능 활성화 코드 및 스토리지 배열의 기능 활성화 식별자가
필요합니다.

단계

1. 일련 번호를 찾습니다.
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a. SANtricity 시스템 관리자에서 지원 [지원 센터] 메뉴를 선택합니다.

b. 지원 리소스 * 탭을 선택한 상태에서 * 상위 스토리지 어레이 속성 보기 * 섹션으로 스크롤합니다.

c. 섀시 일련 번호 * 를 찾아 이 값을 텍스트 파일로 복사합니다.

2. 피처 팩 하위 모델 ID * 를 찾습니다.

a. SANtricity 시스템 관리자에서 * 지원 * 을 선택합니다.

b. 지원 센터 * 타일을 선택합니다.

c. 지원 리소스 탭에서 * 스토리지 어레이 프로필 * 링크를 찾아 선택합니다.

d. 텍스트 상자에 * 피처 팩 하위 모델 ID * 를 입력하고 * 찾기 * 를 클릭합니다.

"하위 모델"도 "하위 모델"으로 작성할 수 있습니다.

e. 시작 구성에 대한 피처 팩 하위 모델 ID를 찾습니다.
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3. 기능 팩 하위 모델 ID를 사용하여 시작 구성에 대한 해당 컨트롤러 하위 모델 ID를 찾고 아래 표에서 원하는 최종
구성에 대한 기능 활성화 코드를 찾습니다. 그런 다음 해당 기능 활성화 코드를 텍스트 파일로 복사합니다.

베이스보드 포트는 HIC에서 NVMe 프로토콜을 실행할 때 비활성화됩니다.

IB HIC를 사용하지 않는 경우 다음 표에서 _HIC 포트_열을 무시할 수 있습니다.

암호화 가능 기능 활성화 코드(베이스보드 포트만 변환)

구성을 시작하는 중입니다 설정 종료

컨트롤러 하위 모델
ID

변환할 포트 컨트롤러 하위 모델
ID입니다

포트가 로
변환되었습니다

기능 활성화 코드

360 FC 베이스보드 포트 362 iSCSI 베이스보드
포트

Sgl-2SB-ZEX13

362 iSCSI 베이스보드
포트

360 FC 베이스보드 포트 5GI-4TB-ZW3HL

암호화 가능 기능 활성화 코드

구성을 시작하는 중입니다 설정을 종료하는 중입니다

컨트롤러 하위
모델 ID입니다

베이스보드
포트

HIC 포트 컨트롤러 하위
모델 ID입니다

베이스보드
포트

HIC 포트 기능 활성화
코드

360 FC iSER 361 FC SRP UGG-XSB-

ZCZKU
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암호화 가능 기능 활성화 코드

362 iSCSI iSER Sgl-2SB-

ZEX13

363 iSCSI SRP

VGN-LTB-

ZGFCT

382 사용할 수
없습니다

NVMe/IB KGI-ISB-

ZDHQF

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

YGH-BHK-

Z8EKB

361 FC SRP 360 FC

iSER JGS-0TB-

ZID1V

362 iSCSI iSER UGX-RTB-

ZLBPV

363

iSCSI SRP 2G1-BTB-

ZMRYN

382 사용할 수
없습니다

NVMe/IB TGV-8TB-

ZKTH6

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

JGM-EIK-

ZAC6Q

362 iSCSI iSER

360 FC iSER 5GI-4TB-

ZW3HL

361 FC SRP

EGL-NTB-

ZXKQ4

363 iSCSI SRP HGP-QUB-

Z1ICJ

383 사용할 수
없습니다

NVMe/IB BG-AUB-

Z2YNG

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

1GW-lik-

ZG9HN

363

iSCSI SRP 360 FC iSER SGU - 욕조 -

Z3G2U

361

FC SRP FGX-dub-

Z5WF7

362 iSCSI SRP LG3-GUB-

Z7V17

383 사용할 수
없습니다

NVMe/IB NG5-ZUB-

Z8C8J

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

WG2-0IK-

ZI75U

382 사용할 수
없습니다

NVMe/IB 360 FC iSER

QG6-ETB-

ZPPPT

361 FC SRP XG8-XTB-

ZQ7XS

362 iSCSI
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암호화 가능 기능 활성화 코드

iSER SGB-HTB-

ZS0AH

363 iSCSI SRP TGD-1TB-

ZT5TL

403

사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

IGR-IIK-

ZDBRB

383 사용할 수
없습니다

NVMe/IB 360

FC iSER LG8-JUB-

ZATLD

361 FC SRP LGA-3UB-

ZBAX1

362 iSCSI iSER NGF-7UB-

ZE8KX

363 iSCSI SRP

3GI-QUB-

ZFP1Y

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

5G7-RIK-

ZL5PE

403 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

360 FC iSER BGC-UIK-

Z03GR

361 FC

SRP LGF-EIK-

ZPJRX

362 iSCSI iSER PGJ-HIK-

ZSIDZ

363

iSCSI SRP 1GM-1JK-

ZTYQX

382 사용할 수
없습니다

NVMe/IB JGH-XIK-

ZQ142

비암호화 기능 활성화 코드(베이스보드 포트만 변환)

구성을 시작하는 중입니다 설정 종료

컨트롤러 하위 모델
ID

변환할 포트 컨트롤러 하위 모델
ID입니다

포트가 로
변환되었습니다

기능 활성화 코드

365 FC 베이스보드 포트 367 iSCSI 베이스보드
포트

BGU-GVB-ZM3KW

367 iSCSI 베이스보드
포트

366 FC 베이스보드 포트 9GU-2WB-Z503D

비암호화 기능 활성화 코드

구성을 시작하는 중입니다 설정을 종료하는 중입니다

컨트롤러 하위
모델 ID

베이스보드
포트

HIC 포트 컨트롤러 하위
모델 ID

베이스보드
포트

HIC 포트 기능 활성화
코드
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비암호화 기능 활성화 코드

365 FC iSER 366 FC SRP BGP-DVB-

ZJ4YC

367 iSCSI iSER BGU-GVB-

ZM3KW

368 iSCSI SRP

4GX-ZVB-

ZNJVD

384 사용할 수
없습니다

NVMe/IB TG-WVB-

ZKL9T

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

WGC-GJK-

Z7PU2

366 FC SRP 365 FC

iSER WG2-3VB-

ZQHLF

367 iSCSI iSER QG7-6VB-

ZSF8M

368

iSCSI SRP PGA-PVB-

ZUWMX

384 사용할 수
없습니다

NVMe/IB CG5-MVB-

ZRYW1

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

3GH-JK-

ZANJQ

367 iSCSI iSER

365 FC iSER PGR-IWB-

Z48PC

366 FC SRP

9GU-2WB-

Z503D

368 iSCSI SRP SGJ-IWB-

ZJFE4

385 사용할 수
없습니다

NVMe/IB UGM-2XB-

ZKV0B

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

8GR-QKK-

ZFJTP

368

iSCSI SRP 365 FC iSER YG0-LXB-

ZLD26

366

FC SRP Sgr-5XB-

ZNTFB

367 iSCSI SRP PGZ-5WB-

Z8M0N

385 사용할 수
없습니다

NVMe/IB KG2-0WB-

Z9477

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

2GV-TKK-

ZIH6

384 사용할 수
없습니다

NVMe/IB 365 FC iSER
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비암호화 기능 활성화 코드

SGF-SVB-

ZWU9M

366 FC SRP 7GH-CVB-

ZYBGV

367 iSCSI

iSER 6GK-VB-

ZZSRN

368 iSCSI SRP RGM-FWB-

Z195H

405

사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

VGM-NKK-

ZDLDK

385 사용할 수
없습니다

NVMe/IB 365

FC iSER GG5-8WB-

ZBKEM

366 FC SRP KG7-RWB-

ZC2RZ

367 iSCSI iSER NGC-VWB-

ZFizen

368 iSCSI SRP

4GE-FWB-

ZGGQJ

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

NG1-WKK-

ZLFAI

405 사용할 수
없습니다

NVMe/RoCE

또는
NVMe/FC

365 FC iSER MG6-ZKK-

ZNDVC

366 FC

SRP WG9-JKK-

ZPUAR

367 iSCSI iSER Nge-MKK-

ZRSW9

368

iSCSI SRP TGG-6KK-

ZT9BU

384 사용할 수
없습니다

NVMe/IB AGB-3KK-

ZQBLR

컨트롤러 하위 모델 ID가 목록에 없으면 에 문의하십시오 "NetApp 지원".

4. System Manager에서 Enable Identifier 기능을 찾습니다.

a. 설정 [시스템] 메뉴로 이동합니다.

b. 아래로 스크롤하여 * 추가 기능 * 을 찾습니다.

c. 기능 팩 변경 * 에서 * 기능 식별자 사용 * 을 찾습니다.

d. 이 32자리 숫자를 복사하여 텍스트 파일에 붙여 넣습니다.

10

http://mysupport.netapp.com
http://mysupport.netapp.com
http://mysupport.netapp.com


5. 로 이동합니다 "NetApp 라이센스 활성화: 스토리지 어레이 프리미엄 기능 활성화"을 누르고 기능 팩을 얻는 데
필요한 정보를 입력합니다.

◦ 섀시 일련 번호입니다

◦ 기능 활성화 코드

◦ 기능 활성화 식별자

프리미엄 기능 활성화 웹 사이트에는 ""프리미엄 기능 활성화 지침" 링크가 포함되어 있습니다.

이 절차에 이러한 지침을 사용하지 마십시오.

6. 기능 팩의 키 파일을 이메일로 받을지 또는 사이트에서 직접 다운로드할지 여부를 선택합니다.

3단계: 호스트 I/O를 중지합니다

호스트 포트의 프로토콜을 변환하기 전에 호스트에서 모든 입출력 작업을 중지합니다. 변환을 완료할 때까지 스토리지
배열의 데이터에 액세스할 수 없습니다.

이 작업은 이미 사용 중인 스토리지 배열을 변환하는 경우에만 적용됩니다.

단계

1. 스토리지 시스템과 접속된 모든 호스트 간에 입출력 작업이 발생하지 않도록 합니다. 예를 들어, 다음 단계를 수행할
수 있습니다.

◦ 스토리지에서 호스트로 매핑된 LUN이 포함된 모든 프로세스를 중지합니다.

◦ 스토리지에서 호스트로 매핑된 LUN에 데이터를 쓰는 애플리케이션이 없는지 확인합니다.

◦ 스토리지의 볼륨과 연결된 모든 파일 시스템을 마운트 해제합니다.
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호스트 I/O 작업을 중지하는 정확한 단계는 호스트 운영 체제 및 구성에 따라 달라지며, 이
지침은 다루지 않습니다. 사용자 환경에서 호스트 I/O 작업을 중지하는 방법을 모르는 경우
호스트를 종료하는 것이 좋습니다.

* 데이터 손실 가능성 * — I/O 작업이 진행되는 동안 이 절차를 계속하면 스토리지 배열에 액세스할
수 없기 때문에 호스트 응용 프로그램의 데이터가 손실될 수 있습니다.

2. 스토리지 배열이 미러링 관계에 참여하는 경우 보조 스토리지 배열에 대한 모든 호스트 I/O 작업을 중지합니다.

3. 캐시 메모리의 데이터가 드라이브에 기록될 때까지 기다립니다.

드라이브에 캐시된 데이터를 기록해야 하는 경우 각 컨트롤러 후면의 녹색 캐시 활성 LED * (1) * 가 켜집니다. 이
LED가 꺼질 때까지 기다려야 합니다.

4. SANtricity 시스템 관리자의 홈 페이지에서 * 진행 중인 작업 보기 * 를 선택합니다.

5. 다음 단계를 계속하기 전에 모든 작업이 완료될 때까지 기다리십시오.

4단계: 기능 팩을 변경합니다

기능 팩을 변경하여 베이스보드 호스트 포트의 호스트 프로토콜, IB HIC 포트 또는 두 유형의 포트를 모두 변환합니다.

단계

1. SANtricity 시스템 관리자에서 설정 [시스템] 메뉴를 선택합니다.

2. 추가 기능 * 아래에서 * 기능 팩 변경 * 을 선택합니다.

3. 찾아보기 * 를 클릭한 다음 적용할 기능 팩을 선택합니다.
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4. 필드에 * change * 를 입력합니다.

5. 변경 * 을 클릭합니다.

기능 팩 마이그레이션이 시작됩니다. 두 컨트롤러가 자동으로 두 번 재부팅되므로 새 기능 팩이 적용됩니다.

재부팅이 완료되면 스토리지 배열이 응답 상태로 돌아갑니다.

6. 호스트 포트에 원하는 프로토콜이 있는지 확인합니다.

a. SANtricity 시스템 관리자에서 * 하드웨어 * 를 선택합니다.

b. Show back of shelf * 를 클릭합니다.

c. 컨트롤러 A 또는 컨트롤러 B의 그래픽을 선택합니다

d. 컨텍스트 메뉴에서 * 설정 보기 * 를 선택합니다.

e. Host Interfaces * 탭을 선택합니다.

f. 추가 설정 표시 * 를 클릭합니다.

g. 베이스보드 포트와 HIC 포트("슬롯 1" 레이블)에 대한 세부 정보를 검토하고 각 포트 유형에 원하는 프로토콜이
있는지 확인합니다.

다음 단계

로 이동합니다 "호스트 프로토콜 변환을 완료합니다".

호스트 프로토콜 변환 - 5700을 완료합니다

호스트 포트의 프로토콜을 변환한 후 새 프로토콜을 사용하기 위한 추가 단계를 수행합니다.

완료해야 하는 단계는 베이스보드 호스트 포트와 HIC 포트의 시작 및 끝 프로토콜에 따라 다릅니다.

FC에서 iSCSI로 변환을 완료합니다

이전에 FC 호스트 포트를 iSCSI로 변환한 경우, iSCSI를 지원하기 위해 기존 구성을 수정해야 할 수 있습니다. 다음
절차는 iSCSI HIC가 없는 경우에만 적용됩니다.

이 작업에 대해

이 작업은 이미 사용 중인 스토리지 배열을 변환하는 경우에만 적용됩니다.

호스트 및 볼륨이 아직 정의되지 않은 새 스토리지 배열을 변환하는 경우에는 이 작업이 적용되지 않습니다. 새 스토리지
배열의 호스트 포트 프로토콜을 변환한 경우 를 참조하십시오 "케이블 연결 절차" 케이블 및 SFP 설치 그런 다음 의
지침을 따릅니다 "Linux Express 구성", "Windows Express 구성", 또는 "VMware Express 구성" 를 눌러 각
프로토콜에 대한 설정을 완료합니다.

단계

1. 스위치를 구성합니다.

iSCSI 트래픽을 전송하는 데 사용되는 스위치는 공급업체의 iSCSI 권장 사항에 따라 구성해야 합니다. 이러한 권장
사항에는 구성 지시문과 코드 업데이트가 모두 포함될 수 있습니다.

2. SANtricity 시스템 관리자에서 메뉴: 하드웨어 [iSCSI 포트 구성]을 선택합니다.
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3. 포트 설정을 선택합니다.

다양한 방법으로 iSCSI 네트워크를 설정할 수 있습니다. 사용자 환경에 가장 적합한 구성을 선택하는 방법은
네트워크 관리자에게 문의하십시오.

4. SANtricity System Manager에서 호스트 정의를 업데이트합니다.

호스트 또는 호스트 클러스터를 추가하는 방법에 대한 자세한 내용은 SANtricity System

Manager의 온라인 도움말을 참조하십시오.

a. 스토리지 [호스트] 메뉴를 선택합니다.

b. 포트를 연결할 호스트를 선택하고 * 설정 보기/편집 * 을 클릭합니다.

호스트 설정 대화 상자가 나타납니다.

c. 호스트 포트 * 탭을 클릭합니다.

d. 추가 * 를 클릭하고 * 호스트 포트 추가 * 대화 상자를 사용하여 새 호스트 포트 식별자를 호스트에 연결합니다.

호스트 포트 식별자 이름의 길이는 호스트 인터페이스 기술에 의해 결정됩니다. FC 호스트 포트 식별자 이름은
16자여야 합니다. iSCSI 호스트 포트 식별자 이름은 최대 223자입니다. 포트는 고유해야 합니다. 이미 구성된
포트 번호는 허용되지 않습니다.

e. 삭제 * 를 클릭하고 * 호스트 포트 삭제 * 대화 상자를 사용하여 호스트 포트 식별자를 제거(연결 해제)합니다.

Delete * 옵션은 호스트 포트를 물리적으로 제거하지 않습니다. 이 옵션은 호스트 포트와 호스트 간의 연결을
제거합니다. 호스트 버스 어댑터 또는 iSCSI 이니시에이터를 제거하지 않는 한, 호스트 포트는 컨트롤러에서
계속 인식됩니다.

f. 호스트 포트 식별자 설정에 변경 사항을 적용하려면 * 저장 * 을 클릭합니다.

g. 추가 호스트 포트 식별자를 추가 및 제거하려면 다음 단계를 반복합니다.

5. 호스트를 재부팅하거나 호스트가 LUN을 올바르게 검색할 수 있도록 재검색을 수행합니다.
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6. 볼륨을 다시 마운트하거나 블록 볼륨을 사용하여 시작합니다.

다음 단계

호스트 프로토콜 변환이 완료되었습니다. 일반 작업을 다시 시작할 수 있습니다.

iSCSI를 FC로 변환합니다

이전에 iSCSI 호스트 포트를 FC로 변환한 경우, FC를 지원하기 위해 기존 구성을 수정해야 할 수 있습니다. 다음
절차는 FC HIC가 없는 경우에만 적용됩니다.

이 작업은 이미 사용 중인 스토리지 배열을 변환하는 경우에만 적용됩니다.

호스트 및 볼륨이 아직 정의되지 않은 새 스토리지 배열을 변환하는 경우에는 이 작업이 적용되지 않습니다. 새 스토리지
배열의 호스트 포트 프로토콜을 변환한 경우 를 참조하십시오 "케이블 연결 절차" 케이블 및 SFP 설치 그런 다음 의
지침을 따릅니다 "Linux Express 구성", "Windows Express 구성", 또는 "VMware Express 구성" 를 눌러 각
프로토콜에 대한 설정을 완료합니다.

단계

1. HBA 유틸리티를 설치하고 이니시에이터 WWPN을 확인합니다.

2. 스위치를 조닝(Zoning)합니다.

스위치를 조닝하면 호스트가 스토리지에 접속할 수 있고 경로 수가 제한됩니다. 스위치의 관리 인터페이스를
사용하여 스위치를 조닝(Zoning)합니다.

3. SANtricity System Manager에서 호스트 정의를 업데이트합니다.

a. 스토리지 [호스트] 메뉴를 선택합니다.

b. 포트를 연결할 호스트를 선택하고 * 설정 보기/편집 * 을 클릭합니다.

호스트 설정 대화 상자가 나타납니다.

c. 호스트 포트 * 탭을 클릭합니다.

15

https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/install-hw-cabling/index.html
https://docs.netapp.com/ko-kr/e-series/config-linux/index.html
https://docs.netapp.com/ko-kr/e-series/config-linux/index.html
https://docs.netapp.com/ko-kr/e-series/config-linux/index.html
https://docs.netapp.com/ko-kr/e-series/config-windows/index.html
https://docs.netapp.com/ko-kr/e-series/config-windows/index.html
https://docs.netapp.com/ko-kr/e-series/config-windows/index.html
https://docs.netapp.com/ko-kr/e-series/config-vmware/index.html
https://docs.netapp.com/ko-kr/e-series/config-vmware/index.html
https://docs.netapp.com/ko-kr/e-series/config-vmware/index.html


d. 추가 * 를 클릭하고 * 호스트 포트 추가 * 대화 상자를 사용하여 새 호스트 포트 식별자를 호스트에 연결합니다.

호스트 포트 식별자 이름의 길이는 호스트 인터페이스 기술에 의해 결정됩니다. FC 호스트 포트 식별자 이름은
16자여야 합니다. iSCSI 호스트 포트 식별자 이름은 최대 223자입니다. 포트는 고유해야 합니다. 이미 구성된
포트 번호는 허용되지 않습니다.

e. 삭제 * 를 클릭하고 * 호스트 포트 삭제 * 대화 상자를 사용하여 호스트 포트 식별자를 제거(연결 해제)합니다.

Delete * 옵션은 호스트 포트를 물리적으로 제거하지 않습니다. 이 옵션은 호스트 포트와 호스트 간의 연결을
제거합니다. 호스트 버스 어댑터 또는 iSCSI 이니시에이터를 제거하지 않는 한, 호스트 포트는 컨트롤러에서
계속 인식됩니다.

f. 호스트 포트 식별자 설정에 변경 사항을 적용하려면 * 저장 * 을 클릭합니다.

g. 추가 호스트 포트 식별자를 추가 및 제거하려면 다음 단계를 반복합니다.

4. 호스트를 재부팅하거나 재검색을 수행하여 호스트가 매핑된 스토리지를 올바르게 검색하도록 합니다.

5. 볼륨을 다시 마운트하거나 블록 볼륨을 사용하여 시작합니다.

다음 단계

호스트 프로토콜 변환이 완료되었습니다. 일반 작업을 다시 시작할 수 있습니다.

IB-iSER을 IB-SRP, NVMe over IB, NVMe over RoCE 또는 NVMe over FC로 완전히 변환

기능 팩 키를 적용하여 InfiniBand iSER HIC 포트에서 사용되는 프로토콜을 SRP, NVMe over InfiniBand, NVMe

over RoCE 또는 NVMe over Fibre Channel로 변환하면 적절한 프로토콜을 사용하도록 호스트를 구성해야 합니다.

단계

1. SRP, iSER 또는 NVMe 프로토콜을 사용하도록 호스트를 구성합니다.

SRP, iSER 또는 NVMe를 사용하도록 호스트를 구성하는 방법에 대한 단계별 지침은 을 참조하십시오 "Linux

Express 구성".

2. SRP 구성을 위해 호스트를 스토리지 어레이에 연결하려면 적절한 옵션으로 InfiniBand 드라이버 스택을
활성화해야 합니다.

특정 설정은 Linux 배포판에 따라 다를 수 있습니다. 를 확인하십시오 "NetApp 상호 운용성 매트릭스" 솔루션에
대한 구체적인 지침 및 추가 권장 설정을 확인하십시오.

다음 단계

호스트 프로토콜 변환이 완료되었습니다. 일반 작업을 다시 시작할 수 있습니다.
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