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3. =

# ibstat -p
0x248a070300a80a80
0x248a070300a80a81

g 2 A UBE o AMEE MEY BalR ASYES MABLICH

# vim /usr/sbin/subnet-manager.sh
4. Ct2 WS FI1tL(ch 2EH A0 &2 2t2 2 tHAIZLICE cuipo % Guipl. € po %P1 0IA MEL 2t2|Xt
4 =22 8L 12 71 %1 15= 7H& =& LI

7k
H.

6. C}

7. Al

#!/bin/bash

opensm -B -g <GUIDO> -p <P0> -f /var/log/opensm-ib0.log
opensm -B -g <GUID1> -p <P1l> -f /var/log/opensm-ibl.log

L CHHIE AHESH=E B™ 9l of:

#!/bin/bash

opensm -B -g 0x248a070300a80a80 -p 15 -f /var/log/opensm-ib0.log
opensm -B -g 0x248a070300a80a81 -p 1 -f /var/log/opensm-ibl.log

E0| I AJAR! MH[A SR MU S MMSL|CH subnet-manager.service.

# vim /etc/systemd/system/subnet-manager.service

= A2 FIkeLCt
[Unit]

Description=systemd service unit file for subnet manager
[Service]
Type=forking

ExecStart=/bin/bash /usr/sbin/subnet-manager.sh

[Install]
WantedBy=multi-user.target

AEIOf| M MH|AS SEILICE



# systemctl daemon-reload
8. £ &35t A|EBILICH subnet-manager AJH|A.

# systemctl enable subnet-manager.service
# systemctl start subnet-manager.service

E-Series-Linux A EQ| A InfiniBand= £ NVMe
O[L|A|K|O|E{E A LTt

InfiniBand &tZA0{|A] NVMe O|L|A|H|O|E{E F45l2{™ InfiniBand, NVMe-CLI & RDMA
7| X| MX| & 1A O[L|A|OfO|E] IP A M SAEO| NVMe-oF AlZ A& 50|
ESrEIL|CY,

AlZst7| o

A| EF
%4l =2 RHEL 8, RHEL 9, RHEL 10, SLES 12, SLES 15 E= SLES 16 AH|A T 2 KK E MY Z0[0{0f
YLICH MR "NetApp &= 284 IHEEIA =" 24 27 A TN S£2 22iH Ef‘é}; HESHAIR

CHA|
1. RDMA, NVMe-CLI & InfiniBand I§7|X| £ M X|&rL|C}.

SLES 12, SLES 15 tE= SLES 16

# zypper install infiniband-diags
# zypper install rdma-core
# zypper install nvme-cli

RHEL 8, RHEL 9 == RHEL 10

# yum install infiniband-diags
# yum install rdma-core
# yum install nvme-cli

2. RHEL 8 &= RHEL 99| 22 HES3 A3ZEES MX|BIL|C}

RHEL 8 *
# yum install network-scripts

RHEL 9 *
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# yum install NetworkManager-initscripts-updown

3. SAEES AE|X|0f LA Of ALRElS SAE NQNS 7R SLICH

# cat /etc/nvme/hostngn

4. = |B ZE A7} &5 ZQIX|, State=Active 2IX| 2tolstL|Ct.

# ibstat

CA 'mlx4 O
CA type: MT4099
Number of ports: 2
Firmware version: 2.40.7000
Hardware version: 1
Node GUID: 0x0002c90300317850
System image GUID: 0x0002c90300317853

Port 1:
State: Active
Physical state: LinkUp
Rate: 40
Base 1lid: 4
IMC: O
SM 1id: 4
Capability mask: 0x0259486a
Port GUID: 0x0002c90300317851
Link layer: InfiniBand

Port 2:

State: Active

Physical state: LinkUp

Rate: 56

Base 1lid: 5

IMC: O

SM 1lid: 4

Capability mask: 0x0259486a
Port GUID: 0x0002c90300317852
Link layer: InfiniBand

5. IBZEOAM IPv4 IP TAE MATIL|CE.

° SLES 12 EE= SLES 15 *



CH2 LHE 2 2 /etc/sysconfig/inetwork/ifcfg-ib0 It S A A stL|Ct,

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='10.10.10.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TIPADDR=
STARTMODE="auto"'

& 2 Jetc/sysconfig/network/ifcfg-ib1 Tt S MMEHL|Ct.

BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='"11.11.11.100/24"
IPOIB MODE='connected'
MTU="'65520"

NAME=

NETWORK=

REMOTE TIPADDR=
STARTMODE="auto"'

RHEL 8 *

LIS LHE O 2 /etc/sysconfig/network-scripts/ifcfg-ib0 TtY S M A EHL|CL.

CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR='10.10.10.100/24"
DEFROUTE=no
IPV4=FAILURE FATAL=yes
IPVG6INIT=no

NAME=1ibO0

ONBOOT=yes

3 CHS Jetc/sysconfig/network-scripts/ifcfg-ib1 THY S A stL|CL.
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CONNECTED MODE=no
TYPE=InfiniBand

PROXY METHOD=none
BROWSER ONLY=no
BOOTPROTO=static
IPADDR='11.11.11.100/24"
DEFROUTE=no
IPV4=FAILURE_FATAL=yeS
IPV6INIT=no

NAME=ibl

ONBOOT=yes

RHEL 9, RHEL 10 t£= SLES 16

£ MEYLIL nmtui =& AHE0I0] HZE S gdetstn HARLICE CS2 oA Th LTt

/etc/NetworkManager/system-connections/ib0.nmconnection O] == LSS MAeL|Ct.

[connection]
id=1ib0
uuid=<unique uuid>
type=infiniband

interface-name=ib0

[infiniband]
mtu=4200

[ipv4]
address1=10.10.10.100/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]

Cr22 O x| THYJLICE /etc/NetworkManager/system-connections/ibl.nmconnection O]
TFE LS8 Mgt



[connection]
id=ibl
uuid=<unique uuid>
type=infiniband
interface-name=ibl

[infiniband]
mtu=4200

[ipv4]
address1=11.11.11.100/24"
method=manual

[ipv6]
addr-gen-mode=default
method=auto

[proxy]

6. "IB" QIE{H|0| A S Z-goEfLICt.

# ifup ibO0
# ifup ibl

7. ofgf|o|of] HESH= O AF2E IP FAE HQISLICE ib0xt ib1 E50i CHSl O] S MABILICH

# ip addr show ib0
# ip addr show ibl

otz oflof A ef Z0] ib02| IP 2= 10.10.255Q1L|C}.

10: ib0: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 65520 gdisc pfifo fast
state UP group default glen 256
link/infiniband
80:00:02:08:fe:80:00:00:00:00:00:00:00:02:c9:03:00:31:78:51 brd
00:ff:ff:£f£f:£f£:12:40:1b:£f£:££:00:00:00:00:00:00:ff:ff:£ff:ff
inet 10.10.10.255 brd 10.10.10.255 scope global ib0
valid 1ft forever preferred 1ft forever
inet6 fe80::202:¢c903:31:7851/64 scope link
valid 1ft forever preferred 1ft forever

OtzH Gllofl A2t ZH0] ib19] IP A= 11.11.11.255QL|C}.



10: ibl: <BROADCAST,MULTICAST,UP,LOWER UP> mtu 65520 gdisc pfifo fast
state UP group default glen 256
link/infiniband
80:00:02:08:fe:80:00:00:00:00:00:00:00:02:c9:03:00:31:78:51 brd
00:ff:ff:£f£f:£f£:12:40:1b:£f£:££:00:00:00:00:00:00:ff:ff:ff:£ff
inet 11.11.11.255 brd 11.11.11.255 scope global ib0
valid 1ft forever preferred 1ft forever
inet6 fe80::202:¢c903:31:7851/64 scope link
valid 1ft forever preferred 1ft forever

8. SAENA NVMe-oF AHE2 MAEILICE /etc/modules Ol A CHS MY S MMBHLICE load.d / 2(B) 2E5HHH
nvme_rdma A 2= AME%t1 MEE 20|= HE ZE0| 4 HA U=X| &elfL|ct.

# cat /etc/modules-load.d/nvme rdma.conf

nvme rdma

# lsmod | grep nvme

nvme rdma 36864 0

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma cm 114688 7

rpcrdma, ib srpt,ib srp,nvme rdma,ib iser,ib isert, rdma ucm
ib core 393216 15

rdma cm, ib ipoib, rpcrdma,ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib_isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm

t10 pi 16384 2 sd mod,nvme core

E-Series-Linux%{|M InfiniBand HZ& E3l| AE2|X| 012 0]
NVMeZE AetL|C}

HEZ2{0| InfiniBand TEE Eot NVMeZl ZHEl A SANtricity A|AH 22|XHE AHESHH
Zt ZEQ| P FAE Fde &= AFL|CH
£

1. System Manager 2/E{H|O| A0f| A * Hardware * & ME{SILICE.
= =3

2. J2zlof| S2to|E7t HAIE|H * A SIH HA| ¢

JefiEo| HEEN =2t0|2 ol ZIESE{IF HAIELCEH

12



3. FLMst NVMe over InfiniBand ZE7} Q= HEE2S S2IstL|C}

[
Im
M

2{o| Atztof| St= o7t LIEHELICE,
4. Configure NVMe over InfiniBand ports * & MEHEIL|C},

@ Configure NVMe over InfiniBand ports &2 System Manager?t ZIEZ2{0{|A] NVMe over
InfiniBand ZEE ZX[g ZR0H|TH HA|ELICH,

InfiniBand ZEE E%t NVMe 71 A * CH3t AX7 S&IL|CE.

5. CECHS 220N T HIC EES ME$t kS EEO| IP FAS Q2{ghLc
A

6. 1M * g SEghct
7. At2% CHE HIC ZE0f| CHel| 5-65HA S BtSBtL|Ct.

E-Series-Linux(NVMe over InfiniBand)X| A S AE|A
AER[X| HM 5l AZA

SANtricity System Manager®|Al Zf SAEZS Mo|st7| Hof| SAEN| M E}Z ZHEER ZEE
Z st OHS NVMe HZ S MAsf{of hL|Ct,

nvme discover -t rdma -a target ip address

O] A0 A target_ip_address= target ZEQ| IP FAILICE,

(D) "NVMe HA S SAE AuAo| BARI0] 59| AlAHS| DE HES2 ZES HMBLIC,

13



# nvme discover -t rdma -a 10.10.10.200
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipvé

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a£41580000000058ed54be
traddr: 10.10.10.200
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000af41580000000058ed54be
traddr: 11.11.11.100
rdma prtype: infiniband
rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

2. CI2 & HZEO| T 15HA E 2t=8tLCt.
3. "NVMe connect -t RDMA -n discovered_sub_nqgn -a target_ip_address -Q queue_depth_setting -
controller_loss_timeout_period" B&E ALE5H0] A Hlj Z=20i| A ZHME 5| A|AEIO| HAZATL|CH

@ Qo HH2 MEE! S| = RX|IE|X| RELICE NVMe HZES MAXSY| 8= MRE &
NVMe connect E& 2 AHsHOf $HC}.

NVMe HZ2 AlAH RRE Ee AES2{o| G5t 7|7 S0 SX|E|X| YT
SAETL MY AT & Q= AME TEO T3t HZO| AHE|X| AUABLICH

AtESHH ZE HS E X|FoHH HEO| AMPLICE 7|2 ZE= HE thsl 2z

—_

© 0 0O
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@ HE 7| 2o -2 1024 L|Ct CHS o|M|=F Z20] "-Q 1024' BHE S M2 AHE5H0] 1289
7|E Jk-lx-lg 10242 xHI-Io|oI-|_||:|-

@ AT HES2] &4 AlZHAIBH AIZHE)2 6012(3600%)LICH CHS oflet 20| -1 3600' B E
SHE AH83to] 7|2 2l 600 E 3600E2 MYl etLCt.

# nvme connect -t rdma -a 10.10.10.200 -n ngn.1992-
08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

4. E METILICt nvme list-subsys HHS AFRSI0] oix HZE NVMe A 252 BA|BLICE.
5

- W Z20iM HME SHe AIA—0 HERLICH

# nvme connect -t rdma -a 11.11.11.100 -n ngn.1992-
08.com.netapp:5700.600a098000af41580000000058ed54be -Q 1024 -1 3600

6. Linux 'Isblk' 3! 'grep' BHE AFE3t0] 2t 25 C|HIO| A0 TSt It HEE HAIFLICH

# 1lsblk | grep nvme

nvmeOnl 259:0 0 5G 0 disk
nvmelnl 259:0 0 5G 0 disk

7. A HEE NVMe ZHX[2] Ml 22 S EE{H "NVMe list" HHE AL A| 2. OF2f 0|0l A= nvmeOn1,
nvmeOn1gL|Ct.

# nvme list

Node SN Model Namespace
/dev/nvmeOnl 021648023161 NetApp E-Series

/dev/nvmelnl 021648023161 NetApp E-Series

Usage Format FW Rev
5.37 GB /5.37 GB 512 B + 0 B 0842XXXX
5.37 GB /5.37 GB 512 B + 0 B 0842XXXX
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SANtricity A|A”! 22| XS

HNAE 5{83t= O 22T A &

SANTtricity System Manager-Linux(NVMe over InfiniBand)=

AE0H0 2 AE Md

—

StLHLICt.

SAEQ} QAE SAE AlEX EES Hol#of BHict
SAEO| BLYE ALY 0|ST SUS 0|22 FBHoF LIk
Mgt 0|Z0] 0]0] L8 B9 B0l 0] EI0] HBSHX| kLCt
0|Z9| Zo|i= 30%2 I 4 YBLICH

- AEE|X| [RAE] HwE MEHELICE.

. MENU: Create [Host] & Z2!gL|Ct.
Create Host CHS} & X7t LIEFEL|CE.

CHeo| mEt SAE M-S MEfSL|CE

nx

43

A8t AE2|X| H{E0|| C|O|E{S
SAE Hol= ARE X B HAEE 2 AES e F=HA S

A —e
E M&dl= I AEE

= L-O

StLIOIH =&

HolgtLCt.

ol CHet 1/0

o oz

o

SAE 2F MM fALICH

16

M ZAEQ| 0|22 YHBLIC

CENUR SE0M LS 4 T otLtE MEELICH

—

* SANTtricity 11.60 O| A& * Linux *

* * Linux DM-MP(#'2 3.10 0| 4h) * - SANtricity
11.60 O| X H{T

MEY ZAE QIHH|0|A FYES MEHRIL|CE



%
[> oA

o
[m
H
[m
il

SAE EEJ 20005t A2 S22 SAE ZE
AEXE MEfE 2+ ASLICE o] YYo| HFE=
Y YLICE

SAE EEJL 2I0I5HA] 82 3L SAEOA

letc/NVMe/hostngn2 E 10 hostngn AEXIE
XHO} SAE Fo|of GIZBHLICY.

SAE TE ABXIE AE02 Qg AL}
/etc/NVMe/hostngn IH (Bt EHO|| SHLHAOfA] *
SAE ZE*TLEE SA/EHE7|E = ASLICH

SAEQ} HABIB B HOj SlLtO| SAE EE
AJIXIE 2 7BHOF SHX| 3t SAE S A
AJIRIE 24 MeEist 4 LT 2 At -
SAE LE * WO EAIEILICH a3 F2 Hof
QU= * X * 8 MEisto] AERIE R 4

4. Create * £ Z=IgtL|C}

At

SAEJ HBHMOE MEE[H SANtricity System Manager= S AEO| CHs A E 2 SAE XEQ| Cist 7|2
0|52 MdgfL|ct

7|2 BAEE "<Hostname_Port Number>"QL|Ct. 0|2 S0{, TAE IPTO| CHol| MAME A Huj TEO| 7|2 HAL2
IPT_1QJLICE.

SANtricity S
ARSI 227t

o
/O EHRi0] ALRE 4 UEE A

) E St SAE S2IAR0] BE(UAL0IA)S HE0l
SILICH O LS SAE T SAE S2{AE0| AE2|X| Q| Lt Of4ke| W] AT|0| A0
CHt oMl A FBHS HOfBLICH

* OHEHO|| LS| ZAE s A {AEO2E 2ES 2YY = AFLICE
c 2YE B2 2ECX e HEEY ZHo SRELC
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* SAE = SAE SHAHWAM 20 BN ASH= O SLoE HIYATO|A ID(NSID)E F H AIES
FELICH 1R3 NSIDE ALE26l0F BhL|Ct.
CISot 22 ZHOAM = 2ES goe £ ASLICE
« DE =S80| YEHElLCE.
* 280| O|0| CI2E SAE E= SAE ZHAH 2EE0 JESLICH
CtEI 22 ZHUME S ES e £ el&LICt
* SR SAE L= SAE S AEI}GSLICH
s BE =28 g€Y0| Ho|E|ASLICt
Shete|X| gt R E 50| HA|E|X|TH DA(Data Assurance)=S AF2SILE AF2SHX| b= SAEQ| 7|52 CHE1t
0| M E!L|C}.
* DAX|Y SAES| AR DAAIE L= DA AR Ot &t E52 MEHE £ QI&LICE.
* DAS ALB% 4 gl SAEC| Z2 DAS AIBY 4 Yl 2ES MeolE SAE0| 288 Bosty| Hof
AAHINM AHS 22 S 2| DAE Si{A[6HOF StCt= HA1 Tt EA|ELICE
ch
1. AEE|X| [EAE]| HFE MEHEIL|CE
2 BES UM SAE T SAE Z2AEIS MU C1S 28 ¥Y * S 2B
ggtet = = BE SE0| LIEE ozt X7t LIEFELICEH EH SE2 e #2 = JAE ZE E2 MHSHAL
* Filter * (REf *) ARH0l| RIot= 22 @248 4 UBLICH
3. gtet 2t 58 Hol &olzts MEStI L B HE|20|A etel2ts MEisie RE 252 MEfgL|C}.
4. HAS AZH{H * ™ * 2 2SR
21t
SE0|LI 282 TAE &= SAE S2AHN MO E aCst 2 A|ARR OIS 2SS ATL|CH
c SIEtEl EE2 LSO E A8 7158t NSIDE WELICH SAE = NSIDE AFE6HH S &0i| HMATL|CE
* AMEX NS 28 0|E0| SAEN HEE =28 SE0]| LIEFELICY.
= = u - — | -
E-Series-Linux(NVMe over InfiniBand)0|AX| SAEN HEA|E=

=& HAl

SMdevices E2 A3 SAE S| EAlE 22
Ii7| X2 YEO|H 'NVMe list B CHAl AL 2~ QU

E-Series

AN 2. =3 '<format>' ol HO

LS OoT

2(=) BH(-07t AEE[X]|

18

7|§7|~)

y =2 L1

&LIC} O] =51= NVMe-CLI

S50 cht 2t NVMe Z 20| CH$t HEE 22{H 'NVMe NetApp SMdevices[-o<format>]' HHS

& = json0| E £ %1*'—“1}



# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

E-Series-Linux(NVMe over InfiniBand)0l|A| S A E 0| A
HYH HH
AEE[X| HiEo|| Ciet Z5 ZEE M35t I = AE0|M Zof ZX|E HASIEE L4 =
USLILCE.
E517| Hof|
A Ao Zest If7|X|E AX[s{oF BfL|Ct,

* RHEL(Red Hat) @A E9| AL "rpm -q device-mapper-multipath"S A3st0d I{7|X|7F K| =] U =X

stolgtL|ct

* SLES SAEQ| E2 'rpm-q multipath-tools'E MGt T47| X7} AX[=[0] Q=X &eletL|Ct

@ 2 XYL "NetApp 4= 2E4 IEE|A =" SLES L= RHELS| GA T CHE
BE2It SHIEA| HSoHX| 42 = ALLZ TRt %*E1|0|E7f X E[RA=X] 2lgtict.
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SLES 12 use Device Mapper Multipath (DMMP) for multipathing when using
NVMe over Infiniband. RHEL 8, RHEL 9, RHEL 10, SLES 15 and SLES 16 use a
built-in Native NVMe Failover. Depending on which OS you are running,
some additional configuration of multipath is required to get it running
properly.

SLES 120{A| DMMP(Device Mapper Multipath) A3}

712X O Z DM-MP= SLESO||A H[ZM3tE|] JELICH SAENA DM-MP 74 QA E gMstst2{™ CHS HAIE
AZSIM| .

oHA|
1. C+2 of[of] EA|E! CHZ NVMe E-Series B X| 252 /etc/multipath.conf It Q| devices MM0f| F7HEHL|CE,

devices {
device {
vendor "NVME"
product "NetApp E-Series*"
path grouping policy group by prio
failback immediate
no path retry 30

2. N AR EE Al AZEEE 'multipid & LT

il

# systemctl enable multipathd

w
rt

M HYE| D UX| o™ "HE|HO| =S AIRFRILICH.

# systemctl start multipathd

e

4. "HE|HO|=' HENE =telsto] 2 AEjo|n HH FelX| golet|ct.

o o — L

# systemctl status multipathd

7|2 NVMe C}E5 ZE2E AI2510{ RHEL 8 8™

7|2 NVMe Multipathing2 RHEL 80{|A 7|2X O 2 H|2H3tE|0f QO Otz THAIE AtEsto] A StaloF gLt
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1. 7|2 NVMe CHS ZAZZ #H7| 9l 'modprobe’ 741 MEELICY.

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. M2 'modprobe' I}2t0|E{ 2 initramfsE CtA| 2HSLICH

# dracut -f

3. MHE MEESI0] 7|2 NVMe B2 CHE2t7F ZdotEl ef2 MetetL|C),

# reboot

4. SAEE BEISH S 7|& NVMe Z 2 CHESF 2ot =X elgtL|ct

a. Ha 30| NQ! Z2 7|2 NVMe Multipathing2 X8| H|Z-MSHE[0f ASL|CE,

b. & £=40| YOI 22 7|2 NVMe CHEZ R 7| 50| Motz AT ZE NVMe ZX[0f|A O] 7|52 AHBE
ZielL|ct
A Hd .

(D SLES 15, SLES 16, RHEL 9 %! RHEL 102| Z< HIO|E|[E NVMe ZE[I{ 0| 7|2Xo=
gystE|of o8z It 90| QK| AELICE

E-Series-Linux(NVMe over InfiniBand)0i|A] 7tAF ZHX] EFZHO)
CHot NVMe 28 AMA

AHE B¢l O0s 3 2t 2 CrEst Ao w2t C|HHo[A ER2Io) Chist )&
A
=

fjo

SRR

SLES 122| Z2 I/0= Linux SAEO0]| Q|8 7hAM & k| CHAICZ MEHEIL|CH DM-MP= 0|2{3t 7HAF CHALS| 7| &0|
= 22|18 HZE 22[Ect.

=2|% C|HIO|A ZZTt Otl DM-MPOIIA &St ZHA ClHFO| A0 2l==d S Mot SfL|Ct 22| Z =0 it
U&= S M= 22 DM-MP7t HY2H O[HEE 22|e 4 gloH 2&2{0| AmgL|ct.
/devimapper2| dm HX| KL= 'symlink'E Sdlf 0|2{t 25 ZX[0f M| AL &~ JELICH OIS Ci=a Z&LICt
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/dev/dm-1

/dev/mapper/eui.00001bc7593b7£5£f00a0980000af4462

ol &=

LIS "NVMe list" B3E2| £ 0f|0iA= TAE E 0|1 HIAAHO|A DL

NODE

/dev/nvmelnl
/dev/nvmeln2
/dev/nvmeln3
/dev/nvmelnd
/dev/nvme2nl
/dev/nvme2n?2
/dev/nvme2n3
/dev/nvme2nd

‘HYAmo| A

hg Y

HEA|ELCE

Linux
gL

| 2 2H0f] At

22

SN

021648023072
021648023072
021648023072
021648023072
021648023151
021648023151
021648023151
021648023151

&Y =+ ASLICH

MODEL

NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp
NetApp

2HN|H| = 'Status=active’Z EA|El ZZ S0 CHSH

E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series
E-Series

A
=

N oF

L

* nvme1

A2 2AE 2o FL|Ch

NAMESPACE

10
11
12
13
10
11
12
13

0f

ol
ro

Cje £ g20z TS

S HEEZEZ AZ LIEHH T nvme2= ZHEEY

BE LtEHHLICE

*n1,n2 59 H7|HE SAE ZHEO|AM HYADO|A
AEXIE LIEFHLICE O[2{8h AEX}t= HOf|A
e HEEZ A= ot H, ZIEER B= ot H
HrEEILICH

HJAHO0|A Hofl= AE2|X| HHE 2HHIM AMEBE[=
AR HAAHO]A ID(NSID)Zt LIS & LILCE.

E|ITfA-|I' ZH0| M= [Xst A2 Z2|Q g} 5092 FA|Z| 1 XXt X|

ofe AZ2E=TE|Q 7 1092

I/OE E2tREst1, 'Status=enabled’ £ LIZ = A2



2ol

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=50 status=active
| "= #:#:#:4 nvmelnl 259:5 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled

= #:d:#:# nvme2nl 259:9 active ready running

eui.00001bc7593b7£5£f00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
|-+- policy='service-time 0' prio=0 status=enabled
| "= #:#:#:4 nvmelnl 259:5 failed faulty running
"—+- policy='service-time 0' prio=10 status=active

= #:f:4:# nvme2nl 259:9 active ready running

0Ok

2l o= 443

' policy="service-time 0' prio=50 status=active O| Mz} CHE &2 NSIDZ} 109! namespace?!

nvme1n10]| prio 2t 502 active| 'AE' 2t 2 HZ0|
| Hotl= A2 20 SLCL

O LiYAmo[A= HESE] AGIM 27 EILICE

' policy="service-time 0' prio=10 status=enabled' ol M2 HYAHO|A 109 HYURH HAZRE HO| FH,

Z2|Q 0] 100|11 "HEN' gto| '2tdetE el AS
LIEFRILICE. Sxf /07t o B= 2| HYAmo|A=
HUXIX| gs&Lct.

O LiYAmojA = HEEE] BOA £ReL|CH

' policy="service-time Q' prio=0 status=enabled' O] d|X|l= ZHEER] A7t MEEE|= SO CIE A|FQ

—_ —_——= — o=

"BE[IA EHE 20 FELICH HIRIAH0|A 109

2= Z2|Q 40| 00|11 "MEN gf0| "2y et el Mot

—

A3 AZ 2 FA|EL|CE

' policy="service-time 0' prio=10 status=active =M AE2E nvme2E 7I2|7|E2 /0= 0| ZZE E96ff
ZHEE

2 BZ 2|2 & ELCt

E-Series-Linux(NVMe over InfiniBand)0l|A| 22| NVMe ZHX|
EtZI0]| CHSE NVMe S E01 HM[A

Mg B¢ 0s 8l =t B = CrEst o w2t CHHo[A ER2Io] Chish /IEH
ol

o

Sk A

ﬁ'—lﬂf

RHEL 8, RHEL 9 %! SLES 152| Z2, I/O= Linux SAE7} S2|X NVMe EA| EfZIC 2 X|HEL|CE 7|2 NVMe

LS

2 ERM2 SAENM BAEE 2 Y S2[H X S2|1H F=E 22U
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22|™ NVMe EHX|= 1/0 EFAIQILICE

of Z30fl st I/OE A&st= A0l 7t £EELICE /dev/disk/by-id/nvme-eui. [uuid#] 221H NVMe |
ZE2Z XY 0|Ssh= 40| OFL|2t /dev/nvme [subsys#]n[id#]. 0|2t &= K| Zte| &A= CtS HHE

AEdt HE & USLICE

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
euli.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelnl

/07t o] HHEILICH /dev/disk/by-id/nvme-eui. [uuid#] 2 Soff 2& MEELICH
/dev/nvme [subsys#]1n[id#] 7|2 NVMe CIE H2ZE £2FHS A8 RE ZZE 0| ZE Of2{o| M
7ta et &L C.

Ltz

fjo

Aot HZE = & UAsLIL

# nvme list-subsys

ofl" =:

nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000a522500000000589%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

'NVMe list -Subsys' BHEE ALY [ 22[H NVMe HXIE X[ZHSHH i HIFAH[O| A0 CHet Z20 CHot =7t

HEIt HSELCt

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000a£44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

Lot LhE 2

ot

3E MEHH 7|2 HLLHE ¢let F2 HEE = &5 ASLICH

fmultipath -11
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@ Z2 ¥EE 239 /etc/multipath.confoll A CFS2 MR sHo} BHL|C}

defaults {
enable foreign nvme

@ O] &2 RHEL 100 M= O 0|4 ZS3HK| @& LICE RHEL 9 Ot BT 1} SLES 16 O[3t H{ 0| A
xt f_

Ol &=

eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

| -+- policy='n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

‘—4+- policy='n/a' prio-10 status=non-optimized

"= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

E-SeriesOf| A It A|AE! MM - Linux SLES 12(NVMe over
InfiniBand)

SLES 129 22 HYAHO|A0 Y A|ABS T

uin
Ll
=
1o
>
oo
mo
o
Ho
|I9.t
=
o

ChA|
1. '/devimapper/dm' C|H[O|A SE& 71 22{H 'multipath -I' B S A& eL|CH

# multipath -11

O] BHo| Zit= dm-192t dm-160|2t= & 7HX| FX|E 20| FLICL
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eui.00001ffe5a%94f£f8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4#:# nvmeOnl9 259:19 active ready running
| "= #:#:#4:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #:#:4:# nvme3nl9 259:83 active ready running
euil.00001fd25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:4:% nvmeOnlé6 259:16 active ready running
| "= #:#:#:4 nvmelnle6 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:4 nvme2nlo 259:48 active ready running
= #:#:#:# nvme3nl6 259:80 active ready running

2. Z}'/devimapper/eui -' C|HO| A Q| TE|MO|| IHY A|ARIS MABtL|Ct

=

2l A AR Aot
el Hof FLICh

ro

MESE Ihd A|ARIO)| 2t CHELICE O] KoM= extd4 THE A|ARIS THE

rr

# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. Af ClHIO|AS OHREY 20

mufn

ML,
# mkdir /mnt/ext4d

4. C|HIO|AE D2 EgL|LY.

# mount /dev/mapper/eui.00001£fe5a94££8500a0980000af4444 /mnt/extd
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E-A[2[=0f| A D} A|AE! M - Linux RHEL 8, RHEL 9, RHEL
10, SLES 15 5! SLES 16(InfiniBand 7|2t NVMe)

RHEL 8, RHEL 9, RHEL 10, SLES 15 ! SLES 162| 42 U|0|E|E NVMe ZX|0f o

|J\E~II° *H*"o|-_|_ OHE.} ]Il.OI AlAE‘II% []I-_S_ o|-|__||___|-

£
1. 2 M8BILIC multipath -11 NVMe & 222 7} Q= FelL|c).

# multipath -11

O| HHo| Zut= of HZAE HA|E &= O AHEE 4 JELICt /dev/disk/by-id/nvme-eui. [uuid#]
2IX|. of2h ol M= LICE /dev/disc/by-id/nvme—-eui.000082dd5c05d39300a0980000a52225.

eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe,NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
| -+- policy="'n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
|-+- policy="'n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
|-+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—4+- policy='n/a' prio=10 status=non-optimized

- 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. 2IX|E MEst Yst= NVMe EX|Q| THE|MOf| THY AJARIS MMBILICH /dev/disk/by-id/nvme-

eul. [1d#].
oY A ABIS MMSH= 22 MEfor Ih A[ARO w2} CHELICH O] o0 A= ext4 THY A|AHRIZ DtEE=
2HE Ho| EL|CH

# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done



3. M C|H}O|AE OREY ECIE M ST
# mkdir /mnt/ext4d
4. C|H}o|AE OHRESLICE,

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4

E-Series-Linux(NVMe over InfiniBand)0i| Al S A E0]| A
AEE|X| HH A =H9]

HYAHO|AS AHESHY| TOf| 2 AEO|AM LY AHO| A0 HIO[EE 2410 CHA| SHE 5= U=X]

* O A[AROZ HOHE ET[ohEl HQIAH O] AQILICE.

1. TAEOM 8Lt o] &fe| M-S C|ATO| OIRE X|FHZ SAEILICE
2. mhUS el C|A39| CHE EC 2 CrA| SAFEL(CE
3

- "IFF" B S 25t SAME TH S E= 2 Hlw gt

= =
SAtet o 8! EEE ®A gLt

E-Series-Linux0| InfiniBandS £l NVMe 71842 7|2%tL|LC}t

O H[O]X|2] PDFE d-d5t0q Qlaliet CtZ, CHE Y2 AES AFESI0 NVMe over InfiniBand
AEZX #d YEE 7IEE & UASLICH Z2H|Xd I*“% Aot H o] I HRELICE

SAE M#RIRLC)
() 2zmesof olLiAlololEl NONS Fe) B0 ZEELICH
Zt SAENM O|L|A|Of|O|Ef NQNS A0} 2 MSFEHLICH NQN2 YHIM O Z Jetc/NVMe/hostngn IO Q& L|CH.

&M FA|7| HS SAE ZE AHZ SAE NQN
1

S AE(O[LIA[0f|O]E) 1
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S8 HAI7| Hs SAE ZE HZA SAE NQN
e el=

A AP EBZR|0) M St 0] 4k0] SAE T} MEAIAO| X HAEILICH SANtricity OS 11,50 22| A0 A=
Of22t 20| Zt SAEOA 519 AIAR ZES2|Z0| thel IS XIABILITE O] RHOIAE 2 SAEQ| HCABAE

*He O{RE) ZE 1717t HZE E-Series ZIEE2| ZELQ S AEU0f| QL0{OF SFX|2t CHE HCA ZEQ} CIE
MEulof RLojof gfL|ct.

Host 1 Host 1 Host 2 Host 2
HCA Port 1 HCA Port 2 HCA Port 1 HCA Port 2

Controller 1 Controller 1 Controller 2 Controller 2
Host port 1 Host port 2 Host port 1 Host port 2

EtZl NQN

AEE|X| HHES| Tt NQNS 7| Z8fLICt. oM o] HEE AFE'ILICH InfiniBand Y22 S0l 2E2[X] 012{|0] NVMe
T48.
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SANTtricity: * AE2|X| 02{|0] * > * NVMe over Infiniband * > * A& 22| * £ AL5t0] AEZ|X| 0{2|0] NQN
O|E2 HELICL O| ME= WS Ty HAME X|/ASHK| gi= 29F jt1|7(1|01|/k'| NVMe over InfiniBand M-S Mg mjf
Hes = ASLICL

£d BAZ| M= AE2[X] O|FLICt EtZ0 IQNRIL|Ct

(o2}

ojzflo] ZIEE2{(EHH)

HEYT 74

InfiniBand E 29| S AE 5l AEZ[X|0] At HIERIZ 4 S 7ISRLILL O] XIHAM= F 71l MEUIO| 2EF St
O|F=tE floh AHEE ZdQE 7rEgct.

o

HES3 2|7t CHS HEE M3 = JYSLICH o] MEE=
O{2|0] NVMe 4.

=0l AR ELICE. InfiniBand HE 2 Sdlf AEE|X|

0!

HEHI Fo slopA3

AEE|X| ZE 9l 2t SAE ZEOM AF2E NQNE 7|28HL|CT.

&M BEAl7| HS ofzflo] HEZ2{(EIN) ZE HA NQN

3 22{K| _oHE A BtE _
5 HA ZE 1

4 ZEE2| B, ZE 1

2 SAE1, ZE 1
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