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# zypper install rdma-core
# zypper install nvme-cli

RHEL 8, RHEL 9 == RHEL 10

# yum install rdma-core
# yum install nvme-cli
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RHEL 8 *
# yum install network-scripts
RHEL 9 *
# yum install NetworkManager-initscripts-updown
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# cat /etc/nvme/hostngn
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BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto"'
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BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME="'MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto'
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BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.1.87/24"
GATEWAY='192.168.1.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE TPADDR=
STARTMODE="auto"'
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BOOTPROTO="static'
BROADCAST=

ETHTOOL OPTIONS=
IPADDR='192.168.2.87/24"
GATEWAY='192.168.2.1"

MTU=
NAME='MT27800 Family [ConnectX-5]"
NETWORK=

REMOTE IPADDR=
STARTMODE="auto"'
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[connection]
id=eth4
uuid=<unique uuid>
type=ethernet
interface-name=ethi4

[ethernet]
mtu=4200

[ipv4]
address1=192.168.1.87/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]
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[connection]
id=ethb5
uuid=<unique uuid>
type=ethernet
interface-name=ethb

[ethernet]
mtu=4200

[ipv4]
addressl1=192.168.2.87/24
method=manual

[ipv6]
addr-gen-mode=default

method=auto

[proxy]
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# ifup eth4
# ifup eth5
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# lsmod | grep nvme

nvme rdma 36864 O

nvme fabrics 24576 1 nvme rdma

nvme core 114688 5 nvme rdma,nvme fabrics
rdma_ cm 114688 7
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rdma cm, ib ipoib, rpcrdma, ib srpt,ib srp,nvme rdma,iw cm,ib iser,ib umad,
ib isert,rdma ucm,ib uverbs,mlx5 ib,gedr,ib cm
t10 pi 16384 2 sd mod,nvme core
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U&LICE. NVMe over RoCE
OlM= ALEE 4 el&LCY.

®

E-Series-Linux(NVMe over RoCE)N|A| S AE|A AEE|X| ZA

Ik

SANtricity System ManagerOlAd 2t SAEE N

Mo CHZ NVMe HES 2F6lOF 2LCt.

oot7| Tl = AEMM E HESE] ZE

fuj

Z0fl T3l NVMe-oF ERZUQ| At JHsSt MEAJARIS HABIL|CE

nvme discover -t rdma -a target ip address

O] A0l M target_ip_address= target ZEQ| IP F4

@ "NVMe ZM" HZe sA

12

H M| 20 2EA 8

YLt

10| S5he| A[ARIS| BE HESR ZES AMBILIC



# nvme discover -t rdma -a 192.168.1.77
Discovery Log Number of Records 2, Generation counter O

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified
portid: O

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.1.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treqg: not specified
portid: 1

trsvcid: 4420

subngn: ngn.1992-08.com.netapp:5700.600a098000a527a7000000005ab3af9%4
traddr: 192.168.2.77
rdma prtype: roce

rdma gptype: connected
rdma cms: rdma-cm
rdma pkey: 0x0000

2. [12 2 E AZO & 1EHAE tSefL|ct,

[E————1

3. "NVMe connect -t RDMA -n discovered_sub_nqgn -a target_ip_address -Q queue_depth_setting -
controller_loss_timeout_period" B&E ALE5H0] A Hlj Z=20i| A ZHME 5| A|AEIO| HAZATL|CH

@ 2ol LIEE HHE2 MR 20| FX|=|X| $ELICH NVMe HZE S MAEHSH| 2= MEE
2 NVMe connect 3H S AAMsHOf SHC},

SAET MM AY & Gl AME ZEO| Ciot HEO| BFYEX| RUASLICE

At83t0] ZE Ho S X|Y5IH HZ0| HufglL|tt. 7|2 ZE= HZ Chs Y&

HE 078 Zo| ™2 1024L|Ct. T3 of|x[2t 20| "-Q 1024' HHE M S ALK 1289
7|E klx-lg 10242 XHI‘|°|0|'L|E|-

o
me op
ret 852
k= mijo
m
o
Il
o
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Hieh AlZH(ZE)2 60=2(3600%)JLICE. CHS GiiF|2E Z0] -1 3600' BHE
ol 600X E 3600% 2 xHHo|tL|Ct.

# nvme connect -t rdma -a 192.168.1.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af9%94 -Q 1024 -1 3600
# nvme connect -t rdma -a 192.168.2.77 -n ngn.1992-
08.com.netapp:5700.600a098000a527a7000000005ab3af94 -Q 1024 -1 3600

4. 3EA|S BHEBt0] ZAE OF9 A AH

[==]

mjo

= oy

o

20j| HZBLCY,
SANtricity System Manager-Linux(NVMe over RoCE)S
A5 T AE A

SANtricity A|AH ZH2[XIE AFESH0] AEE[X| H{EOf| H[O|EE T&ot= 2 AES HBHLICt.
SAE Fol= AEE X B AEE 2 AES e F= A S SHL0IH EF0] thet 1/0
HNAE 5{85t= o 2Rt A S SHLtLICt.

AtAof

CHoH

ol
SAES HOIT f TS XA YOI FHAIL.

1. AEE|X| [SAE] HFE MEFLICE
=
=

2. MENU: Create [Host]
Create Host CHS} & Xt7t LIEFEL|CE.

3. Heof mzt s AE MHS MEHBLICE

ks 29
o|& M ZAEQ 0|2 UHHLICE
SAE 2 HH FIULICE CEUR SEOM LS 4 T otLtE dEgLICh

* SANtricity 11.60 O|&& * Linux *

* * Linux DM-MP(#'2 3.10 0| Ah) * - SANtricity
11.60 O|™ HH

14



%
[> oA

EE

E QIHH0|A FHYULIC MEZ SAE ‘?JE1111|0|£ Fds UEELICH 742

ot

Ct

glo

S OILIE "R,

* *1/0 QUE{H|O|A * & MEHSIL|C}

SAE TEJ} 2013 29 220N SAE ZE
AEXE MEY o ASLICE o] Yo AFE=

S LICE.
e HT
SAE TEJ} 20131 %S A SAEA

/etc/NVMe/hostngns E_T'_ hostnqn AEXE
XHop SAE Xo|of GIZBHLC}.

SAE TE AHXIE A=02 Q&SI HL}
letc/NVMe/hostngn TH (Bt EHOf| SEHLFAOf| A *
SAE EE *HCR 2AL20E7(2 4 YBLICH

SAEQ} HZSHAH o 10 5Lt S AE ZE
AEXE F713l0F SHX| 2 S AESt AZAE
MRS Al MeESt 4 QBLICH Zh AlMRhs -
SAE IE *ZIC 0 EA|EIL|CH Zest A Eo

U= * X* & MBI AEXE ®ALE +
Sdé.‘l—llir.

AEJ MZXOZ MME|IH SANtricity System Manager= SAEQ| CHolf M El 2 SAE T EO CHst 7|2
22 MMBH|C}
O=2 ooHd .

7|2 “a“”g% "<Hostname_Port Number>"QIL|C}. 0|2 S0, SAE |PTOf| CHS MM =l X Hu ZEQ| 7|2 HXAI2
SANTtricity S
E - .
|-9_ |-O:| =2 SkC}

o
IO S| AIBE 2 Q=S A

2 E E&= oAE ZE{AH E(Lﬂo'*ﬂilol*)%% galiof
SLICH O] HY2 ZAE = 2 AE FEAHN AEE|X| HIE 2| 3Lt 0] 2| W AH 0] A0
CHEE A M[A Hots SO ghL|ot.
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- HYE 282 A% HiYS| HES 2o BRELICK
P SAE T SAE ZAAEOA 250 AHASH: o SUE HIYATO|A IDNSID)E F H ALSE 4
SI&LICH IR NSIDS ARR8HOF gLt

2 S
* £50| O|0| L}E 2 AE = S AE ZE{AH0| ZEE0] JASLIC.

SIHE|X| 42 B E E80| EAIL|X|2t DA(Data Assurance)E AFESHHLE AFRSHK| te SAEQ| 7|52 OISt
=
=

o (=] |
* DAE ME8Y + Ql= 2AEQ| ZR2 DAE MEY + A= 2SS MHSIH S AE 2ES 2E5H7| T
AARIOM ZtS2 = 2F2| DAS dHMSHOF tCt= B 107t HA|EL|CE
THA|
1. AEE|X| [SAE] HFE MEiSL|C

mo oy
o
(@)
C
MhT
o
o
ot
|>
|m
kA
rr
o
I>
mlu

HAEN M2Xo =2 sicts

otEfot

ot

A AE

c

ro

=

1A

el S ALt

E2 [32E A8 7158 NSIDE HELICH ZAE = NSIDE AFE35H0 S 501 WM ATHLIC

HE 28 0|80l 2 2E0| HZE =F S=0f| LIEFLIC.

E- flerles-Llnux(NVMe over ROCE)U|M SAEN EAE = =25
H

SMdevices 22 AI25IH SAEQN dX| EAE =25
7| X|o] YEO|H 'NVMe list' HE CHA AFRE £ Q)

AN

= & ASLICE o] E7= NVMe-CLI
L|C}.

> mjo

E-Series 2&0| et 2 NVMe Z20] CHEE MEE H2{H 'NVMe NetApp SMdevices[-o<format>] HHS

AESHHAIL. format> 232 M A (-o7F AFRE[X| b= B2 7|24)),  E&= json0| E = JELICE

16



# nvme netapp smdevices

/dev/nvmelnl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000afd4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmeln3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46£400a0980000af4462, Controller A, Access State unknown,
2.15GB

/dev/nvmelnd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930b424b00a0980000af4112, Controller A, Access State unknown,
2.15GB

/dev/nvme2nl, Array Name ICTM0706SYS04, Volume Name NVMe2, NSID 1, Volume
ID 000015bd5903df4a00a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n2, Array Name ICTM0706SYS04, Volume Name NVMe3, NSID 2, Volume
ID 000015c05903e24000a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2n3, Array Name ICTM0706SYS04, Volume Name NVMed, NSID 4, Volume
ID 00001bb0593a46f400a0980000af4462, Controller B, Access State unknown,
2.15GB

/dev/nvme2nd4, Array Name ICTM0706SYS04, Volume Name NVMe6, NSID 6, Volume
ID 000016965930424b00a0980000af4112, Controller B, Access State unknown,
2.15GB

E-Series-Linux(NVMe over RoCE)HA| S AENAM HYH AH

AE2|X| HiE0| CHot 55 F2E HM3317| o = AE0N &oll =X|E AHSteE 1S &
U}USLICE
A|=tst7| Hof|
A AHO| Zest 7| X|E MX|s{of BfL|Ct,
* RHEL(Red Hat) @A EQ9| AL "rpm -q device-mapper-multipath"S &350 17| X| 7t K| =0 =X
grolgtL|ct

* SLES SAEQ| A2 'rpm-q multipath-tools'S AMAlSHH IH7| X7} AX|=|0] Q=X &eletL|ct

@ = XL "NetApp &= 2EH HEZA =" AR HO|0|EZF SX|=|}=X] =2el5t7| 2,
CtE Z=27F SLES = RHELS| GA H{ T 1} MU 2 2FS5HX| 82 &= ASLICH

Of ZhHofl 3

SLES 12= RoCEE S% NVMe ZHE|IHAZ 2/ DMMP(Device Mapper Multipath)E AHE2tLICt. RHEL 8, RHEL
9, RHEL 10, SLES 15 3! SLES 162 LHZ} E_ LIOIEIt| NVMe HYH 7|2 AEELICL AHE Tl 2|0
2l HE|IHA S MCHE 2SS A|7[2{H =71l M™o| Hag &~ &L|CE
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https://mysupport.netapp.com/matrix
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https://mysupport.netapp.com/matrix
https://mysupport.netapp.com/matrix
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https://mysupport.netapp.com/matrix

SLES 120]| il DMMP(Device Mapper Multipath) &3}

|20 2 DM-MPE SLESOIA HIZAISIE|0 QULICH SAE0N DM-MP 74 248 EAsIsI{0 CtS ES
2t SHM|R.

A

1. C+2 of[of] EA|E! CHZ NVMe E-Series K| 52 'etc/multipath.conf' T 2Q| devices M MOf| 37tgtL|Ct.
devices {
device {
vendor "NVME"
product "NetApp E-Series*"

path grouping policy group by prio
failback immediate

no path retry 30

AH BE| A AZE| =2 'multipid & T ELICE

# systemctl enable multipathd

w
rot

M A

[
0
Pal

iQ
|0
rg

HE|H[O|='E A|ZfefL|Ct.
# systemctl start multipathd

4. "HE|HO|=' HENE =telsto]

= -

U

= -

4 HEjo| 1 A& FIX| =HQlgfLCt.

# systemctl status multipathd

7|2 NVMe CtE B2 E ArE5H0] RHEL 85 A gLCt

7|2 NVMe Multipathing2 RHEL 80{|lA 7| 2H 2 = H|2d3te|0] A CHZ EXIE AHE5t0] 2 }sl{of BfL|Ct.

1. 7|12 NVMe Ct& Z2E ALE3HE 2 'modprobe’ 74|12 MM LI CH.

# echo "options nvme core multipath=y" >> /etc/modprobe.d/50-
nvme core.conf

2. 22 '2HZ2-' 0}2}0|E{ 2 initramfs’'E CIA| BHSL|C}

18



# dracut -f

3. 71 NVMe CtE ZZE AFE3I=E HFot MEjollM MHE xHREeLICH

# reboot

4. SAEES 2Lt S 7|2 NVMe Multipathing] ZHSHE|0] QU=X| Solghict

# cat /sys/module/nvme core/parameters/multipath

. HE =30| N2! Z2 7|2 NVMe Multipathing2 0T 35| H|ZMSHE|0f QUELICE
b. B ==10| YOI 22 7|2 NVMe CHEZE 7| 50| M3tz AT ZE NVMe ZX[0f|A 0] 7|52 AHBE
ZelL|ct
A .

@ SLES 15, SLES 16, RHEL 9 2! RHEL 102| 2<% H|O|E[E NVMe ZE[I{ 0| 7|2Xo=
gystE|of Ae8z 7t 90| EROHK| ghELIC).

E- Series-Linux(NVMe over RoCE)0{| A 7}H& ZX| CHAE 2[5t
NVMe = &0l M A

AFBSHE OS(3L 213 22 Ch5 8} u)S 7|HIO R ClHlo|A B0 HHEE Y&
T 4 YL

SLES 129| Z2 I/OE Linux SAEO0]| QJsf| 7HA K| CHA O Z MEEILICH DM-MPE 0|21t 7HAF CHAFS] 7| £0|
e 22|18 228 22|ghct.

=2|X C|Hto|A ZETt Ol DM-MPOIIA st ZHA CIHFO| A0 2l==d 8 Mas{of efL|Ct 22X =0 it

UEHS HHSH= E2 DM-MP7t Y 2H O[HIEE #a|e 4 glol l&E={0| MIjgL|ct,

/devimapper2| dm x| EE= 'symlink'E Sl 0|2{t 25 ZX[0f| BM|A L 4 JELICH ol E EH CtS2t Z25LICH
/dev/dm-1

/dev/mapper/eui.00001bc7593b7£5£00a0980000af4462

o

CHS "NVMe list" BE2| &3 oo M= TAE L& 0|S3t WQJAHO|A DO &2 2AHE B0 FLICH
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NODE SN MODEL NAMESPACE
/dev/nvmelnl 021648023072 NetApp E-Series 10
/dev/nvmeln2 021648023072 NetApp E-Series 11
/dev/nvmeln3 021648023072 NetApp E-Series 12
/dev/nvmelnd 021648023072 NetApp E-Series 13
/dev/nvme2nl 021648023151 NetApp E-Series 10
/dev/nvme2n2 021648023151 NetApp E-Series 11
/dev/nvme2n3 021648023151 NetApp E-Series 12
/dev/nvme2n4 021648023151 NetApp E-Series 13
= gy
= LEO|E2 LS & RE2= FYEU Lt
* nvme12 ZHEE2 AE LIEHHL nvme2= ZHEER
BE LIEFHLICE
* 01, n2 59| FI|H2 SAE BN HYAHO|A
AEXE LIEFHLICE Ol2{et Al EXH= HO|A
uhEE| D AESE AL O, HESE BE 8
gr= LI
'Y AHO[A! HIYAHO|A Eoll= AEE[X| HHE 2tEHOIM AHEl=

Al xtol | UATHO|A ID(NSID)Zt LIEEL|CE.

CHS "HE|I|A-|I' S2HO|M = 2| X3t 227 2| 2 5002 EA|| D 2| XSIE|X| ¢te Z2= T2|Q 71022
HEA|EL|CE.

nux 2GHN|X|= 'Status=active’ 2 HEA|=l ZZ 250 Clist

Linux I/OE 2t
JIE2 HYHOf| AHEE £~ JELICE

ElSt 1, 'Status=enabled’ 2 LIEE AZ

eui.00001bc7593b7£500a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| "= #:#:#:4 nvmelnl 259:5 active ready running
"—+- policy='service-time 0' prio=10 status=enabled
- #:#:4:# nvme2nl 259:9 active ready running
eui.00001bc7593b7£5£f00a0980000af4462 dm-0 NVME,NetApp E-Series
size=15G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0'
| "= #:#:4%#:4 nvmelnl 259:5 failed faulty running
prio=10 status=active

prio=0 status=enabled

"—+- policy='service-time 0'

= #:f:#:# nvme2nl 259:9 active ready running

20



2tol

00k

= EL

' policy="service-time 0' prio=50 status=active O] M1t CHZ &2 NSID7Z} 102! namespace?!
nvme1n10]| prio 2} 501} active2| 'MEN' ZtC 2 AZ0|
| Hetkl= A2 20 SLCL

Of LiYAmo|A= HEZE] AGIM 2FELICE

' policy="service-time 0' prio=10 status=enabled' 0] M2 HYAHO|A 109 HYURH BZ2E HO| F=H,
T2 (0] 100|11 "HEN' gto| 'edetE el A2
LIEFHLICE 24 1/07t O] 29| HYAHO|AZ
HUXIX| gLt
O LiYAmo|A = ZHEEE BOIA 2RELCH

—

' policy="service-time 0' prio=0 status=enabled' O| dNl= ZHEEZ A7 MEEIE| = SOt CHE A|F 9|
'HE|IHA-I' EH S HOFL|CH WY AL O|A 102
F2= Z2|2 10| 00|11 "AER 20| "g-dstE el ATliet
ME AZZ HA|ELICH

' policy="service-time 0' prio=10 status=active =M A2 = nvme2E 7I2|7|2 2 /0= 0| A2 E E4f
ZEE2| B 2|C|2MEL|Ct

E-Series-Linux(NVMe over RoCE)0i| A E2|X NVMe ZHX|
EfZl0]| CHSE NVMe 28 M2

g 32 0s & & Z =2 L=t Yol whet ClHfolA EfzUof tiet /=
L{Ct.

fujo

T4

$0 >

>

RHEL 8, RHEL 9 & SLES 152] 22, /0= Linux SAE7I 22|& NVMe &X| EfZIOZ X|F™EILICE 7|2 NVMe
CtEs 22 22M2 SAENM BAE = 2 tHY S2|H K|l 22| HZE 22|gfL|Ct,

—_

=2|X NVMe ZX|= 1/0 ERULICE

o 2130l CHst I/OE A&MSt= 0| 7HE ZELICH /dev/disk/by-id/nvme-eui. [uuid#] 22X NVMe ZHA|
ZEZ Y 0|F5t= A0| OfL|2} /dev/nvme [subsys#]n[id#]. O|2{et = {X| Zte| 23 = Ot HAHS
A5 B2 4 JELICE.

# 1s /dev/disk/by-id/ -1
lrwxrwxrwx 1 root root 13 Oct 18 15:14 nvme-
eui.0000320£f5¢cad32cf00a0980000af4112 -> ../../nvmelOnl

[/O7} off &HEILICH /dev/disk/by-id/nvme-eui. [uuid#] = Soff && M EL|CE
/dev/nvme [subsys#]n[id#] 7|2 NVMe LtE ZE £F M2 A28 ZE HZE 0| ZZ Of2{0f| A
7taetiSLICE

Lt

o

Ao B2E = & USLICH
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# nvme list-subsys
Ol d| ==4:

nvme-subsys0 - NQN=nqgn.1992-
08.com.netapp:5700.600a098000a52250000000058%aa8a6
\

+- nvmeO rdma traddr=192.4.21.131 trsvcid=4420 live
+- nvmel rdma traddr=192.4.22.141 trsvcid=4420 live

"NVMe list -Subsys" S A2 ff WY AH|O|A FHKIE X|HSHH ST HIJAH 0| A0 CHEE HZ20i Chet =7t
HE7t S EL.

# nvme list-subsys /dev/nvmeOnl
nvme-subsys0 - NQN=ngn.1992-
08.com.netapp:5700.600a098000af44620000000058d5dd96
\
+- nvmeO rdma traddr=192.168.130.101 trsvcid=4420 live non-optimized
+- nvmel rdma traddr=192.168.131.101 trsvcid=4420 live non-optimized
+- nvme2 rdma traddr=192.168.130.102 trsvcid=4420 live optimized
+- nvme3 rdma traddr=192.168.131.102 trsvcid=4420 live optimized

ot OHE 22 HHEO| 23 E AFESH0] 7|2 HIYRHE 9ISt 22 FEHE = = JUSLICL
#multipath -11
@ ZZ HEE H2{H /etc/multipath.confOi|A] CHSS MM l{of EhL|Ct.

defaults {

enable foreign nvme

@ 0| 2'H2 RHEL 100{|AM= O 0|4 2F5HX| &&LICH RHEL 9 O[5 1} SLES 16 0|35 H{ T 04| A
I.

o
SeLct.

ksl

Old| £4:
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eui.0000a0335c05d57a00a0980000a5229d [nvme] :nvmeOn9 NVMe, Netapp E-
Series, 08520001

size=4194304 features='n/a' hwhandler='ANA' wp=rw

|-+- policy='n/a' prio=50 status=optimized

| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live

"—4+- policy='n/a' prio-10 status=non-optimized

"= 0:1:1 nvmeOclnl 0:0 n/a non-optimized live

E-SeriesOf| A It A|AE MM - Linux SLES 12(NVMe over
RoCE)

SLES 129| 22 HYAH0|A0 It A|ARS TS0 IhA A|ARS OR2ERIL|CE

EHA|

1. '/devimapper/dm' C|HIO|A EE£E 71 22{H 'multipath -II' BES HHSL|CE.
# multipath -11
o] H&E9o| Aut= dm-192F dm-160|2t= F 71X BX|E 0 ELICH

eui.00001ffe5a94ff8500a0980000af4444 dm-19 NVME,NetApp E-Series
size=10G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:%:# nvmeOnl9 259:19 active ready running
| "= #:#:#4:4# nvmelnl9 259:115 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl9 259:51 active ready running
= #:#:#:# nvme3nl9 259:83 active ready running
eui.00001£fd25a94fef000a0980000af4444 dm-16 NVME,NetApp E-Series
size=16G features='l queue if no path' hwhandler='0' wp=rw
| -+- policy='service-time 0' prio=50 status=active
| |- #:#:%#:4 nvmeOnlo6 259:16 active ready running
| "= #:#:#:4 nvmelnlée 259:112 active ready running
‘—+- policy='service-time 0' prio=10 status=enabled
|- #:#:#:# nvme2nl6 259:48 active ready running
= #i#i#:#4 nvme3nlée 259:80 active ready running

2. 2} '/devimapper/eui -' C|HIO| A 2| IHE|MOf| TH A|AEIS HABtL|Ct,

o AARS Mddts LEH2 dEfer Thd A[A-0f w2t CHELICE O] KoM= extd THH A[ARS BtEE
YyS 20 FLIC
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# mkfs.ext4d /dev/mapper/dm-19
mke2fs 1.42.11 (09-Jul-2014)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97£987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done

Writing inode tables: done

Creating journal (32768 blocks): done

Writing superblocks and filesystem accounting information: done

3. Aj C|HIO|AE OIRES EME MMeLICH
# mkdir /mnt/ext4
4. C|HIO|AE D2ERL|LCY.
# mount /dev/mapper/eui.00001ffe5a94ff8500a0980000af4444 /mnt/ext4d

E-A|2|=0f| A It A|AE MA . Linux RHEL 8, RHEL 9, RHEL
10, SLES 15 3! SLES 16(RoCE 7|t NVMe)

RHEL 8, RHEL 9, RHEL 10, SLES 15 % SLES 162| 3<% H|O|E[E NVMe &X|0f| T}

ANA”IS Hdotn siE ot A|A-S D2 ERHLCE

1. 2 MAiSHL|C multipath -11 NVMe | 228 714 = HHQL|CL,
# multipath -11

=

o] FHol 21
ofzfl of = &L

t= HZE K| E &= O AHEE 2 USLICE /dev/disk/by-id/nvme-eui. [uuid#] Xl
ICt /dev/disc/by-id/nvme-eui.000082dd5c05d39300a0980000a52225.
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eui.000082dd5c05d39300a0980000a52225 [nvme] :nvmeOn6 NVMe, NetApp E-
Series, 08520000
size=4194304 features='n/a' hwhandler='ANA' wp=rw
|-+- policy='n/a' prio=50 status=optimized
| "= 0:0:1 nvmeOcOnl 0:0 n/a optimized live
| -+- policy='n/a' prio=50 status=optimized
| "= 0:1:1 nvmeOclnl 0:0 n/a optimized live
| -+- policy='n/a' prio=10 status=non-optimized
| "= 0:2:1 nvmeOc2nl 0:0 n/a non-optimized live
‘—+- policy='n/a' prio=10 status=non-optimized
"= 0:3:1 nvmeOc3nl 0:0 n/a non-optimized live

2. 2|X|E MESt Hst= NVMe EX|2| THE|Mof| It A|ARIS MMBLICH /dev/disk/by-id/nvme-
eul. [1d#].

o AARS ddot=s Y2 defet of e A[A-of [h2f CHELICE Of Oo[AM = extd IHA A|ARS THE
YyS 20 FLIC

rr

# mkfs.extd /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
mke2fs 1.42.11 (22-0ct-2019)
Creating filesystem with 2620928 4k blocks and 655360 inodes
Filesystem UUID: 97f987e9-47b8-47f7-b434-bf3ebbe826d0
Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912, 819200, 884736, 1605632

Allocating group tables: done
Writing inode tables: done

Creating journal (32768 blocks): done
Writing superblocks and filesystem accounting information: done

3. M C|HIO|AE DIREY ZEME MMBtLCE.
# mkdir /mnt/extd

4. C|Hjo|AE D2 EgfLICE

# mount /dev/disk/by-id/nvme-eui.000082dd5c05d39300a0980000a52225
/mnt/ext4
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E-Series-Linux(NVMe over RoCE)H| X SAEN M AEZ|X]
M M| A =t

HIUATO|AZ AFRSE7| RO SAEO|A LUAT|O| A0 CO[E{Z M
stolstLCt,

"
_|T'_
S
mo
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1
30
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AFSIS BHOIBIAIA|

= -

to

* O A|AROZ HOE XT|SHE U AT O] ARLICE

1. SAEO|M StLt O|&fe IAUS C|AT 9| OFRE XHOZ SAFRLICH
IS glef C|lA39| CHE ZC2 ChAl 2ARILICE

"IFF" S A5t SAtE IS Y20 H| WS}

PN Jog E=2
= =
SAtet o 8 E26E WMAZLICH

E-Series-Linux%| NVMe over RoCE A& 7|=E¢tL|C}

O| H|O|X|2| PDFE *”%3f04 214fet CHE, LS FI2AES AHESHH NVMe over RoCE
| [=)

AEZX #d BEE VIEE o+ USLICHL Z2H|XNE HYS Aot H o] 27 ERELICE

Y 9 EEE2X

HH g2 EEZX|0|M= StLt 0| &2 ZAETF MEA[ARIN| 21 HZELICH SANtricity OS 11.50 2|20 =
of2fiet 20| 2t I AE0|M 59| A[A” HEES 29| HY ﬁ.’é; XI%Q IC}. O] FEME 2 SAEQ HCA(R2E
x'2 OHE) ZE 1747t HZEE E-Series HE SR ZE2F STt MEUI0|| Q00 5HX|TF CHE HCA ZEQCHE
MEulof RLojof ghLct.
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